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Supporting Information

1 Appendix

1.1 Crystal Preprocessing: Edge Selection

Figure 1: Distributions of edge-to-node ratios per graph (average degree) in the mp_e_form dataset
for different preprocessing methods. Due to the symmetrical and regular structure of crystals, it
often happens that there are many neighbors with equal distances. Therefore our kNN-based edge
selection implementation, also allows to toggle whether edges with a ϵ-distance difference as the k-th
nearest neighbor are also added as connections. We included an ϵ = 10−9 Å threshold to make up
for numerical inaccuracies.
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Figure 2: Distribution of edge distances in the mp_e_form dataset for different edge selection
methods.

1.2 Crystal Preprocessing: Symmetries

Figure 3: Average number of nodes in each dataset for unit cell graphs (unit) and asymmetric unit
graphs (asu).
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Figure 4: Histogram of number of nodes in mp_e_form dataset for unit cell graphs (unit) and
asymmetric unit graphs (asu). The distribution for asymmetric unit graphs is skewed towards lower
number of nodes. Clearly pronounced periodic peaks at even numbers for the unit cell graph
distribution can be explained with symmetric atom pairs.

1.3 Nested Line Graph Network Algorithm

1.4 Line Graph Construction

Mathematically a line graph for a directed graph is defined as follows: An edge exists in L(G) for
each corresponding edge pair (eij , ejk), which forms a path of length two in G (Figure 5a). This
definition coincides with the angles ∡eijejk as used in in DimeNet [2], GemNet [3] and ALIGNN [4].
In this work, we propose a deviation from the original line graph definition and use angles ∡eijekj

(a) Original line graph. (b) Our line graph variant.

Figure 5: Line graph variants.

between edges that have the same destination node, instead of edges that form a path of length two
(see Figure 5b). The intuition behind this deviation is based on the interpretation of edge messages in
the GNN as force contributions that act on an atom from different directions [5].

Note that we will use the term line graph very loosely in this work. Even though the variant is strictly
speaking not a line graph we will still refer to it as such. In general, we will use the term line graph
for every graph L(G) that has a bijection between edges in G and nodes in L(G) and a deterministic
method for constructing edges in L(G) based on the topology of G.

This generalized definition would also allow for incorporating dihedral angles by adding edges
∡eijekl to the line graph for every path (eij , ejk, ekl) of length three in the graph G [6–8]. Another
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Function NGN-Block(XE ,XV ,xG, G; θ):
// XE = {xe1 , . . . , xem}
// XV = {xv1 , . . . , xvn

}
for eij ∈ E do

x′
eij ← ϕ̂E(xeij ,xvi ,xvj ,xG) // Edge update

end
X∡ ← get_line_graph_edge_features(XE ,XV ,xG, G) // i.e. angles
between edges

for t← 1 to TL(G) do
_ , X′

E , _ , _← GN-Block(X∡,X
′
E ,xG, L(G); θt) // Treat X′

E as node
features of L(G)

end
for vk ∈ V do

x̂vk ← ρE→V ({x′
eij |eij ∈ E ∧ j = k}) // Local edge aggregation

x′
vk
← ϕV (xvk , x̂vk ,xG) // Node update

end
x̂G ← ρV→G({x′

v|v ∈ V }) // Node aggregation
x̃G ← ρE→G({x′

e|e ∈ E}) // Global edge aggregation
x′
G ← ϕG(xG, x̂G, x̃G) // Global update

// X′
E = {x′

e1 , . . . , x
′
em}

// X′
V = {x′

v1 , . . . , x
′
vn}

return X′
E ,X

′
V ,x

′
G, G

// Iterate over sequentially composed NGN blocks
for t← 1 to T do

XE ,XV ,xG, G← NGN-Block(XE ,XV ,xG, G; θt)
end

Algorithm 1: Graph network algorithm adapted from [1] with additional blue parts that indicate
the modifications for the nested line graph networks. GN blocks are parameterized by parameters
θ and receive edge features XE , node features XV , graph level features xG as well as the graph
topology G as input.

way to incorporate information of dihedral edges into the model would be to construct the second-
order line graph L(L(G)) and add another layer of nesting to the model architecture.

1.5 Graph Network Exploration

Graph Network Exploration We start with a simple non-nested architecture shown in Figure 6,
which consists of sequentially connected GN blocks, which can be divided into three phases.

Embedding Block Processing Blocks Readout Block

Figure 6: Basic graph network structure.

Moreover, we optimize the hyperparameter space on one dataset only, namely the log_gvrh Mat-
Bench dataset, and tested the model on all other datasets of MatBench without changing hyperparam-
eters to verify that the found architecture is indeed a suitable candidate for multiple diverse tasks on
crystal graphs.

The first block embeds atom/node features and bond/edge features independent from one another.
In the second phase, we sequentially connect T processing blocks with identical architecture, but
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independent learnable parameters. To restrict the search space we do not include global graph features
and do not allow edge updates between blocks. This resembles a conventional message-passing
architecture. In the third phase, we have a single readout block, which aggregates node features into
graph-level features to make the crystal property prediction.

Figure 6 only specifies the high-level architecture of the GNN and not the concrete instantiations
of update functions ϕE , ϕV , ϕG and aggregation functions ρE→V , ρV→G. To narrow down suitable
concrete implementations, we conducted a two-part hyperparameter search on the log_gvrh Mat-
Bench dataset. First, we searched for categorical hyperparameters, in a greedy stepwise search. In the
second step, we used the Optuna hyperparameter optimization framework [9] and its implementation
of the Tree-structured Parzen Estimator (TPE) to find ordinal hyperparameters.1

We assume independence between categorical hyperparameters and optimize for each parameter indi-
vidually, to keep runtimes within limits. We initially instantiated all update functions ϕE , ϕV , ϕG with
MLPs of depth 3. Extending ϕV with residual ϕV (xv, x̂v,xG) = xv + MLPV (x̂v) and gated node
updates ϕV (xv, x̂v,xG) = GRU(xv,MLPV (x̂v)) both improve performance. For aggregation func-
tion ρV , ρG we tried mean, sum, and attention-based functions. Batch and graph normalization [10]
increased training time significantly without considerable benefits for predictive performance. Predic-
tion accuracy further increases when including atom features (atomic mass, radius, electronegativity,
ionization, and oxidation states) in addition to the atomic number. The influence of the choice of
edge selection methods shown in Figure 5 in the main article is discussed in detail in Section 4.2 in
the main article.

For the kNN-based edge selection preprocessing with k = 24, we searched for ordinal hyperparame-
ters with a hyperparameter optimization.

Embedding Block
ϕE : Gauss basis expansion of edge distances with 32 Gaussians evenly spread on the [0, 8] Å

interval. As only distance information is used, this embedding is E(3)-invariant. The initial
representation is projected into a 128-dimensional embedding space with a single perceptron
layer.

ϕV : Embedding of atom features (atomic number, atomic mass, atomic radius, electronegativity,
ionization states, and oxidation states) into a 128-dimensional space.

Processing Blocks Five processing blocks are concatenated with identical configurations (T = 5).
ϕE(xeij ,xvi ,xvj ) = MLPE(xeij ||xvi ||xvj ) = x′

eij The edge update function, which constructs
the message between two nodes, is a five-layer MLP and takes the concatenation of edge,
receiver, and sender node features.

ρE→V ({x′
eij |j = k}) = sum

j=k
(x′

eij ) = x̂vk For each node the incoming messages are sum-

aggregated.
ϕV (xv, x̂v) = xv+MLPV (x̂v) A residual node update function transforms the aggregated messages

with a single-layer perceptron.

Readout Block
ϕV (xv) = xv The readout block does not update node features. Its node update function is the

identity function.
ρV→G({x′

v|v ∈ V }) = mean
v∈V

(x′
v) = x̂G The mean of the node features is aggregated to compute

the graph-level prediction.
ϕG(x̂G) = MLPG(x̂G) = x′

G A single-layer MLP with a linear activation function creates the final
prediction for the crystal property.

Below we give a complete description of our model, which we name coGN, after categorical and
ordinal hyperparameter optimization:

We used the same dimensionality (128) for all hidden representations of edges, nodes, and graphs.
Unless mentioned otherwise we use the commonly used swish activation function in MLPs. The
GNN is trained with an Adam optimizer with a linear learning rate scheduler for 800 epochs.

1Ordinal hyperparameters: depth of GNN (T ), depth of MLPs MLPE ,MLPV ,MLPG, dimensionality of
features
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Overall, coGN is comparably simple, as it only contains MLPs as update functions, mean or sum
aggregation functions and no sophisticated message-passing scheme, such as edge-gated or attention-
based message passing used in CGCNN, ALIGNN or GeoCGNN. In this regard, coGN also does
not incorporate any domain-specific design decisions, which are not justified by the hyperparameter
optimization.

When compared with previous models, we find that along with a connectivity optimization, discussed
in section 4.2 in the main article, a much deeper edge update network ϕE , in our case five layers,
yields better results. We attribute this observation to the increased complexity of edge information in
a periodic multi-graph that in practice exhibits a large number of edges per node.

Nested Line Graph Network Exploration Based on the results of the first part of the hyperparam-
eter search for parameters with categorical values, we augment the processing blocks with nested GN
blocks shown in Figure 7.

(a) NLGN variant 1. (b) NLGN variant 2. (c) NLGN variant 3.

Figure 7: Nested line graph network variants.

The first variant (Figure 7a) has a single nested GN block at the beginning, which updates node and
edge features, followed by non-nested GN blocks. The reasoning behind this architecture is that the
Nested GN block might be able to encode geometrical constellations of edge angles into edge features.
The second variant (Figure 7b) is a generalized version of ALIGNN-d [6] and DimeNet(++) [2, 7].
Each GN block on the graph level (G) has two GN blocks on the line graph level (L(G)). Only
node features are updated between GN blocks. The third variant (Figure 7c) moves most of the
computation to the line graph level (L(G)). It consists of only one GN block on the graph level with
4 consecutive nested GN blocks (TL(G) = 4).

E(3)-invariant angle features between two edges are encoded with a 16-dimensional Gauss basis
expansion on the [0, π] rad interval and attached to line graph edges.

Table 1: Results on the log_gvrh dataset with NLGN variants.
Nested GN Line Graph MAE (log_gvrh)

Variant 1 ∡eijejk 0.0809± 0.0022
∡eijekj 0.0787± 0.0019

Variant 2 ∡eijejk 0.0801± 0.0020
∡eijekj 0.0783± 0.0033

Variant 3 ∡eijejk 0.0805± 0.0015
∡eijekj 0.0799± 0.0016

Training on preprocessed crystals with kNN edge selection and k = 24 and both line graph variants
from Section 1.4, we obtain the results displayed in Table 1. The results were obtained before the
final ordinal hyperparameter optimization, which explains the discrepancy with Table 2 in the main
article. For comparison, the MAE for the corresponding non-nested GN is 0.0788.

Despite the theoretically greater expressiveness of NLGNs, we do not achieve substantially better
prediction results. The proposed line graph variant with angles between edges with the same target
node (∡eijekj) leads to a small but consistent improvement across all line graph variants.
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We optimized the ordinal hyperparameters of the DimeNet-like architecture (Variant 2) with TPE
and reached a MAE of 0.0705 on the log_gvrh MatBench dataset which yields better performance
than the current leader on MatBench [4], even though the graph preprocessing, i.e. the connectivity
was not optimized yet. Hyperparameter optimization of plain GNs yields a similar error of 0.0693,
making them comparable to nested GNs.

1.6 Open Catalyst Project: OC22

Table 2: Test error for the initial structure to relaxed energies (IS2RES) task of the OC22 chal-
lenge [11] (status 2023-08-08). Note that Models trained additionally on OC20 [12] and other data
sources or indirect predictions using relaxations yield lower errors and better performance. Baseline
models are SchNet [13], DimeNet++ [14], PaiNN [15] and GemNet [8]. The best Direct OC22-only
predictions is marked by underscores.

Model MAE (ID) MAE (OOD) Average

EquiformerV2 (122M, λE=1, λF =1, OC22-only) 1.0837 1.4443 1.264
EquiformerV2 (122M, λE=4, λF =100, OC22-only) 1.1181 1.4398 1.279

GemNet-OC (Relaxation OC20-All+OC22) 1.2007 1.5339 1.3673
GemNet-OC (Relaxation OC22-only) 1.3294 1.5841 1.4567
GemNet-dT (Relaxation OC22-only) 1.8129 2.0439 1.9284

coGN (Direct OC22-only, r=5.0) 1.6183 2.8058 2.2121
coGN (Direct OC22-only, k=32) 1.6278 2.9706 2.2992
GemNet-dT (Direct OC22-only) 1.6771 3.0837 2.3804

PaiNN (Direct OC22-only) 1.716 3.6835 2.6997
DimeNet++ (Direct OC22-only) 1.96 3.5186 2.7393

SchNet (Direct OC22-only) 2.0012 4.8468 3.424
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1.7 JARVIS-Tools

Table 3: Test error for multiple tasks of the JARVIS benchmark [16]. Values are copied from the
JARVIS leaderboard (status 2023-08-08). Models for comparison are DimeNet++ (DN++) [14] ,
ALIGNN [4], CGCNN [17], MatMiner (MM) [18, 19] and CFID [20].

Task coGN coNGN DN++ ALIGNN CGCNN MM CFID

dft_3d_mepsz 24.1081 22.842 30.3644 23.7313 36.0538 24.6651 29.3445
dft_3d_exfoliation_energy 47.6979 46.272 46.1517 52.7033 52.7033 40.887 62.1169
dft_3d_shear_modulus_gv 8.6612 8.4881 26.0817 9.476 16.0459 10.5415 11.9164

dft_3d_spillage 0.3609 0.3463 0.4137 0.351 0.3965 0.3592 0.3867
dft_3d_optb88vdw_total_energy 0.0262 0.0273 0.051 0.0367 0.0815 0.0936 0.2436

dft_3d_mepsx 24.2289 23.3801 31.9568 24.0458 33.6597 25.2932 30.261
dft_3d_epsz 19.6192 17.8104 33.8379 19.5678 33.6597 25.2932 24.781

dft_3d_dfpt_piezo_max_dij 15.2235 13.8868 13.9889 20.5705 16.0135 21.5729 -
dft_3d_mepsy 24.1891 23.3299 31.0215 23.6482 32.4577 25.0706 30.0578

qe_tb_indir_gap 0.0474 - - 0.1167 - 0.0351 -
dft_3d_kpoint_length_unit 9.5722 9.3459 11.8875 9.5146 13.2145 9.047 9.7085

dft_3d_n_powerfact 452.235 456.6118 568.8357 442.2993 - 469.6279 -
dft_3d_ph_heat_capacity 6.1125 7.8127 23.3618 9.6064 - 5.2757 -

dft_3d_formation_energy_peratom 0.0271 0.0291 0.0528 0.0331 0.0625 0.0734 0.1419
dft_3d_epsx 20.0004 18.5738 27.2511 20.3942 31.4744 21.2597 24.8408

dft_3d_optb88vdw_bandgap 0.1219 0.1267 0.2247 0.1423 0.1908 0.1873 0.299
qe_tb_energy_per_atom 0.0636 - 0.7515 - - 1.5049 -

dft_3d_max_efg 20.4417 19.5495 26.9552 19.1211 24.6695 19.4382 -
dft_3d_epsy 24.1891 23.3299 31.0215 23.6482 32.4577 25.0706 30.0578
dft_3d_encut 133.8915 129.8266 164.315 133.7962 190.3857 138.2769 139.4357

dft_3d_n_Seebeck 39.2692 40.0977 54.2759 40.9214 49.3172 44.2229 -
dft_3d_ehull 0.0466 0.0485 0.3685 0.0763 0.173 0.0601 -

dft_3d_bulk_modulus_kv 8.992 8.7022 13.3743 10.3988 19.3028 12.7411 14.1999
dft_3d_avg_hole_mass 0.1372 0.1285 0.1709 0.1239 - 0.1529 -
dft_3d_avg_elec_mass 0.0917 0.0876 0.112 0.0853 - 0.107 -
dft_3d_mbj_bandgap 0.264 0.2719 0.4764 0.3104 0.4067 0.3392 0.5313

dft_3d_dfpt_piezo_max_dielectric 30.2923 25.5553 30.3358 28.1514 32.5589 36.6913 -
dft_3d_slme 4.4507 4.4428 5.6403 4.5207 5.6603 4.9255 6.2607
qe_tb_f_enp 0.0956 - - 0.1016 - 0.3219 -

dft_3d_magmom_oszicar 0.2502 0.2437 0.3995 0.2574 0.3543 0.3645 0.4748
qe_tb_final_energy 1.3185 - - - - 1.4714 -
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