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Abstract

Measuring Deeply Virtual Compton Scattering on a neutron target is one of the
necessary steps to complete our understanding of the structure of the nucleon in terms
of Generalized Parton Distributions (GPDs). DVCS on a neutron target allows to op-
erate a flavor decomposition of the GPDs and plays a complementary role to DVCS
on a transversely polarized proton target in the determination of the GPDE, the least
known and least constrained GPD that enters Ji’s angular momentum sum rule. To start
the experimental program of DVCS on the neutron, we propose to measure beam-
spin asymmetries for n-DVCS (ed → e′nγ(p)) with the upgraded 11-GeV CEBAF
polarized-electron beam and the CLAS12 detector. For the detection of the recoil
neutron, necessary to ensure the exclusivity of the reaction after having detected the
scattered electron and the DVCS photon, we will construct a scintillator-barrel detec-
tor to be placed in the Central Detector, between the CTOF andthe solenoid magnet.
This Central Neutron Detector (CND) will be made of three layers of scintillator pad-
dles (48 paddles per layer), coupled two-by-two at the frontwith semi-circular light
guides and read at the back by photomultipliers placed outside of the high magnetic-
field region and connected to the bars via 1-meter-long bent light guides. Simulations
and measurements on a prototype, covering one radial layer and two azimuthal bins,
have proven the feasibility of this project. In order to provide an accurate mapping of
the n-DVCS beam-spin asymmetry over the available 4-dimensional (Q2, xB , −t, φ)
phase space, we request 90 days of running on a deuterium target with the maximum
available beam energy, 11 GeV.
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1 Introduction

Generalized Parton Distributions are nowadays the object of an intense effort of re-
search, in the perspective of understanding nucleon structure. They describe the corre-
lations between the longitudinal momentum and transverse spatial position of the par-
tons inside the nucleon, they give access to the contribution of the orbital momentum
of the quarks to the nucleon spin, they are sensitive to the correlatedq− q̄ components,
etc. The original articles and general reviews on GPDs and details on the formalism
can be found in Refs. [1, 2, 3, 4, 5, 6, 7].

The nucleon GPDs are the structure functions which are accessed in the measure-
ment of the exclusive leptoproduction of a photon (DVCS, which stands for Deeply
Virtual Compton Scattering) or of a meson on the nucleon, at sufficiently largeQ2,
whereQ2 is the virtuality of the photon emitted by the initial lepton. Figure 1 illus-
trates the leading process for DVCS. Considering only helicity-conserving quantities
and the quark sector, there are four GPDs,H, H̃,E, Ẽ, which depend, in leading-order
and leading-twist QCD, upon three variables:x, ξ andt. x − ξ andx + ξ are the lon-
gitudinal momentum fractions of the quarks, respectively,coming out and going back
into the nucleon andt is the squared four-momentum transfer between the final and
initial nucleon.

Figure 1: The handbag diagram for the DVCS process on a nucleon eN → e′N ′γ′. Here
x + ξ andx − ξ are the longitudinal momentum fractions of the initial and final quark,
respectively, andt = (p − p′)2 is the squared momentum transfer between the initial and
final protons (or equivalently between the two photons). There is also a crossed diagram
which is not shown here.

Among the three variables,x, ξ andt, only two,ξ andt, are accessible experimen-
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tally. In the Bjorken limit,ξ = xB/2
1−xB/2 , wherexB is the standard Bjorken variable.

Formally, the DVCS amplitude is proportional to:

∫ +1

−1
dx

H(∓x, ξ, t)

x ± ξ ∓ iǫ
+ ... (1)

where the ellipsis stands for similar terms forE, H̃ andẼ.
Decomposing this expression into its real and imaginary parts, it is found that the

maximum information that can be extracted from the experimental data at a given (ξ, t)
point isH(±ξ, ξ, t), when measuring an observable sensitive to the imaginary part of
the DVCS amplitude, and

∫ +1
−1 dxH(∓x,ξ,t)

x±ξ , when measuring an observable sensitive
to the real part of the DVCS amplitude. Knowing the GPDs at some particular point
(±ξ, ξ, t) and their weighted integral overx does not, of course, uniquely define them.
A model input will be required, to make the interpolation over the variablex.

The DVCS process is accompanied by the Bethe-Heitler (BH) process, in which
the final-state photon is radiated by the incoming or scattered electron and not by the
nucleon itself. The BH process, which is not sensitive to GPDs, is indistinguishable
from the DVCS and interferes with it, complicating the matter. However, considering
that the nucleon form factors are well known at smallt, the BH process is precisely
calculable theoretically.

It is clearly a highly non-trivial task to actually measure the GPDs. It calls for
a long-term experimental program comprising the measurement of different observ-
ables: cross sections, beam-, longitudinal and transversetarget- single polarization
observables, double polarization observables and also possibly beam-charge asymme-
tries, timelike Compton scattering, etc. Refs. [8, 9] show the information brought by
the various observables.

Such dedicated experimental program, concentrating on a proton target, has started
worldwide in these past few years. JLab has provided the firstmeasurement, in the
valence region, of beam-polarized and unpolarized DVCS cross sections, in a lim-
ited phase-space domain, with the Hall A [10], and several beam-spin and target-spin
asymmetries (BSA, TSA), over a large kinematic range, obtained with the CLAS de-
tector [11], [12]. Beam-charge asymmetries, BSAs, longitudinally and transversely-
polarized target-spin asymmetries, as well as double-spinasymmetries, have also been
measured by the HERMES collaboration [13]. These first data will soon be completed
with a series of new experiments ongoing and planned at JLab and aimed to measure
accurately longitudinally [14] and transversely [15] polarized target-spin asymmetries
and cross sections (along with double-polarization observables) and new precise unpo-
larized and beam-polarized cross sections at new kinematics [16, 17]. Measurements
of DVCS cross sections, BSA and longitudinal TSA with JLab at12 GeV have also
been approved [18, 19].

2 Physics motivation: neutron GPDs

The aim of this proposal is to start a similar experimental program with a neutron tar-
get. The importance of neutron targets in the DVCS phenomenology was clearly es-

9



tablished in the pioneering Hall A experiment, where the polarized-beam cross section
difference off a neutron, from a deuterium target, was measured [20] (see Section 3).

Measuring neutron GPDs is highly complementary to measuring proton GPDs.
Neutron and proton GPDs are independent quantities, like neutron and proton form
factors. Measuring both GPDs allows to carry out a flavor separation. For instance,

Hp(ξ, ξ, t) =
4

9
Hu(ξ, ξ, t) +

1

9
Hd(ξ, ξ, t) (2)

and

Hn(ξ, ξ, t) =
1

9
Hu(ξ, ξ, t) +

4

9
Hd(ξ, ξ, t) (3)

(and similarly forE, H̃ andẼ), from which one can obtain

Hu(ξ, ξ, t) =
9

15
(4Hp(ξ, ξ, t) − Hn(ξ, ξ, t)) (4)

and

Hd(ξ, ξ, t) =
9

15
(4Hn(ξ, ξ, t) − Hp(ξ, ξ, t)). (5)

Concerning the BSA, which is the main goal of this proposal, it can be shown that,
in the case of DVCS on the neutron, its amplitude is mainly governed by the GPDE,
the least known of the GPDs. In particular,E is one of the two GPDs entering Ji’s
sum rule:

Jq =
1

2

∫ +1

−1
dxx [Hq(x, ξ, t = 0) + Eq(x, ξ, t = 0)] , (6)

which links the total angular momentum (Jq) carried by each quarkq to the sum of
the second moments overx of the GPDsH andE. It is therefore crucial to obtain
experimental constraints onE in order to make some first steps towards the estima-
tion of the contribution of the orbital momentum of the quarks to the nucleon spin. In
order to make a quark-flavor separation, bothEn andEp are needed: this proposal
mainly aims at determiningEn. Ep can be accessed through transverse-target polar-
ization or double (beam-target) polarization observableson the proton [8], which are,
as previously mentioned, the goals of experiments already planned at JLab.

Hereafter, the VGG model [21, 22], which parametrizes GPDs and calculates
the associated DVCS observables, has been adopted, in orderto quantify (albeit in
a model-dependent way) the sensitivity of the neutron-DVCSBSA to the GPDE.
An interesting feature of the VGG model is that the parametrization of the GPDE
is dependent on the two parametersJu and Jd, i.e. the total spin (orbital momen-
tum+intrinsic spin) contributions of theu andd quarks respectively. The idea is that
a given shape inx for the GPDEq is assumed, and then the overall normalization
is proportional toJq (see ref. [5] for more details). Figure 2 shows the BSA for n-
DVCS as a function of the four independent variables describing the DVCS process,
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φ, −t, xB andQ2, for different values ofJu andJd, as predicted by the VGG model.
The kinematics for Fig. 2 areEe=11 GeV,xB=0.17,Q2=2 GeV2, −t=0.4 GeV2 and
φ=60o. Although some of theJu, Jd values are unlikely (for instanceJd=0.8), nev-
ertheless this shows the strong sensitivity of this BSA toE and, in the framework of
the VGG model, toJq. One sees that these BSAs can extend from 10 up to 50%, with
spectacular changes of sign depending on the relative signsof Ju andJd, and therefore
they can be as large, in magnitude, as the proton-DVCS beam-spin asymmetries that
have been recently measured [11]. However, it is important to notice that these “large”
neutron-DVCS asymmetries are obtained only in a specific phase space region, i.e.
only aroundxB=0.1 or 0.15. To reach such “low” values ofxB , at sufficiently large
Q2, an 11-GeV electron beam is needed. The current 6-GeV beam allows to explore
mainly thexB ≈0.35 region where the BSA far from its maximum. This is con-
firmed by the exploratory measurement of the JLab Hall A collaboration [20] where
neutron-DVCS BSAs essentially consistent with zero were obtained and for which the
sensitivity toJq was therefore minimal.

Figure 3 shows the corresponding BSAs, at approximatively the same kinematics,
for the proton case. It is clear that the sensitivity toE or, alternatively toJu andJd,
is much less. This is mainly due to the fact that the proton-DVCS BSA is mostly
sensitive to theH GPD, the weight of theE GPD being suppressed by kinematical
factors.

Finally, Fig. 4 shows the comparison of the unpolarized cross sections for DVCS
on the proton and on the neutron at approximately the same kinematics, as a function
of φ, −t andxB , according to the VGG model withJu = 0.3 andJd = 0.1. One sees
that the neutron-DVCS cross sections are, depending on the kinematics, a factor 3 to
5 below the proton-DVCS cross sections.

3 First n-DVCS experiment: JLab Hall A

The neutron DVCS channel was explored for the first time in theE03-106 experiment
[23] performed in the Hall A of Jefferson Lab. The polarized-beam cross section dif-
ference was measured on deuterium and hydrogen targets, andthe neutron DVCS and
deuteron DVCS signals were extracted from the comparison ofexperimental yields
within the impulse approximation (Fig. 5). On the one hand, this pioneering work did
experimentally establish the importance of the measurement of the n-DVCS reaction
for the investigation or quark angular momentum [20]. On theother hand, these data
are limited to one specific region of the physics phase space and suffer from signifi-
cant statistic and systematic errors originating from the correlation of the neutron and
deuteron moments, the relative calibration of the photon calorimeter between hydro-
gen and deuterium targets, and the neutral pion contamination. The experiment pro-
posed here aims at investigating the n-DVCS reaction in a wide phase space, providing
a systematic study of the beam-spin asymmetry. The detection of the struck neutron
will insure the full exclusivity of the reaction and well-established techniques, com-
mon to all DVCS measurements performed with CLAS and proposed for CLAS12,
will allow for a precise subtraction of the neutral pion background (see Section 8).
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Figure 2: Beam-spin asymmetry for DVCS on a neutron target, plotted as a function of
(from left to right)φ, −t, xB, andQ2, as predicted by the VGG model. The kinematics
are: Ee=11 GeV,xB=0.17,Q2=2 GeV2, −t=0.4 GeV2 andφ=60o. All distributions have
been calculated at these kinematics, except for the variable against which each distribution
is plotted. The curves are obtained for different combinations of values ofJu andJd: (Ju =
0.3,Jd = 0.1) - solid curve, (Ju = 0.8,Jd = 0.1) - thin dashed curve, (Ju = −0.5,Jd = 0.1)
- thin dash-dotted curve, (Ju = 0.3,Jd = 0.8) - thick dashed curve, (Ju = 0.3,Jd = −0.5) -
thick dash-dotted curve.
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model, plotted as a function of (from left to right)φ, −t, xB andQ2. Ee=11 GeV,xB=0.2,
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Figure 5: n-DVCS analysis results from the Hall A experiment[20]. Top: helicity signal
(defined asSh =

∫ π
0 (N+ − N−)d5Φ−

∫ 2π
π (N+ − N−)d5Φ), for D(e, e′, γ) andH(e, e′, γ)

events;H2 data are folded with a momentum distribution of the proton indeuterium
and scaled to theD2 data luminosity; the simulation curve is for the Fermi-broadened
H(e, e′, γ)p reaction. Bottom: residual helicity signal afterH2 subtraction; the arrows in-
dicate theM2

X average position of n-DVCS and d-DVCS events for< t >= −0.3 GeV2;
the simulation curves are integrated over the acceptance and obtained for the arbitrary val-
uesIm[CI

n]exp = −Im[CI
d ]exp = −1, whereCI

n andCI
d depend on the interference of the

BH amplitude with the twist-2 Compton form factors.
.

While the neutron detection was also implemented in the HallA n-DVCS experiment,
it was never successfully used in the data analysis, presumably because of the effects
of a large neutral low energy background at forward angles [24]. Because of the actual
location of our neutron detector at large angles (motivatedin Section 4) and the addi-
tional boost from the increased beam energy, these effects are expected to be highly
suppressed in the proposed experiment (see Section 7.2).

4 Central Neutron Detector: motivation and re-
quirements

An event generator for DVCS/BH and exclusiveπ0 electroproduction on the neutron
inside a deuterium target has been developed [25]. The DVCS amplitude is calculated
according to the BKM formalism [9], while the GPDs have been taken from the stan-
dard CLAS DVCS generator [26]. The Fermi-motion distribution is calculated with
the Paris potential [27].

The output of the event generator was fed through CLAS12 FASTMC, to simu-
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Figure 6: n-DVCS results from the Hall A experiment [20]:t dependence of the extracted
sin(φγγ) moments for coherent d-DVCS (top) and incoherent n-DVCS (bottom). Error bars
show statistical uncertainties; systematical uncertainties are indicated by the shaded bands.

late the acceptance and resolutions of electrons and photons in the Forward Detector.
For the detection of photons with polar angles between2.5o and 4.5o, two options
have been studied: the current Inner Calorimeter (IC), which should be used in the
approved CLAS12 experiment for DVCS on the proton [19], and its possible upgrade,
currently being proposed, the Forward Tagger (FT) [28]. Kinematic cuts to ensure the
applicability of the GPD formalism (Q2 > 1 GeV2/c2, t > −1.2 GeV2/c2, W > 2
GeV/c2) have been applied. Figure 7 shows the coverage inQ2, xB andt that is ob-
tained from the event generator for the n-DVCS/BH reaction,with an electron-beam
energy of 11 GeV.

Figures 8, 9, and 10 showθ as a function of momentum in the lab frame for,
respectively, the electron, the photon and the neutron. Thetwo panels of Fig. 11 are
one-dimensional plots, showing, respectively, the momentum and the polar angle of
the recoil neutron. As expected, the electron and the photonare mostly emitted at
forward angles, while the recoil neutron is going at backwards angles.

In the hypothesis of absence of Final State Interactions (FSI), the minimal require-
ment to ensure the exclusivity of the n-DVCS reaction from a deuterium target and
to determine the final and initial state is to fully detect (PID, angles and momentum)
the scattered electron, the photon, and the neutron. In fact, using four-vectors, the
energy-momentum conservation for the n-DVCS reaction can be written as:

pµ
e + pµ

n + pµ
p = pµ

e′ + pµ
n′ + pµ

p′ + pµ
γ . (7)

The absence of FSI implies that the kinematics of the initialand final spectator
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Figure 9: Photon energy as a function of photon polar angle, for n-DVCS events. Forward-
CLAS12 acceptance cuts and physics cuts are included. The two zones correspond to the
IC/Forward tagger (from2.5o to 4.5o) and to the FEC (from5o onwards).
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proton are equal:

pµ
p = pµ

p′ . (8)

Substituting Eq. 8 in Eq. 7 one obtains:

pµ
e + pµ

n = pµ
e′ + pµ

n′ + pµ
γ . (9)

Knowing the beam energy, if one identifies the final electron,photon and neutron
and measures their angles and momenta, four unknowns (the components of the initial-
neutron four vector) and four equations remain. The spectator proton kinematics can
then be retrieved using the fact that, since the deuteron target is at rest:

~pµ
n + ~pµ

p = 0, En + Ep = md. (10)

As shown in the previous section, the electron and the DVCS photon will be emit-
ted at small angles, and thus will be detected in the forward part of CLAS12 (with the
photon either in the EC or in the IC/FT), while the neutron will be emitted predom-
inantly (for ∼ 80% of the events) atθ > 40o in the laboratory frame, with average
momentum around 0.4 GeV/c. This points to the necessity to add a neutron detec-
tor (hereafter named Central Neutron Detector, or CND) to the Central Detector of
CLAS12, that in the present design has very limited detection efficiency for neutrons
— they can be detected in the CTOF, with about 2-3% of efficiency.
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With the aid of the CLAS12 FASTMC tool, the requirements in terms of angular
and momentum resolutions on the detected neutrons were determined. The kinemat-
ical variables of the scattered electron (e) and of the DVCS photon (γ), computed by
the n-DVCS generator described in the previous section, were “smeared” using the
values of resolutions produced by FASTMC. As mentioned ealier on, for the photon
detection at low angles (2.5o − 4.5o), two options were studied: the “standard” In-
ner Calorimeter (IC) and the upgraded proposed one, or “Forward Tagger” (FT). The
energy and angular resolutions were parametrized, respectively, as:

• for the IC case:σE/E =
√

(0.034/E)2 + (0.021/
√

E)2 + 0.0192 [29] and

σθ = 0.2
186·

√
E

(taking the spatial angular resolution of the current IC —σx =
0.2cm√

E
— and assuming a target-IC distance of 186 cm) [19]

• for the FT case:σE/E =
√

(0.02/E)2 + 0.012 and the same angular resolution
as for the IC case.

The CND requirements were determined by looking at the missing mass of the
enγ system, which is the only quantity one can “cut” on, in this detection topology,
to ensure exclusivity for the n-DVCS channel by minimizing theenπ0 contamination.
First of all, without applying any resolutions on the electron and photon kinematical
variables, and varying instead the “smearing” on the neutron kinematical variables,
it was shown that the resolution on the neutron momentum plays the major role in
determining the width ofMM(enγ), while the effect of the angular resolutions is
less important. This can be seen comparing the three panels of Fig. 12, where the
missing mass is computed varying, respectively, the neutron momentum, the polar and
the azimuthal angle, while keeping the other two variables constant3. Varying either
σθ or σφ by a factor 200 (from0.1o to 20o) increases the width ofMM(enγ) by only
6-8 MeV in absolute (corresponding to about 30% more), whilethe same increase by a
factor of 200 (from 0.1% to 20%) on the neutron momentum resolutionσP /P worsens
the resolution of the missing mass by a factor of 40 (its widthpasses from 2 MeV to
86 MeV).

Introducing the realistic resolutions on the electron and photon calculated by FASTMC,
it appears (Figs. 13 and 14) that if the neutron momentum resolution is kept up to 10%
its effect is negligeable with respect to the other particles. In particular (two panels of
Fig. 14, green curve), the photon resolutions is responsible of 94% of the width of the
missing mass for the FT case (top figure) and 97% for the IC case(bottom figure).

Therefore, considering that the detection capabilities ofCLAS12 for electrons and
high-energy photons are fixed, the requirements of the CND will be:

• good neutron identification capabilities for the kinematicrange of interest (0.2 <
pn < 1.2 GeV/c,40o < θn < 80o) and

• neutron momentum resolutionσP /P within 10%.

3For these figures, the fixed values of the resolutions (σP /P = 5%, σθ = 2.5o, σφ = 3.75o) are an
average of the “realistic” ones, obtained from the GEANT4 simulation of the CND — see Section 6. However,
as it will be explained in the following, the conclusions of the study do not depend on these particular values.
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Figure 12: Missing mass squared of theenγ system, for the n-DVCS channel, simulated
with our event generator, assuming absolute precision on the photon and electron kinematic
variables. Top: fixed neutronθ andφ resolutions, momentum resolution varying between
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Figure 13: Missing mass squared of theenγ system, for the n-DVCS channel, simulated
with our event generator, assuming the nominal CLAS12 resolutions on the photon and
electron kinematic variables, fixing the neutronθ andφ resolutions and varying the mo-
mentum resolution, between 0.1% and 20%. Top plot: photon resolutions for the Forward-
Tagger option. Bottom plot: photon resolutions for the IC option.
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Figure 14: Missing mass squared of theenγ system, for the n-DVCS channel, simulated
with our event generator. The different colors correspond to different combinations of
choices of particles being detected with absolute precision or with realistic resolutions. Top
plot: photon resolutions for the Forward-Tagger option. Bottom plot: photon resolutions
for the IC option.
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Figure 15: Drawing of the Central Detector: the red area represents the free space between
the magnet (shaded area) and the CTOF (represented by the barand its bent light guides).

5 CND: R & D studies and final detector design

The available space in the CLAS12 Central Detector is limited by the presence of the
CTOF and of the magnet, which leave about 10 cm free (Fig. 15).However, the CTOF
can also be used to detect neutrons, adding a couple of percent of efficiency. The
central tracker will be used as a veto for charged particles.Finally, it is important to
remind that there will be a surrounding magnetic field of 5 T, which complicates the
issue of light collection.

More than one year of simulations and R&D studies have been devoted to studying
the various options for the CND and its possible photodetectors. After considering and
then rejecting the option of a “spaghetti calorimeter” madeof lead and scintillating
fibers - it has a too high efficiency for photons with respect toneutrons - the retained
design for the detector is a barrel of standard plastic scintillator bars of trapezoidal
shape, all with their long sides parallel to the beam direction (Fig. 16). This geometry
is similar to the one of the CTOF.

As stated in the previous section, one of the two requirements of the CND is good
neutron identification capabilities. If the charged particles are vetoed by the central
tracker, the only particles left that can be mistaken for neutrons are the photons. Using
plastic scintillators, the most straightforward way to distinguish neutrons from photons
is by measuring their time of flight (TOF) and compare theirβ’s. β is defined as

β =
l

TOF · c
, (11)

wherec is the speed of light andl is flight path of the particle from the target to the
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Figure 16: Geometry of the scintillator barrel for the Central Neutron Detector. The current
design consists of 3 radial layers each made of 48 trapezoidal scintillator paddles.

scintillator bar, that can be obtained, in our geometry, as

l =
√

z2 + h2, (12)

wherez andh are the hit position along the z axis (oriented, in our geometry, with the
beam direction) and in the radial direction. Measuring the time of the hit at both sides
of the scintillator bar gives access toz

z =
1

2
· veff · (tleft − tright) (13)

whereveff is the effective velocity of light propagation in the scintillator material,
and to knowh it is necessary to have radial segmentation (thush will be given by the
distance between the target and the middle of the hit paddle).

Early simulation studies [30] had shown that to ensure a goodphoton/neutron sep-
aration for the neutron momentum range of the n-DVCS reaction the CND had to be
equipped with photodetectors ensuring a time resolution ofabout 150 ps.

5.1 Summary of early R&D studies

The first part of our R&D studies had been focused on studying the timing perfor-
mances of various magnetic-field resistant photodetectors, to be placed at the two ends
of the scintillator bars, in the high-magnetic-field regionof the Central Detector. Mea-
surements of time resolution with cosmic rays have been carried out using silicon
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photomultipliers (SiPMs), avalanche photo-diodes (APDs), and micro-channel-plate
photomultipliers (MCP-PMTs). None of these devices has been retained. A 1x1mm2

SiPM was tested, and it was rejected because, due its small active surface, it had a
too small number of photelectrons (∼ 1) and hence yielded a too big time resolution
(∼ 1 ns). Matrices of SiPM (matrices 4x4 of 3x3mm2 chips) have also been tested,
giving promising results in terms of time performances [31], but they would require a
very complex customized read-out electronics, calling fora couple of years of dedi-
cated R&D. The APD gave too high time resolution (σt ≃ 1.4 ns), due to its big rise
time. Good timing performances (σt ≃ 130 ps) were obtained for the MCP-PMTs in
the measurement without magnetic field, but when tested in a 5T magnetic field they
displayed a too strong loss of gain [32]. Another reason to abandon the micro-channel-
PMTs option was lifetime: we computed the expected flux of optical photons on the
CND photodetectors due to electromagnetic background produced over the duration of
our experiment, and it turned out to be more than a factor of magnitude higher than the
limit quoted in the literature [33] after which the quantum efficiency of the MCP-PMT
drops [34].

5.2 Final design and performances

As the magnetic-field-resistant photodetectors proved to be not suited for the require-
ments of the CND, another solution was found: reading the light only at the back-
ward end of each scintillator bar, with an ordinary PMT placed in the low-field region
(Fig. 17) and connected to the bar by a 1-m-long bent light guide, while the front
end of the bar is connected via a “u-turn” light guide to the neighboring paddle. The
light emitted at the front end of one scintillator is therefore fed through its neighboring
paddle and read by the PMT connected to its end (Fig. 18).

The current plan for the detector segmentation is to have 48 azimuthal segments
and 3 layers in the radial direction, for a total of 144 scintillator bars, coupled two-by-
two (Fig. 18). This choice has been made to optimize the lightcollection by matching
the surfaces of the scintillator and of the photocathode of the PMT.

This configuration has been tested with measurements of timeresolution with cos-
mic rays. A one-layer prototype has been built for this goal at the IPN Orsay (Fig. 20).
It consists of two scintillator bars (BC408), each 66 cm long, 3 cm thick and 3.5 cm
wide, joined at one end by a “u-turn” light guide and each connected at the other end
to a 1-m-long bent light guide coupled to two ordinary PMTs (Hamamatsu R2083, at
this stage4) (Fig. 21). A semi-circular shape for the u-turn light guidehas been chosen,
as it gave a lower loss of light than the other solution tested(triangular shape). For
the wrapping, aluminum foil has been preferred to Mylar or VM2000 for its better
timing performances and for its higher opacity, which minimizes “cross talk” between
adjacent paddles [35]. In the middle of one of the two bars, above and below it, are
placed two smaller scintillators (1 cm thick, having 3x3 cm2 of surface), each read by
a fast PMT (Hamamatsu R2282), which are used to trigger the data acquisition and to
ensure that the position of the hit is known.

4The PMT Hamamatsu R7997, costing about a third of R2083, willbe tested in the next weeks.
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Figure 17: Magnetic field map for the Central Detector (radial component on the top, axial
component on the bottom). The black semi-circle in the top plot shows the position of the
PMTs of the Central Neutron Detector.
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Figure 18: Design of the Central Neutron Detector.

Figure 19: Drawing (side cut view) of the CND, placed into thesolenoid magnet.
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Figure 20: The one-layer prototype of the CND during the timing resolution measurements
with cosmic rays carried out at Orsay.

Figure 21: Drawing of the three-layer prototype of the CND, under construction.
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The output signals of the “top” (T) and “bottom” (B) trigger PMTs, as well as
the ones from the “direct” (D, the PMT of the bar where the hit takes place) and
“neighbor” (N, the PMT of the adjacent bar) one, are fed to ADCs and to TDCs (after
discrimination). B and T are also averaged with a “mean-timer” (MT), which gives
the start to the DAQ. The timing resolution for the D or N PMTs is given by [35]:

σD(N) =
√

σ2
D(N)−TRG − σ2

TRG (14)

whereσ2
D(N)−TRG is the resolution of the time between the trigger and the Direct

(Neighbor) signal, and

σTRG = tMT − tT = tMT − tB (15)

is the time resolution of the trigger.
The results of the timing measurements with cosmic rays, performed varying the

position of the trigger PMTs throughout the length of the scintillator bar, are shown in
Fig. 22. Position “0” corresponds to the center of the bar, “2” is close to the PMT, and
“-2” is near the u-turn. From these figures, one can infer that:

• the “u-turn” brings about a factor of 2 of loss of collected charge

• the average timing resolutions for the two PMTs are:σD ≃ 120 ps andσN ≃
200 ps.

These experimental results have been used in the simulationand the reconstruction for
the CND — see Section 6 and Appendix A.2.

5.3 Costs and financial support for the CND

A significant part of the R&D on the photodetectors of the Central Neutron Detector
and the tests on the prototype, leading to the positive results presented in this proposal,
have been supported by the EU Framework Program 7 through theIntegrating Activity
HadronPhysics2 and the Joint Research Activity "Hardex”. The financing of the full
CND, estimated to amount to roughly300 kEuros (without salaries), is anticipated to
stem mostly from the funding agencies of the European groupssigning this proposal
— upon approval of this proposal.

6 Simulation and reconstruction

In order to study the performances of this detector, its geometry has been added to
the CLAS12 GEANT4-based simulation package, GEMC [36]. As respect to earlier
studies [30] now the Birks effect, for which the amount of optical photons produced
after a certain energy deposition in the scintillator depends on the particle losing that
energy, and the hit digitization for the CND have been introduced in GEMC [37].
The timing resolution and the energy loss due to the u-turn geometry have been in-
cluded in the simulation using the values measured in the cosmic-rays tests. Details
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Figure 22: Results of the cosmic rays measurements on the one-layer prototype. Top:
charge collected by the two PMTs as a function of the hit position. Bottom: time resolution
of each PMT as a function of the hit position.
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on the digitization and on the hit and event reconstruction are explained in the Ap-
pendix (Sections A.1 and A.2). The main points of the neutronreconstruction are the
following:

• if no hits are recorded in the Central Tracker, a hit in the CNDis considered a
neutral (neutron or photon);

• among all reconstructed “neutral hits” in the CND, only those passing a certain
threshold on the energy deposition are kept;

• among these surviving hits, only those for which the hit position — recon-
structed from the Direct and Neighbor PMTs timings — is within the length
of the paddle are kept;

• β is calculated for each selected hit, to exclude photons;

• the anglesθ andφ and the momentum are computed (see Section 6.2 and Ap-
pendix A.2) for the identified neutrons.

Simulations, which included all the components of the Central Detector, have been run
to evaluate the efficiency of the CND for neutrons, its ability to discriminate between
neutrons and photons, and its angular and momentum resolutions. Neutrons and pho-
tons of momenta varying between 0.1 and 1 GeV/c and having polar anglesθ varying
between50o and70o have been generated at fixed azimuthal angle (φ = 0o), pointing
to the center of one of the scintillator bars. The results obtained with these simulations
are described in Sections 6.1, 6.2 and 6.3.

6.1 Efficiency

The detection efficiency is defined here as the ratio between the number of events for
which a “good hit” (see Appendix A.2) was reconstructed in the correct azimuthal
bin of the CND and the total number of neutrons generated. Several values of energy
thresholds, between 1 and 5 MeV, have been tested. Figure 23 shows the efficiency as
a function of the threshold, for neutrons with momentum of 0.4 GeV/c. The different
colors correspond to 3 different values of the neutron polarangle,θn. The efficiency,
which decreases with increasing threshold, ranges between12% at the lowest thresh-
olds and 7% at the highest ones. This can also be seen in Fig. 24, where the efficiency
for neutrons emitted at60o is plotted as a function of momentum, for various values
of the threshold on the energy deposition. Figure 25 shows instead the efficiency as a
function of the momentum of the neutron, at a fixed energy threshold of 2 MeV, and
for different values ofθn. All of these plots have been done with a cut rejecting hits
with time of flight larger than 8 ns. This cut has been applied to suppress the events
in which the neutrons interact in the magnet (without depositing energy in the CND)
and rescatter or produce secondary particles hitting the CND at a later time, compro-
mising the PID and the determination of the angles. This cut,along with a choice of
threshold on the reconstructed deposited energy of a few MeV(2 is the value chosen
at the present stage), is effective in removing these secondary hits (more details on this
aspect can be found at [37, 38]).
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Figure 23: Efficiency for the detection of neutrons having 0.4 GeV/c of momentum, as a
function of the threshold on the deposited energy. The efficiency is shown for 3 different
values ofθn, between50o and90o.
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Figure 24: Efficiency for the detection of neutrons emitted at 60o, as a function of momen-
tum, for 7 different values of the threshold on the depositedenergy, from 1 to 5 MeV.
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Figure 25: Efficiency for the detection of neutrons, as a function of neutron momentum,
for a 2-MeV threshold on the deposited energy. The efficiencyis shown for three different
values ofθn, between50o and70o.

6.2 Angular and momentum resolutions

The resolutions on the polar angleθ of the neutron that can be obtained with the CND
are strongly linked to its TOF resolution. The angleθ is in fact given by

θ = (180/π) · arccos(
zave

l
) (16)

wherel andzave, defined in Appendix A.2, both depend on the time measurement.
Using the valueA = 0.24 ns·MeV−1/2, deduced from the measurements on the propo-
totype, for the gaussian smearing on the timing (see Appendix A.2), theθ resolution
was studied with GEMC, as a function of neutron momentum andθ itself. The results
are shown in Fig. 26, where the angular resolutionσθ, obtained via gaussian fits of the
simulatedθ distributions, is plotted as a function ofθ, for a particular value of neutron
momentum (0.4 GeV/c).σθ increases slightly with the angle and also is fairly constant
as a function of neutron momentum, and its value is between1.5o and3.5o.

The resolution on the azimuthal angle is directly connectedto the total number of
scintillator bars alongφ. In fact, the bin size∆φ is given by

∆φ =
360◦

N
= 7.5◦ (17)

whereNpaddle is the ID number of the paddle where the hit took place, andN is
the total number of paddles inφ (48 for the current design of the CND).σφ can be
taken as half of∆φ, therefore3.75o.
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Figure 26: Angular resolutionσθ as a function ofθ for neutrons of momentum 0.4 GeV/c,
for a 2-MeV threshold on the deposited energy. The three colors of the points correspond
to the three radial layers of the CND.

The resolution on the neutron momentum, which is obtained knowingβ and having
performed the particle identification, according to the formula

p =
β · mn

√

1 − β2
, (18)

is also strictly connected to the TOF resolution. Figure 27 shows the momentum
resolutionσp/p as a function of momentum for neutrons emitted withθ = 60o: it in-
creases with increasing momentum, and ranges between 4% and11%. No appreciable
variations of momentum resolution are observed by varying the neutron polar angle.

6.3 Particle Identification

Since the charged particles passing through the CND will be vetoed by the Central
Tracker, the only particles that could be mistaken for neutrons in the CND are the pho-
tons. The efficiency of the CND for photons has been estimatedby simulations, and
it is comparable to the one for neutrons (of the order of 10%, see Fig. 28, for photon
energies down to 0.2 GeV, while it drops to zero for lower energies). Neutrons can be
discriminated from photons by means of theirβ. Therefore, theβ distributions that can
be obtained with the CND for neutrons and photons have been studied with the help
of the GEMC simulation. After chosing a “good hit” as described in Appendix A.2,β
is computed as

β =
l

TOFtrue · c
, (19)
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Figure 27: Momentum resolutionσp/p as a function ofp for neutrons havingθ = 60o, for
a 2-MeV threshold on the deposited energy. The three colors of the points correspond to
the three radial layers of the CND.
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Eγ = 0.15 GeV, the photon efficiency drops to zero.
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where

l =
√

h2 + z2
ave, (20)

h is the distance from the vertex to the middle of the layer where the hit took place,
TOFtrue is the reconstructed time of flight andzave is the reconstructed position of the
hit (see Appendix A.2 for more details on how the latter two quantities are obtained
for the “u-turn” design of the CND).

Figure 29 shows the comparison, for each of the 3 radial layers and integrating
over the azimuthal angle, between theβ distributions obtained for neutrons of various
momenta (0.2, 0.4, 0.7 and 1 GeV/c) and for 1-GeV photons (in black). All particles
in this plot are emitted atθ = 60o. Neutrons of momentum of 0.9-1 GeV/c can be
taken as photons, as theirβ distributions begin to overlap, while the n/γ separation
is clear for lower momenta — which correspond to most of the range of interest for
n-DVCS, as only about 8% of the events are expected to havepn > 0.9 GeV/c. This is
evident also from Fig. 30, where the error bars correspond actually to 3σ, whereσ is
the gaussian width of eachβ distribution. Equal neutrons and photon yields have been
assumed for this study. This assumption is addressed and justified in Sections 7.1 and
7.2.

7 Backgrounds on the CND

As described earlier, photons are the main source of background for the CND, as they
can be mistaken for neutrons. Charged particles, instead, will be vetoed by the Central
Tracker. Two kinds of photons can contribute to this background: physical events, for
instanceπ0 production where one of the two decay photons is emitted at backwards
angles, and photons produced by electromagnetic reactionsof the electron beam in the
target.

7.1 Physics background

An estimate of the hadronic background has been deduced, using the clasDIS event
generator (based upon PYTHIA). The background events that could mimic a n-DVCS
event are those having:

• one energetic photon (Eγ > 1 GeV) in the forward direction, and

• one photon in the central detector.

For these kinds of events, the estimated rate at full luminosity (1035 cm−2s−1 per
nucleon) in the DIS kinematics is 2.4 KHz. If one also requires the missing mass for
the eγ system (calculated on a neutron target) to be below 1 GeV/c2, the rate drops
to 10 Hz. Assuming a 60% acceptance for the electrons and for the photons detected
in the forward detector, the rate goes down to about 4 Hz. Figure 31 shows theθ
distribution as a function of the energy for the remaining photons in the CND. They
are mostly emitted at energies below 200 MeV. Finally, keeping into account 10% of
efficiency of the CND for photons — and this is an upper limit, considering that the
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Figure 31: θ versus energy for the photons emitted at backward angles associated to an
electrone and an energetic photonγ detected in the forward part of CLAS12. The cut
MM(eγ) < 1 GeV/c2 is applied.

CND efficiency for photons drops to zero forEγ < 0.15 GeV —, the resulting rate is
about 0.6 hz. This should be compared to the one of neutrons from n-DVCS, which,
as is reported in Section 9, is about 4 Hz.

The assumption of equal rates, made when studying the photon/neutron separa-
tion capabilities of the CND (see Section 6.3), is thereforea very conservative one.
Under this assumption, it was shown that in the CND photons can be distinguished
from neutrons provided that the latter have momenta below 1 GeV. This corresponds
to the majority of the n-DVCS events, for which neutrons are mostly emitted with
momentum around 0.4 GeV.

7.2 Electromagnetic background

In order to evaluate the effects of the electromagnetic background on the Central Neu-
tron Detector, in particular to estimate the actual rates seen by the CND due to the
background and the energy and timing distributions of the background hits, GEMC
simulations have been run in the following conditions [39]:the primary electron has
been generated going forward (to simulate the real hadronicevent), plus roughly 58000
other electrons have been thrown, distributed in a 124 ns window in bunches 2 ns apart,
originating 10 cm upstream the target. 58000 is approximately the number of beam
electrons that would pass through the target in a 124 ns time window at the nomi-
nal CLAS12 luminosity. 124 ns is the typical time window of the DAQ expected for
CLAS12, which corresponds to one event in CLAS12. These electrons then interact
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with the target itself, producing an electromagnetic background hitting the neutron de-
tector. Figure 32, produced with the interactive version ofGEMC, shows one typical
“background event” in the Central Detector: the red tracks correspond to negatively
charged particles (electrons) while the green ones are neutrals (mostly photons). The
hits in the CND, in green/blue-ish, are mainly due to photons.

The output of these simulations has been analyzed using the event-reconstruction
algorithm adopted to reconstruct neutrons in the CND. In general, the energy deposited
in the CND by the electromagnetic-background photons is quite small, as it can be
seen in Fig. 33, where the energy deposition in the whole CND is plotted, before any
reconstruction cuts are applied. These photons tend to release their energy mainly
in the first radial layers of the CND, as shown in Figure 34. If no threshold on the
deposited energy or timing cuts are applied, the total rate on the CND due to the
electromagnetic background is about 2 GHz. Cutting on the deposited energy at
2 MeV and on the time at 9 ns, values which has been chosen to optimize the PID
and angular resolution (Section 6.1), the rate drops to about 30 KHz. These hits can
mimic a fake n-DVCS event by accidental coincidence with hadronic events where an
electron and a photon are detected in the forward part of CLAS12. Assuming a rate
for such events of the order of 1 KHz, the accidental coincidence rate is or the order
of 0.05 Hz, which is almost two orders of magnitude less than the rate of n-DVCS
neutrons (see Section 9). Also for this type of background, the assumption of equal
rates between neutrons and photons, made in Section 6.3, is quite conservative.

8 enπ0(p) background

Once the events containing one electron, one neutron and onephoton are selected, the
n-DVCS/BH final state can be isolated by cutting on theenγ missing mass. However,
due to the finite resolutions on the various kinematic variables measured, the final
event sample will still be contaminated byenγ events coming from theenπ0(p) chan-
nel, where one photon from theπ0 decay is detected in the forward part of CLAS12
while the other escapes detection. This contamination willbe evaluated and subtracted
as done in previous DVCS CLAS analyses [11], by extracting exclusive enπ0(p)
events — detecting both decay photons — from the data, and using Monte Carlo simu-
lations to evaluate the ratio of acceptances ofπ0 events with 1 and 2 photons detected.
The final number of n-DVCS/BH events, in each 4-dimensional bin, will be obtained
as:

NDV CS(Q2, xB ,−t, φ) = NenγX(Q2, xB ,−t, φ) − Nπ01γ(Q2, xB ,−t, φ) (21)

where

Nπ01γ(Q2, xB ,−t, φ) = Ndata
π0 (Q2, xB ,−t, φ) ·

NMC
π01γ(Q2, xB ,−t, φ)

NMC
π02γ(Q2, xB ,−t, φ)

(22)

With the aid of our event generators, we have estimated the expected level ofπ0

contamination for the proposed experiment. Both the angular and momentum resolu-
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Figure 32: View (from the beam’s perspective) of the CentralDetector, for one simulated
“background event”. Red tracks correspond to negatively charged particles, green tracks
correspond to neutrals. This picture has been obtained for aluminosityL = 1033 cm−2s−1,
corresponding to 1/100 of the nominal luminosity, for practical reasons related to the graph-
ical interface.
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Figure 33: Distribution of the energy deposit in the CND, integrated over all the azimuthal
and radial bins, of the hits coming from the generated electromagnetic background. The
majority of the events corresponds to an energy deposition below 1 MeV.

tions for neutrons obtained with the simulation of the CND, as well as the resolutions
on electrons and photons coming from CLAS12 FASTMC, have been implemented in
the n-DVCS/BH andenπ0(p) event generators. Fiducial cuts have been applied on all
the three final-state particles. For theenπ0(p) cross section, we have used the model
for exclusiveπ0 electroproduction on the nucleon developed by J.M. Laget [40]. This
model is based on Regge theory with the inclusion of rescattering processes. It pro-
vides estimations of cross sections which are in agreement with the ones measured by
the JLab collaborations of Hall A [41] and Hall B [42] on the proton. In this model,
in the kinematical domain explored in this proposal, the exclusiveπ0 cross section on
the proton is basically equal to the one on the neutron.

The two plots of Fig. 35 show, superimposed, theenγ missing mass squared for
n-DVCS/BH (red) andenπ0(p) (black) events, produced by our event generators, in-
tegrated over the full kinematic range of interest. The top plot shows the expected
distribution if the low-angle photons are detected in the Forward Tagger. Applying the
cutMM2 < 1.05 GeV2 theπ0 contamination is around 15%. The bottom plot is done
assuming that the DVCS photon is detected with the current IC. In this case, given the
larger width of the proton-mass peak, in order to keep roughly the same amount of
DVCS events, the cutMM2 < 1.2 GeV2 is applied. Below this cut, about 19% of the
events come from theenπ0(p) reaction.
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Figure 34: Event distribution for the electromagnetic background in the CND, as a function
of thex andy coordinates in the lab frame (z being the beam direction), without any cut
on the deposited energy. It can be seen that the majority of the events are concentrated in
the innermost layer of the CND.
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Figure 35: Missing mass of theenγ system, for the n-DVCS/BH channel (in red), and the
ed → e′nπ0(p) channel (in black), both simulated with our event generator. CLAS12 and
CND resolutions are applied. Top plot: photon resolutions for the Forward-Tagger option.
Bottom: photon resolutions for the IC option.
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9 Count-rate estimate

The n-DVCS/BH final state will be reconstructed by detectingthe scattered electron
and the DVCS/BH photon in the forward part of CLAS12 and the recoil neutron mostly
in the CND, as very few neutrons are emitted in the forward direction with enough
momentum to be detected in EC with appreciable efficiency. The expected number of
reconstructed events for n-DVCS/BH has been calculated, asa function of the kine-
matics, with the event generator described in Section 4. Theforward-CLAS12 fiducial
cuts have been included, and an overall 10% neutron-detection efficiency (keeping into
account the few percents of efficiency that can be obtained with the CTOF) for neu-
trons withθ > 40o has been assumed. The electron and photon-detection efficiencies
for the Forward Detector have been assumed to be 100%, withinthe fiducial cuts. The
calculation has been done for a luminosityL = 1035 cm−2s−1 per nucleon and for
80 days of running time. The following 4-dimensional grid ofbins has been adopted
here:

• 4 bins inQ2 [1, 2, 3.5, 5, 10 GeV2/c2]

• 4 bins in−t [0, 0.2, 0.5, 0.8, 1.2 GeV2/c2]

• 4 bins inxB [0.05, 0.15, 0.3, 0.45, 0.7]

• 12 bins inφ, each30o wide.

The number of events, for each 4-dimensional bin (Q2, xB, t andφ), has been com-
puted as:

N =
dσ

dQ2dxBdtdφ
· ∆t · ∆Q2 · ∆xB · ∆φ · L · T · Acc · Eff, (23)

where dσ
dQ2dxBdtdφ is the 4-fold differential cross section,T is the running time,

L the luminosity,Acc is the bin-by-bin acceptance andEff is the neutron-detection
efficiency.

In Table 1 the expected 4-fold differential cross sections,the 4-dimensional accep-
tance (times the neutron detection efficiency) and the corresponding number of events
are listed for one particular kinematic bin (< t >= −0.35 GeV2, < Q2 >= 2.75
GeV2, < xB >= 0.275) as a function ofφ. These yields have statistical errors be-
tween 0.3% (for the lowest and highestφ bins, where Bethe-Heitler dominates) and
2%. The quantities listed in Table 1 are also shown in Fig. 36.

The statistical errors on the beam-spin asymmetries will then depend on the values
of the BSA itself (A) and of the beam polarization (P ), through the formula:

σA =
1

P
·
√

(1 − P · A)2√
N

. (24)

Figure 37 shows the expected accuracy on the n-DVCS/BH beam-spin asymmetry,
computed using the VGG model and assumingJu = .3 andJd = .1, for the kinematic
bin of Table 1. A beam polarization of 85% has been assumed. The error bars are in
average of the order of 20% in relative. The projections for the count rates and for the
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Figure 36: Top: cross section for n-DVCS/BH. Middle: acceptance for theeγ(p) final
state, including only the forward part of CLAS12, computed with our event generator and
FASTMC. Bottom: expected count rate for 80 days of beam time.All three plots are
produced for the kinematic bin of Table 1.
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Table 1: Expected 4-fold differential cross sections, 4-dimensional acceptance times neu-
tron detection efficiency and number of events for n-DVCS/BHwith CLAS12 and the
CND, as a function ofφ. < t >= −0.35 GeV2, < Q2 >= 2.75 GeV2, < xB >= 0.275,
∆φ = 30o, ∆Q2 = 1.5 GeV2, ∆xB = 0.15, ∆t = 0.3 GeV2. The calculation was done for
a luminosityL = 1035 cm−2s−1 per nucleon and for 80 days of running time.

φ(◦) dσ
dQ2dxBdtdφ

(nb/GeV4) Acc · Eff Nb events
15 0.138 2.6% 87924
45 0.027 2.1% 13491
75 0.015 2.0% 7414
105 0.011 2.8% 7248
135 0.009 4.0% 8473
165 0.008 4.0% 7643
195 0.008 3.1% 5691
225 0.008 1.8% 3610
255 0.011 1.1% 2730
285 0.015 1.0% 3719
315 0.028 1.1% 7567
345 0.297 1.8% 128645

BSAs over the whole grid of bins are shown in Appendix B. However, as the statistical
error depends on the value of the asymmetry, we will be able tooptimize the bin size
of the 4-dimensional grid only after having extracted experimentally the BSA.

By summing on all the count rates obtained for the full grid ofbins, we can have an
estimate of the total expected count rate. Overall, roughly25 million of n-DVCS/BH
events are expected to be collected over the full kinematic range of interest, corre-
sponding to an integrated rate of 4 Hz for the 80 days of running time.

10 Systematic uncertainties

The goal of this experiment is to extract beam-spin asymmetries, which are ratios of
polarized cross sections. In the ratio, helicity-independent terms, such as acceptances,
efficiencies, radiative corrections and luminosity, cancel out, in a first approximation.
One of the main sources of systematic uncertainty for the proposed experiment will be
theπ0 background estimation, which — due to the finite size of our bins — will de-
pend on the accuracy of the description of the detector acceptance and efficiency and
on the model used in the Monte-Carlo simulation to describe theenπ0(p) reaction (see
Eq. 22). We estimate this source to contribute with 5% to the overall systematic uncer-
tainties. A similar contribution will come from neutron/photon misidentification. Due
to its strong variations as a functionφ and to the size of our bins, the acceptance will
bring an additional 3% systematic error. The measurement ofthe beam polarization
will introduce 2% of systematic uncertainties. A summary ofthe uncertainties induced
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Figure 37: Beam-spin asymmetry for n-DVCS/BH as predicted by the VGG model (for
Ju = .3 andJd = .1), plotted as a function ofφ for the kinematic bint = −0.35 GeV2,
Q2 = 2.75 GeV2, xB = 0.275. The error bars reflect the expected uncertainties for our
experiment, corresponding to 80 hours of beam time at a luminosity of 1035 cm−2s−1 per
nucleon.

50



Source of error ∆BSA

Beam polarization 2%
π0 contamination 5%

Acceptance 3%
Radiative corrections 1%
n-γ misidentification 5%

Total 8%

Table 2: Expected systematic uncertainties on the proposedmeasurement.

by these various sources can be found in Table 2. The total systematic uncertainty will
be therefore of the order of 8%, averaged over all the kinematics (theπ0-background
uncertainty will actually vary depending on the bin).

11 Summary of experimental setup and trigger
configuration

We plan to measure beam-spin asymmetries for the DVCS/BH reaction on the neutron
using a liquid deuterium target and an 11-GeV highly polarized electron beam. To de-
tect the scattered electron and photon we will use the CLAS12detector in its baseline
configuration plus, at small angles, a forward electromagnetic calorimeter — either
the IC or the Forward Tagger (the second option being preferable for its better reso-
lution performances). For the detection of the recoil neutron we will add our neutron
detector to the CLAS12 Central Detector.

To define the trigger for the data acquisition, we plan to makeuse of the experience
with CLAS at 6 GeV. The current CLAS electron trigger is basedon the coincidence
between Low Threshold Cherenkov Counter (LTCC) and EC calorimeter with an en-
ergy threshold in the region of 500-600 MeV. The coincidencescheme works at the
sector level:

Trigger =
6

∑

sector=1

(LTCCsector · ECsector)

The trigger rate atL = 2 · 1034 s−1cm−2 was around 4 kHz in the e1-dvcs experi-
ment at 6 GeV. Due to the low thresholds in LTCC (Nphotoelectrons > 0.2) and in the
EC calorimeter, only 10% of the events were identified as realelectrons in the off-line
analysis. Detailed studies of the trigger events showed that increasing the threshold in
the Cherenkov Counter up to 2 photoelectrons makes the electron trigger much more
selective. However this method was not implemented in the CLAS trigger due to the
limited average number of photoelectrons in the LTCC.

The CLAS12 trigger system will be significantly improved. Itwill be flexible
enough to include different types of detectors and even spatial correlations of the
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Testing and commissioning 7 days
Production data taking atL = 1035 cm−2s−1/nucleon 80 days

Moeller polarimeter runs 3 days

Table 3: Beam-time request.

trigger elements. First of all the High Threshold CherenkovCounter (HTCC), with
expected extraordinary performances, will participate inthe electron trigger. It was
shown by Monte-Carlo simulations that even at thresholdNphotoelectrons > 3 the elec-
trons will be identified with almost 100% efficiency and the pion-rejection factor will
be much better than for the present CLAS.

The Preshower Calorimeter can be included into the trigger scheme in case the trig-
ger rate will be unacceptably high. It will improve the pion rejection factor keeping the
electron efficiency at high level even with low energy threshold. The level-2 CLAS12
trigger will give us the possibility to geometrically matchthe electron candidate track
with the signals from different detectors: HTCC, LTCC, Preshower Calorimeter and
EC calorimeter. The CLAS experience tells us that level-2 trigger is a very powerful
tool to suppress random coincidences between CC and EC.

In summary we can say that the selectivity of the electron trigger will be much bet-
ter in comparison to the current CLAS. Taking into account the improved performance
of the CLAS12 DAQ we hope that the trigger rate will be at the acceptable level at de-
sign luminosityL = 1035 s−1cm−2 per nucleon. However if the background level
will be higher than expected we can add additional detectorsfor the trigger logic. The
trigger for exclusive reactions may be enforced by including the energy deposition in
the IC calorimeter (Eγ > 1 GeV) that will significantly reduce the trigger rate as we
learned from the CLAS/e1-dvcs experiments. As we plan to usethe Central Tracker as
veto for neutrons, we will possibly introduce this detectorin the trigger logic as well.

12 Beam-time request

In order to collect good statistics on the BSAs over the wide phase space covered
by CLAS12 for n-DVCS (see Appendix B), we request 90 days of beam time, 7 of
which will be spent testing the apparatus and in the commissioning of the experiment,
while 80 will be devoted to production data taking at a luminosity of 1035 cm−2s−1

per nucleon. Moeller runs to measure and monitor the beam polarization will take 3
additional days. Table 3 summarizes our request.

13 Conclusions

The strong sensitivity to the GPDE of the beam-spin asymmetry for DVCS on a
neutron target makes the measurement of this observable very important for the ex-
perimental GPD program of Jefferson Lab. This sensitivity is maximal for values of
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xB which are attainable only with a 11-GeV beam. Model predictions show that for
kinematics that will be available with CLAS12 this asymmetry can be comparable in
size to the one obtained for proton DVCS. In order to measure this reaction ensuring
its exclusivity, the detection of the recoil neutron, whichwill be mostly emitted at
backwards angles, is necessary. We plan to construct a neutron detector — that will fit
in the CLAS12 Central Detector in the free space between the CTOF and the solenoid
—, consisting of a barrel of three layers of scintillators coupled at their front ends with
u-turn light guides and read out at their back sides by ordinary PMTs connected to
the bars via 1-m-long bent light guides and placed in the low-field region of the CND.
Our GEANT4-based simulations, calibrated with measurements carried out on a pro-
totype, show that the efficiencies obtainable with this detector and its photon-rejection
capabilities will be sufficient to collect good statistics on the BSAs for the n-DVCS
reaction over a wide phase space, using a total of 90 days of beam time. Although this
is out of the scope of this proposal, this detector could alsobe used in other experi-
ments requiring the detection of the recoil neutron (N∗ program, for instance, or all
the deeply-virtual meson production reactions on a neutron), and it can also be useful
for the PID of charged particles via measurement ofdE/dx and time of flight.
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A Details on simulation and reconstruction

A.1 Digitisation of signals from CND paddles in GEMC

GEMC currently accumulates all energy-loss steps within a 4ns time-window into
one hit. The digitisation of the signals from the CND paddlesfollows the following
procedure.

For the energy digitisation (ADCs), the calculation of the deposited energy which
will be converted into light,Eb, for EACH STEPs in the hit is done as follows:

Eb =
Edep

(1 + B · Edep/stepl)
(25)

whereEdep is the deposited energy,B is Birk’s constant (which depends on the
material), andstepl is the length of the step — calculated from the difference of the
vectors of the current and previous step positions (except for the first step, where the
first and second step positions are taken).

The attenuated energies arriving at the PMTs attached to theends of the scintillator
paddles,El, Er (for left and right ends of paddle),Ed (whered stands for “direct”),En

(“neighbor”, for the u-turn configuration) are summed, for each hit, over the deposit
from each step making up the hit:

The calculation forEl, Er andEd follows the same formula, e.g., forEr we have:

Er =
∑

s

Eb/2 · e(−dr/latt) · Lcoll (26)

wheres is the index of the particular step,dr is the distance from the step position
to the end of the scintillator,latt is the attenuation length in the material (latt = 3
m) andLcoll is the light collection efficiency (fraction of photons which make it into
the PMT).Lcoll is calculated as the cross-sectional area of the PMT dividedby the
cross-sectional area of the paddle, and therefore varies for each radial layer.

For the case ofEn:

En =
∑

s

Eb/2 · e(−(dr+l)/latt) · Lbend · Lcoll (27)

wherel is the whole length of the paddle andLbend is the energy fraction lost at the
u-turn bend connecting the neighbouring paddles. Its values, 0.5, is deduced from the
measurements on the one-layer prototype carried out in Orsay (see Fig. 22, top plot).

The conversion of the energy into ADC values follows the samemethod for all
four ADC readings (ADCl, ADCr, ADCd, ADCn):

ADC = P (E · yield · Qeff ) · gain · CADC + ped (28)

whereE is one ofEr, El, Ed or En, yield is the light yield (number of photons
produced in the scintillator per unit of deposited energy, namely 10000/MeV),Qeff

(=0.2) is the quantum efficiency of the PMT (fraction of photoelectrons produced per
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photon),gain is the PMT gain (=0.08 pC/photoelectron),CADC (=10/pC) is the con-
version factor from charge to ADC channels,ped is the ADC pedestal (currently set to
0) andP (m) is the Poisson distribution function with meanm, that smears the number
of photoelectrons produced by each hit.

The original treatment of time of the hit in GEMC was to take anaverage of the
signal time from all the steps. Since a TDC will trigger when the analogue signal
reaches a particular level, the mean over all times overestimates the actual time. With-
out knowing the shape of the total signal from all the steps ina hit as it arrives at the
TDC we cannot deduce the time precisely, but we have chosen toset it to the time
of the first step in the hit passing a given energy deposition threshold, as this may be
closer to the true time the TDC will trigger at than the mean.

The time of arrival of the signal at the PMT is calculated in a similar way for l, r
andd, taking the time of the first step in the hit above a 100-keV threshold. Forr, for
example:

tr = T + dr/veff (29)

whereT is the time the first energy deposit (first step) in the hit happened (with respect
to the event start time),dr is as before the distance from the first step energy deposit to
the right end of the paddle andveff is the effective velocity of light in the scintillator
material.

For tn, the calculations is:

tn = T + (dr + l)/veff + du/veff (30)

wheredu is the effective distance through the u-turn light guide.
The time is then digitised (in the same way for all four TDC branches, TDCl,

TDCr, TDCd, TDCn). For TDCr for example:

TDCr = tr + G(0, A/
√

Er) · CTDC (31)

whereG(mean,sigma) is a Gaussian distribution function,A is a constant which de-
termines the smearing in the timing. The value chosen forA (A = 0.24 ns·MeV−1/2)
is deduced from the time resolution cosmic-rays measurements on the CND one-layer
prototype described in Section 5 [35].CTDC (=20/ns) is the conversion factor from
time to TDC channels.

A.2 Hit reconstruction

The algorithm for the choice of the “good hit” is here described.
Let us assume paddle 1 is optically coupled to paddle 2. We getN1 signals in TDC

of paddle 1 and N2 signals in TDC of paddle 2. The possible combinations one can
have are:

• Case A: a signal from a "direct" hit in paddle 1 is reconstructed along with a
signal from a "direct" hit in paddle 2 (Fig. 38, top image). This is wrong.
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Figure 38: Schematic drawings of the cases the reconstruction deals with when signals are
collected at bothD andN PMTs.

• Case B: a signal from a "direct" hit in paddle 1 is reconstructed along with a
signal from another "direct" hit in the same paddle, propagated to paddle 2.
(Fig. 38, second image from the top). This is also wrong.

• Case C: a signal from a "direct" hit in paddle 1 is reconstructed along with a
signal from the same hit propagated to paddle 2 (Fig. 38, bottom). This is right.

• Case D: a signal registered in paddle 1, but it actually propagated from "direct"
hit in paddle 2, which was then reconstructed with a signal registered in paddle
2 which had propagated from "direct" hit in paddle 1 (Fig. 38,third image from
the top). This is obviously also wrong.

If only one hit was registered in paddle 1, and no hits in its neighbour paddle, then
cases A, B and D are not an issue. However, it is possible that the reconstruction will
fail anyway if the signal from the "direct" hit was registered but its propagation to
neighbour wasn’t (because of energy attenuation perhaps itjust didn’t make it past the
threshold, for example). Those hits are lost.

For each “decent hit” (having energy deposit above zero and the time in its "direct"
paddle’s TDC reading something physical, not zero or an unstopped TDC value), one
needs to determine whether its coupled neighbour is to its left or right. Then an array
is filled with all the physical hits in the neighbour and in thesame paddle (discarding
those that have 0 energy deposit or unphysical TDC times (zero or unstopped TDC)).
These hits are called "partners".

Next, for each hit, one iterates through the array of partners. If a partner is a
neighbour, one has to take its "direct" TDC timetp (as recorded in its paddle). If a
partner is from the same paddle as the hit in question, one must take its propagated
time tp to neighbour.

We are now working with two time values – the one just selectedfrom the partner,
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tp, and the hit’s "direct" time,th (for cases A, and B). For case D, one takes the prop-
agated time from the hit to the neighbour’s paddle (th), and the partner’s propagated
time to the hit’s paddle (tp). One then labels each of the two times as either "time
in the paddle where hit happened" or "time propagated to neighbour’s paddle", based
upon which one is smaller. The z-position of the hit is reconstructed follozing this
assumption. Ifz is out of the dimension of the paddle (-33cm to 33cm), the chosen
combination was obviously wrong, so it is discarded and one moves to the next part-
ner. This is what mostly happens for cases A, B and D above. Once one has exhausted
all partners, also case C (the real answer) is processed. Onereconstructs the hit based
on its "direct" time and its propagated time to neighbour. Ifthat gives an unphysical
result forz (or maybe the propagated signal was missing), then that combination is
discarded.

After processing all the possible combinations,goodcomb is the number of good
combinations for that hit, i.e.: possible combinations of signals which yield physical
values ofz. If goodcomb > 1 we have an ambiguity on how to reconstruct the hit.
The hit is discarded. Ifgoodcomb = 0, there is no good combination,the hit is also
discarded. A hit is kept only ifgoodcomb = 1. One then iterates through such hits,
reconstructingz, TOF and energy deposited for all the unambiguous cases. Next, all
these remaining good reconstructed hits are put in order of ascending TOF. The "best
hit" is the first “good” hit over an energy threshold, below a time cut. From this hit
one gets the TOF,z and energy deposit of the event.

To obtain the TOF, we calculateTadjusted as:

Tnadj = Tn − (pl + du)/veff ; (32)

wheredu is the path length through the u-turn bit (estimate of 8cm),veff is effec-
tive velocity,pl is the length of the paddle, and

Tn =
TDCn

CTDC
. (33)

Then we can extractz as:

zave = (Td − Tnadj) · veff/2 (34)

The value of the TOF is then calculated based on info from bothsides:

TOFdtrue = Td − (pl/2 + zave)/veff (35)

TOFnadjtrue = Tnadj − (pl/2 − zave)/veff (36)

Get an average TOF of these:

TOFtrue = (Tdtrue + Tnadjtrue)/2 (37)

This quantity is then used to computeβ, the momentum andθ for the event (see
Sections 6.3 and 6.2).

To obtain the energy deposited in the event, one uses the ADC value as follows:

Ed =
ADCd

CADC · gain · yield · Qeff · Lcoll.
(38)
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B Projected results

The two panels of Figs. 39 and 40 show the expected count ratesfor n-DVCS events
in the proposed experiment.

The corresponding BSAs are shown in Figs. 41 and 42. The VGG model has been
used to compute the absolute value of the asymmetries, setting Ju = .3 andJd = .1.
Apart from the bottom panel of Fig. 41, where the y axis is fixedfrom -0.08 to 0.08,
for all the other plots the y axis range is -0.12/0.12. The kinematic bins for which the
predicted asymmetry is zero, as well as the ones for which themaximum asymmetry
is below 0.1%, have not been plotted.
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Figure 39: Projected count rates for n-DVCS/BH, as a function of φ, for eachQ2, xB bin
and for0. < −t < 0.2 GeV2 (top) and0.2 < −t < 0.5 GeV2 (bottom).
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Figure 40: Projected count rates for n-DVCS/BH, as a function of φ, for eachQ2, xB bin
and for0.5 < −t < 0.8 GeV2 (top) and0.8 < −t < 1.2 GeV2 (bottom).
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Figure 41: Projected BSAs for n-DVCS/BH, as a function ofφ, for eachQ2, xB bin and
for 0. < −t < 0.2 GeV2 (top) and0.2 < −t < 0.5 GeV2 (bottom).
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Figure 42: Projected BSAs for n-DVCS/BH, as a function ofφ, for eachQ2, xB bin and
for 0.5 < −t < 0.8 GeV2 (top) and0.8 < −t < 1.2 GeV2 (bottom).
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