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Switzerland

{enriquetomas, pedromiguel.sanchez, slopez, mgilperez, gregorio}@um.es,
gerome.bovet@armasuisse.ch, huertas@ifi.uzh.ch

Abstract
This paper presents Fedstellar, a platform for train-
ing decentralized Federated Learning (FL) models
in heterogeneous topologies in terms of the num-
ber of federation participants and their connections.
Fedstellar allows users to build custom topologies,
enabling them to control the aggregation of model
parameters in a decentralized manner. The platform
offers a Web application for creating, managing,
and connecting nodes to ensure data privacy and
provides tools to measure, monitor, and analyze
the performance of the nodes. The paper describes
the functionalities of Fedstellar and its potential ap-
plications. To demonstrate the applicability of the
platform, different use cases are presented in which
decentralized, semi-decentralized, and centralized
architectures are compared in terms of model per-
formance, convergence time, and network overhead
when collaboratively classifying hand-written dig-
its using the MNIST dataset.

1 Introduction
The increasing demand for Machine Learning (ML) and Deep
Learning (DL) applications has led to a growing need for
training large-scale models using distributed systems. With
the proliferation of data-generating devices, such as smart-
phones, and the increasing demand for data privacy and se-
curity, it has become increasingly difficult to train models ef-
fectively and efficiently without compromising data privacy
and security [Barbieri et al., 2022]. In many cases, the data
are distributed among different devices, organizations, or data
centers, making it difficult to access, process, and analyze the
data in a centralized manner [Nguyen et al., 2022].

In recent years, Federated Learning (FL) has emerged as
a promising solution for training ML/DL models using data
from multiple devices or centers while preserving data pri-
vacy [McMahan et al., 2016]. FL operates by distributing
the model training process across multiple devices, such as
smartphones, laptops, or IoT devices, instead of centralizing

the data in a single location. Each device trains a local version
of the model using its data and periodically sends updates to
other nodes. These nodes can aggregate these updates to cre-
ate a new model. The process repeats until the model con-
verges or a stopping criterion is met.

Despite its potential, current FL platforms present sev-
eral limitations, requiring a participant to act as an aggre-
gator server, which can pose a bottleneck and limit scala-
bility [Beltrán et al., 2022]. Moreover, in specific scenar-
ios, it is not possible for a participant to act as the aggre-
gator server. To address these limitations, some versions of
FL have been proposed to work in a decentralized fashion,
distributing the computational load among multiple partici-
pants and eliminating the need for a single aggregator node.
However, existing frameworks, such as TensorFlow Feder-
ated (TFF) or Federated AI Technology Enabler (FATE) [Li et
al., 2020], only cover Centralized Federated Learning (CFL),
lacking in the literature platforms that fully support Decen-
tralized Federated Learning (DFL) and Semi-Decentralized
Federated Learning (SDFL) architectures. These federation
architectures have different trade-offs regarding data privacy,
scalability, and communication complexity, making it chal-
lenging to adapt existing platforms to different use cases and
application domains.

To overcome these limitations, this demo paper presents
Fedstellar, a platform for training ML/DL models in a collab-
orative, privacy-preserving, and decentralized fashion (pub-
licly available in [Beltrán et al., 2023]). The platform is
composed of two main components: Fedstellar Core and a
Web application. The first one is responsible for generating
and deploying federation topologies in simulated or physi-
cal devices, such as smartphones, laptops, and embedded de-
vices. It also supports different federation architectures, such
as DFL, SDFL, and CFL, which are suitable for different use
cases and application domains. The platform also allows for
configuring federation nodes with customized datasets, mod-
els, or roles and supports different aggregation mechanisms.
The second component is the Web application, which pro-
vides the user interface for generating and monitoring feder-
ated networks. It permits users to create and configure node
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topologies and set up the federation parameters. The suitabil-
ity of Fedstellar has been evaluated in three use cases with a
fix number of federation nodes, different federation architec-
tures, the well-known MNIST dataset, and a simple Convo-
lutional Neural Network (CNN). In each use case, Fedstellar
records and compares the average model accuracy per node,
the network usage, and the participant’s resource utilization.

2 Fedstellar Platform
The Fedstellar platform comprises two components: Fedstel-
lar Core and a Web application to manage the deployment
of scenarios. A scenario refers to a specific configuration of
nodes and tasks in an FL architecture. Each node in the feder-
ation is equipped with the Fedstellar Core component, which
provides the necessary functionalities for training FL mod-
els in a privacy-preserving way. The Web application serves
as a central hub for the deployment and management of FL
scenarios. Figure 1 shows the two components and their in-
teraction on the platform.
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Figure 1: Integration of Fedstellar Core and Web application

Generation of Topologies. It provides the capability to
generate different federated topologies, including fully con-
nected and partially connected with star-structured, ring-
structured, random, and node clustering configurations
[Georgatos et al., 2022]. The users can choose the topology
that best fits their use case requirements. The fully connected
network topology connects all nodes in the system, allow-
ing for maximum collaboration and data exchange between
all participants. The partially connected topologies allow for
more efficient use of resources while still preserving privacy.
Additionally, node clustering configurations can be used to
model real-world scenarios where nodes may have limited
connectivity or be grouped in clusters.

Federation Architecture. Fedstellar provides three differ-
ent federation architectures: DFL, SDFL, and CFL [Beltrán
et al., 2022]. In DFL, all participants in the topology con-
tribute to the FL process, and the model is updated locally at
each node. In SDFL, some participants act as coordinators
and aggregate the updates from other participants. In CFL,
all model updates are sent to a central node, which aggregates

the updates. Users can customize the federation scenario with
aggregation algorithms, rounds, aggregation leadership, and
other parameters [Hard et al., 2021].

ML/DL Customization. Users can tailor the platform to
their specific Artificial Intelligence (AI) requirements, in-
cluding model and dataset characteristics. In this sense, it al-
lows for using different algorithms and models, such as deep
neural networks, for addressing classification, regression, or
clustering tasks. Additionally, the platform can be adapted to
different datasets, including structured and unstructured data,
such as images, audio, and text.

Deployment Scenario. Fedstellar can deploy nodes on
simulated environments, physical devices, and remote
servers. It enables users to choose the deployment type best
suits their needs and resources. Deployment on simulated
environments provides fast and easy experimentation, while
deployment on physical devices and remote servers allows
real-world testing.

Real-time Monitoring. The platform incorporates geolo-
cation and interactive graphs, providing valuable insights into
performance and resource usage. The geolocation feature al-
lows for the visualization of the spatial distribution of nodes.
At the same time, the interactive graphs display model out-
puts in the training and evaluation phases and resource usage
statistics, such as CPU or network traffic. This information
can be used to optimize the federated process and make deci-
sions regarding system configuration and deployment.

3 Demonstration
The Fedstellar platform underwent extensive evaluation
through three use cases (UC1, UC2, UC3) to demonstrate its
effectiveness in handling real-world scenarios. The evalua-
tion involved a federation of ten participants represented as
nodes in a network deployed in a fully connected topology
using DFL (UC1) and SDFL (UC2). Finally, a star topology
using CFL (UC3) was also tested to show its ability to handle
centralization and decentralization in the network.

Figure 2a shows the user interface of the Web applica-
tion providing the ability to select the scenario configuration
through drop-down menus. In this demonstration, Fedstellar
generated the UC1 scenario using a simulated deployment, a
DFL federation architecture, and a fully connected topology,
where all nodes were connected. The well-known MNIST
dataset was selected for this demonstration as it provides a
good benchmark for testing ML/DL platforms. The dataset
was divided into not independent and identically distributed
(non-IID) splits among the participants to simulate real-world
scenarios where data is distributed among multiple parties.
A straightforward CNN adapted to the data was utilized for
training, and the FedAvg aggregation mechanism was used to
combine the model parameters from each node in ten federa-
tion rounds. The same procedure was performed for UC2 and
UC3 (see Figure 2), but it is not shown due to space reasons.

At this point, the nodes in the Fedstellar platform col-
laborated to create ML/DL models in a decentralized man-
ner. Since each node creates collaborative AI models asyn-
chronously in decentralized architectures, each node has a
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Figure 2: Setting up the Fedstellar platform for demonstration purposes

Use Case Model
(acc.)

Network
(MB)

CPU
(%)

Training Time*
(s)

UC1 (DFL) 0.965 181 65 42
UC2 (SDFL) 0.955 163 62 53
UC3 (CFL) 0.967 132 41 57

* Overall time to reach model accuracy ≥ 90%

Table 1: Outcomes of Fedstellar platform. Runtime: 5 minutes

different model from the other nodes. Performance metrics
were then collected from each node with an emphasis on met-
rics related to ML/DL models, network, and node capabil-
ities. The metrics included model accuracy, network usage
(MB exchanged), and CPU usage (%), and the reported val-
ues represent the average across all nodes for each UC. As
seen in Table 1, the Fedstellar platform showed a compara-
ble accuracy rate of approximately 96% on average across all
three use cases. The UC1 achieved a 90% accuracy rate in just
42 seconds, while the UC2 presented a significant improve-
ment in network efficiency, using only 163 MB compared to
181 MB used by the UC1 (see Figure 3).

4 Conclusion
This demo paper presents Fedstellar, a platform for training
FL models in a decentralized fashion. It offers a range of fea-
tures and customization options, including the generation of
federation topologies, architectures, ML/DL customization,
simulated and physical deployment, and real-time monitor-
ing. The platform demonstrated its capability and effective-
ness through three use cases. However, Fedstellar is still un-
der development, and there are many possibilities for further
improvements. In this sense, the platform could be expanded
to include more advanced FL techniques such as Vertical Fed-
erated Learning (VFL) or Trusted FL, allowing for even more
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group: fedstellar_DFL_17_02_2023_14_20_46
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Figure 3: Network usage in MB based on federation architecture

secure and reliable training of models. In future research, a
comprehensive analysis of advanced FL techniques and algo-
rithms will be undertaken, assessing their performance and
effectiveness across various application scenarios.
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