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ABSTRACT
The use of norms to guide and coordinate interactions has gained
tremendous attention in the multiagent community. However, as
the interest moves towards dynamic socio-technical systems, where
human and software agents interact and interactions are required
to adapt to the human’s changing needs, new challenges arise.
For instance, different agents (human or software) might not have
the same understanding of what it means to violate a norm (e.g.,
what characterizes hate speech), or that their understanding of a
norm might change over time (e.g., what constitutes an acceptable
response time). The challenge is to address these issues by learn-
ing the meaning of a norm violation from the limited interaction
data. For this, we propose a framework that learns and updates the
meaning of a norm violation from interaction data through a combi-
nation of ensemble and incremental learning techniques. Ensemble
learning handles the imbalance class distribution of the interaction
stream, and incremental learning is used to continuously update
the ensemble models as community members interact, which is an
essential feature to keep the ensemble models in accordance with
the latest community view on the meaning of norm violation. We
evaluate the proposed approach in the use case of Wikipedia article
edits, where interactions revolve around editing articles and the
norm in question is prohibiting vandalism. Results show that the
proposed framework can learn the meaning of a norm violation in
a setting with data imbalance and concept drift.
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1 INTRODUCTION
The ability to continuously learn what constitutes norm violation,
as understood by a given community, and detect when such viola-
tion happens is essential for any normative system that intends to
regulate the behavior of its interacting agents (in this work, referred
to as community members). This is specially critical when we con-
sider that discrimination, hate speech and cyberbullying represent
real damage to people’s lives and interactions, besides affecting
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the community experience and engagement in online platforms
[17, 24, 31]. Thus, the main challenge of this work is to learn what
a community understands as norm violation by using examples of
behaviors depicted as such. To do that, we are interested in finding
and adapting the definition to norm violation as interactions unfold.
This is not only important to online community domains, since
elements present in norm violation are also of interest to fields in
which detecting misbehave can prevent infractions (e.g., credit card
frauds, personal information leakage and network infiltration).

Previous works in the realm of norms and normative systems
have dealt with different challenges that arise in the field, with a se-
ries of proposals to handle mechanisms for norm conflict detection
[1, 14], norm synthesis [26, 28] and norm emergence [23, 27, 35].
Besides, several domains have benefited from this field, applying
the concepts of norms and normative systems to the prevention
of discrimination by Machine Learning (ML) models [11], to the
formalization of contracts and laws [16, 32], and to handle ethical
dilemmas and moral values [2, 36]. In this work, we are particularly
interested in supporting normative systems with mechanisms for
learning from interactions and the feedback of agents (human or
artificial) to help decide what is considered a norm violation.

Some interesting approaches to detect norm violation in online
communities have been proposed, with applications to Wikipedia
[4, 34, 40], Stack Overflow [9] and Reddit [6]. However, these ap-
proaches could not cope with the continuous update of the system
used to classify an action as norm violation, and consequently they
could not handle the evolution of the community view about what
constitutes a norm violation. We argue that the understanding of
a norm violation evolves over time (say, what is considered hate
speech may change rapidly as new members are incorporated and
interactions unfold), and it must follow the current view of the
community. These limitations are addressed in the present work
by proposing a framework that handles the interactions of an on-
line community as a stream of actions with an imbalanced class
distribution and the presence of concept drift. In other words, a
stream of actions that contains more data describing regular be-
havior than data describing violation behavior, aggregating to that,
changes in how the community members understand norm viola-
tion. Unlike existing approaches, community members’ feedback
are incorporated to update the understanding of norm violation.

To achieve this goal, we investigate the combination of ensemble
and incremental learning in a framework that can learn the mean-
ing of norm violation, adapt to changes in community view, and
incorporate feedback from community members in the learning
procedure. In our context, this combination offers the following
advantages. First, it handles the imbalance of the dataset, which
is particularly useful in cases with norm violation behavior, since
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usually this kind of behavior happens less frequently than regular
behavior. Second, it continuously updates the base classifiers of the
ensemble, adding to the framework the ability to adapt to changes
in the community view (concept drift). To do that, only the most re-
cent data is used to learn the meaning of norm violation, discarding
the need to treat and maintain past information. Third, it facilitates
the incorporation of feedback from community members as the
ground truth about what is a norm violation, which is aligned with
our view that a system’s understanding of norm violation needs to
adapt to that of its users (in our case, community members).

The experiments (Section 4) describe the implementation of two
incremental learning techniques, mini-batch learning and online
learning. These are used to train the base classifiers of the ensemble.
In this work, Feedforward Neural Networks are the models present
in the ensemble. This implementation was evaluated in the use
case of Wikipedia article edits. Results show that the proposed
approaches can learn the meaning of norm violation in the context
of an online community with imbalanced class distribution (only
around 7% of the data described edits with vandalism) and in the
presence of concept drift (changes in the community view). Here,
an edit is described by the tuple (𝑋 , 𝑦), in which 𝑋 is the set of
features of an action and𝑦 ∈ {0, 1} is its class label, 0 denotes regular
behavior, while 1 denotes vandalism behavior.

The remainder of this paper is divided as follows. Section 2
presents the basic mechanisms used by our proposed framework,
which is described in Section 3. Section 4 shows its application to
the use case of Wikipedia article edits and Section 5 discusses the
results. Related literature is presented in Section 6, and we give our
conclusions and propose our future work in Section 7.

2 BACKGROUND
This section presents the base concepts upon which this work is
built. First, we start by presenting the ensemble strategy to deal
with the imbalanced nature of the dataset. Then, we describe the
incremental learning approach used to continuously train the ma-
chine learning models present in the ensemble.

2.1 Ensemble Learning
Dealing with the detection of norm violating behavior usually leads
to the case of imbalanced datasets. This happens because regular
(or expected) behavior is more common than violations. Thus, so-
lutions that deal with domains in these settings must be equipped
with the ability to handle class distribution imbalance. Otherwise,
the solutions tend to be biased towards the class that describes
regular behavior. To tackle this issue, we use ensemble learning,
which can be defined as the generation and combination of differ-
ent ML models (e.g., neural networks, random forest and logistic
regression) to solve a predictive task [33]. The main idea present in
this technique is that by combining multiple ML models, using a
voting scheme, the errors of a single model will be compensated by
the others, thus the overall performance of the ensemble would be
better than the performance of a single component [12].

There are different ensemble classification methods that can be
used to build a classification system, Dong et al. [12] highlight some
important ones, Bagging, AdaBoost, and Random Forest. Bagging is
an interesting method to deal with the imbalanced dataset challenge

investigated in this work. This technique finds a solution by training
different base classifiers in different subsets of the initial dataset.
Then, the ensemble uses majority voting to decide the final output.
As an example, in a binary classification task with an imbalanced
dataset 𝐷𝑇 , it is possible to divide 𝐷𝑇 into two subsets, majority
class subset𝑀 and minority class subset 𝑃 (the number of instances
in these sets is represented by |𝑀 | and |𝑃 |, respectively). In this
context, the main goal is to train an ensemble 𝐸 with 𝑁 number of
balanced datasets 𝐵𝐷𝑇 = {𝐵1, ..., 𝐵𝑁 }. Each 𝐵𝑖 ∈ 𝐵𝐷𝑇 is a dataset
with a similar class distribution, and 𝑁 = |𝑀 |/|𝑃 |. In this manner,
because the number of instances in 𝑃 ⊆ 𝐷𝑇 is smaller than number
of instances in 𝑀 ⊆ 𝐷𝑇 , subsets in 𝐵𝐷𝑇 have size 2 ∗ |𝑃 | and
are created with |𝑃 | non-overlapping instances from𝑀 , while all
instances of 𝑃 are replicated to each subset.

The bagging method, as described above, can be applied to train
ML models in an a offline or in a mini-batch manner. However,
this method cannot be used in an online setting (in which training
happens one instance at a time). To solve this issue, modifications to
the bagging procedures are necessary. Thus,Wang et al. [38] present
a resampling strategy to deal with imbalanced dataset for the online
case. This strategy considers two approaches, the Oversampling-
based Online Learning (WEOB1) and the Undersapmling-based
Online Learning (WEOB2), with the addition of weight adjustment
over time. WEOB1 and WEOB2 work to adjust the learning bias
from𝑀 to 𝑃 by resampling instances from these subsets. Specifically,
oversampling increases the number of minority instances, while
undersampling decreases the number of majority instances. Like
the traditional bagging strategy, online bagging creates different
classifiers and then trains each classifier 𝐶 ∈ 𝐸 a 𝐾 number of
times by considering only the current data point. 𝐾 is defined by
the Poisson(𝜆 = 1) distribution. As data becomes available, the 𝜆
parameter is calculated dynamically according to the imbalance
ratio. In this manner, if there is a new instance in 𝑃 , then 𝐾 is
increased. But if there is a new instance in𝑀 , then 𝐾 is decreased.

2.2 Incremental Learning
Since we are dealing with online communities, it is important to
consider how data is made available. Usually, systems must work
with a stream of data that arrives sequentially. In this context, there
are different ways to build a system capable of solving the problem
at hand. Techniques differ in how they handle the stream of data,
and consequently, how the algorithms are trained. Following this
idea, we can separate training techniques in two big groups: offline
learning and incremental learning.

Offline learning deals with the complete dataset, and in this case
it is not possible to update the trained model. To incorporate new
knowledge, a full train process from the beginning is necessary
[18], which is the main drawback of this approach when we must
handle non-stationary domains. Besides, maintaining and treating
all the data for this kind of learning can be costly and complex
(specially when we consider data regulations specified by different
entities and legislators) [20].

On the other hand, incremental learning is the approach that
deals with the drawbacks present in offline learning. To do that, this
technique incrementally learn as new data is made available. This is
particularly interesting in online communities, since the ML model
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must be constantly updated as people interact with each other and
a change in understanding emerges. In this work, we are concerned
with mini-batch and online learning. Mini-batch learning creates
and uses small sets of the data that arrives to continuously train
ML models. Since we only deal with the most recent instances that
compose the present data block of a fixed size, the process is neither
as costly nor as complex as offline learning [20, 21]. Online learning
can be seen as a special case of mini-batch learning, in which the
batch size is 1. Thus, as soon as data is made available, it is possible
to update the ML model, discarding the need to store this data point,
and consequently avoiding the complexities of data treatment.

By continuously updating the base ML model as data is made
available, incremental learning approaches are an interesting way
to investigate problems in which there is the presence of concept
drift, which in our work can be defined as the change in view
of the community members about what is regular behavior and
what is violation behavior. It is possible to identify the change in
community behavior by observing the joint distribution 𝑃𝑡 (𝑋,𝑦)
over time [22, 37], where 𝑥 ∈ 𝑋 is a feature value, 𝑦 ∈ {0, 1} is
the associated class label that denotes regular or norm violation
behavior, and 𝑡 the current time stamp. Then, to compare two
moments in time and detect a possible concept drift, we refer to
the following: 𝑃𝑡 (𝑋,𝑦) ≠ 𝑃𝑢 (𝑋,𝑦), where 𝑢 is a time stamp in the
past. Gama et al. [15] define three ways to categorize concept drift:
change in the prior probability of classes 𝑝 (𝑦), which is a change
in the ratio between vandalism and regular behavior; change in
the class conditional probabilities 𝑝 (𝑋 |𝑦), which is a change in
how vandalism and regular behavior are defined; this can affect the
posterior probabilities of classes 𝑝 (𝑦 |𝑋 ), which is a change in what
the community understands as norm violation and regular behavior.
This kind of data leads to what is referred to as real concept drift,
which is the type of concept drift that interests us in this work.

3 THE ENSEMBLE INCREMENTAL
LEARNING FRAMEWORK

In this section, we present the proposal of our work, a framework
capable of learning the meaning of a norm violation by combining
ensemble and incremental learning. The main idea is to deploy this
framework in a normative system to support the enforcement of
norms, especially when dealing with prohibited behavior.

Dealing with norm violation behavior usually leads to working
with datasets that are imbalanced by nature, since violation be-
havior does not happen as often as regular (or expected) behavior.
Thus, when building a solution to tackle learning in this setting,
it is necessary to work with an approach capable of handling im-
balance in class distribution. In this work, we investigate the use
of ensemble machine learning to tackle this issue. Besides, we also
apply two different approaches to continuously update the base ML
models, 1) mini-batch, in which the learning algorithm is trained
using blocks of data; and 2) online, in which the learning algorithm
is trained using a single data point as soon as it is made available.

3.1 Mini-Batch Learning
As data is made available in a sequential manner, the algorithm
starts to build blocks of data with fixed size 𝑁 . As soon as a data
block contains 𝑁 data points, the algorithm is ready to start the

training procedure of the ML classifiers. The mini-batch approach
explored in this work (Algorithm 1) builds on top of two incremental
ensemble algorithms, the Accuracy Updated Ensemble (AUE2) [5]
and the Dynamic Updated Ensemble (DUE) [21]. The differences
introduced by our approach are: 1) incorporating feedback to em-
phasize data points that had their class labels changed by the com-
munity; 2) using a replication-based oversampling technique that
randomly replicates minority class instances present in the current
data block, instead of using the SMOTE [8] oversampling technique
that creates synthetic minority class samples. Besides, we also de-
fine a new metric (number of classifiers) to define the oversampling
ratio for the minority instances (Algorithm 1, line 10).

1 Algorithm: Mini-Batch Training
2 Input: Current data block (𝐵𝑡 ), set of majority instances

(𝑀𝑡 ), set of minority instances (𝑃𝑡 ), set of instances with
feedback (𝐹𝑡 ), max number of classifiers (𝑀𝐶), max change
in distribution (𝐶𝐷), and number of epochs (𝑁𝐸);

3 Output: Trained ensemble (𝐸).

4 Initialize ensemble size. 𝐸𝑆 ← 0
5 Initialize last imbalance ratio change. 𝐼𝑅𝐶 ← 0
6 while data block is available do
7 Pre-process 𝐵𝑡 , no past data is used
8 Compute current imbalance ratio. 𝐼𝑅𝑡 ← |𝑃𝑡 |/|𝑀𝑡 |
9 Compute current best ensemble size. 𝐸𝑆𝑡 ← |𝑀𝑡 |/|𝑃𝑡 |

10 if 𝐸𝑆𝑡 >𝑀𝐶 then
11 Oversample minority class instances ∈ 𝑃𝑡
12 Update 𝐸𝑆𝑡 with the new value for |𝑃𝑡 |
13 end
14 if 𝐼𝑅𝐶 = 0 or 𝐼𝑅𝑡/𝐼𝑅𝐶 < 1 −𝐶𝐷 then
15 Compute number of new classifiers.

𝑁𝐶 ← 𝐸𝑆𝑡 − 𝐸𝑆𝑡−1
16 𝐼𝑅𝐶 ← 𝐼𝑅𝑡

17 end
18 Emphasize set 𝐹𝑡 by oversampling with ratio |𝑃𝑡 |/|𝐹𝑡 |
19 Add 𝐹𝑡 to the data block 𝐵𝑡
20 for i=1; i<=𝐸𝑆𝑡 ; i++ do
21 Get a subset 𝑆𝑀𝑡,𝑖 from𝑀𝑡 , where |𝑆𝑀𝑡,𝑖 |=|𝑃𝑡 | and

𝑆𝑀𝑡,𝑖 ∩ 𝑆𝑀𝑡,𝑢 = ∅ (𝑢 = 1, 2, ...𝑖 − 1)
22 Create balanced dataset. 𝐵𝐷𝑡,𝑖 = 𝑆𝑀𝑡,𝑖 ∩ 𝑃𝑡 ∩ 𝐹𝑡
23 end
24 Train 𝐸𝑆𝑡 classifiers with 𝐵𝐷𝑡 for 𝑁𝐸 epochs;
25 end

Algorithm 1: The Mini-Batch Training procedure.

In our case, the majority class𝑀 represents expected behavior,
while the minority class 𝑃 represents norm violation behavior. Since
we define an action as a set of features, we represent a data point
with the tuple (𝑋 , 𝑦), in which 𝑋 is the set of features of an action
and 𝑦 ∈ {0, 1} is its class label. Thus, a data block is defined as 𝐵𝑡
= {(𝑋,𝑦)1, ..., (𝑋,𝑦)𝑁 }, with 𝑁 being the batch size. After the data
is pre-processed, the algorithm starts by calculating the imbalance
ratio (Algorithm 1, line 8) between sets 𝑃𝑡 and 𝑀𝑡 in the current
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data block 𝐵𝑡 . Besides, set𝑀𝑡 and set 𝑃𝑡 are used to calculate the
number of classifiers in the ensemble 𝐸𝑆𝑡 (Algorithm 1, line 9).

To illustrate in more detail how Algorithm 1 works, it is inter-
esting to use an example. Let us say that initially 𝑡 = 1, 𝐸𝑆𝑡 = 10,
and the imbalance ratio 𝐼𝑅𝑡 = 0.07. Then, after some time, at time
step 𝑡 = 5, a concept drift is noted, with 𝐼𝑅𝑡 changing to 0.03 and
𝐸𝑆𝑡 changing to 12. Next, if 𝐸𝑆𝑡 >𝑀𝐶 , the algorithm oversamples
set 𝑃𝑡 by duplicating all minority instances (Algorithm 1, line 11),
which prompts the update of the best ensemble size. The algorithm
then checks if the imbalance ratio has changed by some pre-defined
factor 𝐶𝐷 (it is worth to mention that the community members
may decide on an appropriate number for this value). After that, the
algorithm incorporates community feedback (Algorithm 1, line 19)
in order to present to the training procedure, relevant data about
change in the community view. Then, 𝐸𝑆𝑡 balanced datasets are
created from data block 𝐵𝑡 . Each balanced dataset is composed of
non-overlapping data points from𝑀𝑡 , all data points from 𝑃𝑡 and
all feedback data points from 𝐹𝑡 (Algorithm 1, line 22). Lastly, the
algorithm executes the training procedure for each of the 𝐸𝑆𝑡 ML
base classifiers with the balanced datasets ∈ 𝐵𝐷𝑡 .

3.2 Online Learning

1 Algorithm: Online Training
2 Input: Current data point (𝐷𝑡 ), data point feedback (𝐹𝑡 ),

desired class distribution (𝐷𝐷), sampling rate (𝑆𝑅), max
change in class distribution (𝐶𝐷);

3 Output: Trained ensemble (𝐸).

4 Initialize ensemble of classifiers. 𝐸 ← {𝑁𝑒𝑢𝑟𝑎𝑙𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑠}
5 Initialize last imbalance ratio change. 𝐼𝑅𝐶 ← 0
6 while data point is available do
7 Pre-process 𝐷𝑡 , with running statistical values
8 Update partial class distribution 𝐼𝑅𝑡
9 Update number of data points 𝑁

10 if 𝐼𝑅𝐶 > 0 and 𝐼𝑅𝑡/𝐼𝑅𝐶 < 1 −𝐶𝐷 then
11 Update desired distribution. Minority class increases

by the ratio 𝐼𝑅𝑡 /𝐼𝑅𝐶
12 end
13 Compute rate to draw from distribution.

𝑅 ← 𝑆𝑅 ∗ 𝐷𝐷/(𝐼𝑅𝑡/𝑁 ).
14 for Classifier 𝐶 ∈ 𝐸 do
15 Calculate resample ratio. 𝑅𝑅← 𝑝𝑜𝑖𝑠𝑠𝑜𝑛(𝑅)
16 Train 𝐶 with the oversample data point
17 end
18 if 𝐷𝑡 ∈ 𝐹𝑡 then
19 Oversample data point 𝐹𝑡 by duplicating
20 Train 𝐸 with 𝐹𝑡
21 end
22 end

Algorithm 2: The Online Training procedure.

Algorithm 2 describes the procedure to train the ensemble of
classifiers in an online manner, which is built on top of the concepts
described by Wang et al. [38] and Montiel et al. [25]. The first step

is to create the ensemble of classifiers 𝐸 (Algorithm 2, line 4). The
number of base classifiers in 𝐸 can be defined by the community,
from expert knowledge or through initial experiments. For each
data point𝐷𝑡 that is made available (i.e., for each action in an online
community), the algorithm pre-processes 𝐷𝑡 using the running
statistical values. We are interested in the mean and the sum of
squares, since these are used to normalize the incoming data point.

Different from the mini-batch approach, in online learning as
soon as a single data point is made available, the training procedure
is executed. However, this characteristic leads to a different way
to calculate statistical values for the pre-process phase. In this
case, the algorithm must compute running statistical values, which
are updated at each time step and are less exact than the values
computed using blocks of data [25]. To compute these values, the
following equations are used:

𝑅𝑀𝑡 ← 𝑅𝑀𝑡−1 + ((𝑉𝑡 − 𝑅𝑀𝑡−1)/𝑁𝑡 ) (1)

where 𝑅𝑀𝑡 is the updated running mean at time 𝑡 for each feature
that describes an action, 𝑅𝑀𝑡−1 is the last running mean, 𝑉𝑡 is the
new feature value, and 𝑁𝑡 is the number of data points encountered
until the current time 𝑡 . With the running mean, it is possible to
calculate the running sum of squares (𝑆𝑄𝑡 ):

𝑆𝑄𝑡 ← 𝑆𝑄𝑡−1 + (𝑉𝑡 − 𝑅𝑀𝑡−1) ∗ (𝑉𝑡 − 𝑅𝑀𝑡 ) (2)

Since it is not possible to know the data distribution for the com-
plete dataset in online training, it becomes necessary to decide as
interactions happen which portions of the data are going to be used
for training. To tackle this, the algorithm checks for concept drift
by calculating the change in the imbalance ratio 𝐼𝑅 (Algorithm 2,
line 10). If the change is bigger than a defined threshold value, then
the desired distribution 𝐷𝐷 is updated, which works to emphasize
the minority class instances.

After updating 𝐷𝐷 , the algorithm calculates the rate in which to
draw a random value (Algorithm 2, line 13) following the Poisson
distribution. This value is used to determine the sampling strategy
(oversampling or undersampling). For each classifier 𝐶 ∈ 𝐸, the
algorithm uses the Poisson distribution to determine how many
times a data point is replicated for training [38]. Thus, the larger
the imbalance ratio, the larger the number of times that minority
data points are used for training. Although we use the work in [38]
to calculate the resampling rate, future work will investigate the
effect of applying alternative strategies to calculate this value [13].

Lastly, if the data point receives feedback from the community
(represented by 𝐹𝑡 ), then 𝐹𝑡 is oversampled to emphasize the pro-
vided information. Then, all classifiers in the ensemble are trained
with 𝐹𝑡 (Algorithm 2, line 20). Empirical experiments showed that
oversampling presents a higher recall performance than the weight-
ing scheme proposed by the other approaches.

4 EXPERIMENTS
This section describes how the incremental approaches presented
earlier were applied to the use case of Wikipedia article edits. This
use case is relevant because Wikipedia is an open and collaborative
community, with a set of norms tomaintain and organize its content
[29]. Due to these characteristics, people with diverse backgrounds
interact with each other, and therefore misunderstandings about
what constitutes a norm violation might emerge. The dataset used
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in this work is provided by Wikipedia and it was annotated by
Amazon’s Mechanical Turk. Santos et al. [34] describe a taxonomy
for this dataset, with details about the features that represent an
action and the relationship between them.

To evaluate the performance of the proposed approaches, we
design two different experiments:

• Learn the meaning of norm violation with no concept
drift: In this case, the goal is to evaluate if the proposed algo-
rithms can learn the meaning of norm violation. The data set
contains 32.439 edits, with 2.394 vandalism edits (around 7%)
and 30.045 regular edits (around 93%). The dataset is highly
imbalanced. We use 10-fold cross validation to evaluate the
performance. Classification recall is the chosen metric.
• Learn themeaning of normviolationwith concept drift:
In this case, the aim is to evaluate if the proposed algorithms
can learn the meaning of norm violation in the presence of
concept drift. To do that, we start by separating the complete
dataset 𝐶𝐷 into two subsets 𝐼𝑇 and 𝐹𝑇 . 𝐼𝑇 contains data
used to initially train the ensemble, with 1.197 vandalism
edits and 15.022 regular edits; and 𝐹𝑇 contains data that in-
corporates the concept drift, with 1.197 vandalism edits and
15.023 regular edits. This separation is necessary because we
want to demonstrate the algorithms’ ability to incrementally
adapt to new concepts. Thus, we start by training the algo-
rithms with the subset 𝐼𝑇 . Only when the algorithms process
all data points in 𝐼𝑇 , we start learning from the changing
dataset 𝐹𝑇 . In this experiment, we are particularly interested
in adding concept drift by changing what edits are labelled
as vandalism (swap of class label). Since we do not have
real feedback from community members, we simulate it by
changing the dataset as follows: using only the vandalism
subset𝑉𝐹𝑇 ∈ 𝐹𝑇 , we apply the K-Means clustering algorithm
to generate subgroups that contain data points most simi-
lar between themselves [19]. From this process, we obtain
4 subgroups, 𝐺 = {0: 618, 1: 442, 2: 117, 3: 20}. The idea of
getting these groups with similar data points is to keep the
dataset consistent when simulating community feedback.
For this experiment, we swap the class label from all data
points ∈𝐺0. Then, the class distribution changes, resulting in
15.641 regular edits and 579 vandalism edits. Consequently,
the imbalanced ratio changes as well to 𝐼𝑅 = 0.037.

We build the ensemble using the Keras library [10]. Feedfor-
ward Neural Networks (FNN) are the base classifiers. To provide
comparison between mini-batch and online learning, the FNN ar-
chitecture is the same in both cases. Stochastic Gradient Descent
(SGD), with a learning rate equal to 0.01, is used as the optimizer
and the loss function is the Cross Entropy. The experiments were
run on a 2.6GHz Intel Core i7-9750 with 16GB of RAM.

It is necessary to set specific parameters for the learning algo-
rithms. In mini-batch learning, batch size is 512 and the number of
epochs is 200. In online learning, the initial ensemble size is set to
12, the desired distribution is 50% for each class label (regular and
vandalism), and the sampling rate is equal to 1. These values are
found empirically and can affect the performance of the classifiers.

5 RESULTS AND DISCUSSION
This section presents the results of applying the algorithms consid-
ered in this work to the case of vandalism article edits in Wikipedia.

Figure 1 presents the graph that describes the overall recall score
for the algorithms when applied to the first experiment (no concept
drift). The learning curve for both approaches are similar and the
Wilcoxon Signed-Rank Test (Table 2) attest this similarity. The null
hypothesis was not rejected, thus there is no statistically significant
difference between mini-batch and online learning. Although these
algorithms are similar to the overall cases, the algorithms present a
difference when specifically dealing with vandalism instances.

With the values described in Table 1 and the learning curve in
Figure 2, it is possible to conclude that the mini-batch algorithm
outperforms the online algorithm in the task of correctly classifying
vandalism edits. Besides, it is also possible to verify the instability
properties present in the online case. This is a characteristic of the
algorithm caused by the training approach (since it considers only
one point at a time) and by the resampling strategy used [21, 38, 39].

Figure 1: Overall Recall for the Mini-Batch and Online cases
with no concept drift

Regarding the second experiment, Figure 3 shows the overall re-
call for the case with concept drift. During most part of the training
procedure (until around 12.000 processed instances), mini-batch per-
forms significantly better. The online learning algorithm presents
higher variation and instability when drift is first introduced, tak-
ing more time for the performance to improve and to reach the
same level of the mini-batch approach. Thus, online learning needs
to process more data points to stabilize its learning performance.
Towards the end of the training procedure, both approaches have
similar overall performance, with no significant difference (Table 2).

In the case of classifying vandalism edits, the mini-batch ap-
proach significantly outperforms the online approach (Table 2).
Figure 4 present the learning curve for vandalism classification.
As in other cases, the online algorithm is more unstable, suffering
with a significant drop in performance as the concept drift is first
introduced. The comparison between the metrics for the overall and
vandalism cases is important, mostly when we are dealing with a
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Figure 2: Vandalism Recall for the Mini-Batch and Online
cases with no concept drift

highly imbalance dataset. If we do not consider how the algorithms
specifically perform for a certain class, then we might evaluate
wrongly the proposed approaches. Online learning presents a bias
towards classifying the majority class, which improves the overall
recall. Thus, the evaluation of the algorithms for specific labels is
crucial to really understand their performance.

Figure 5 presents the recall specifically for the data that suf-
fered the swap of class label (which we will refer to as the Re-label
dataset). As the community starts to give feedback, the performance
of the framework drops, which is expected, since we are introduc-
ing new information to the dataset. Then, as more data is made
available and the ML models are incrementally trained, the ensem-
ble is capable of learning that certain article edits should not be
classified as vandalism anymore, thus adapting to the new view of
the community. Table 2 shows that the online learning algorithm
presents a significantly better performance in classifying this new
community view (although the instability properties of the algo-
rithm are also present in this case). The bias towards the majority
class influences the performance of the online algorithm for this
case, since by changing the classification label from vandalism to
regular behavior, we increase the imbalance ratio.

To summarize, Table 1 presents performance information of each
approach in the considered datasets and the time required for the
training procedure, showing that the mini-batch learning is more
efficient than online learning. While Table 2 describes the results for
the Wilcoxon Signed-Rank Test, which compares the performance
of the proposed approaches. The null hypothesis is that the samples
were drawn from the same distribution, and the critical value 𝛼 =
0.05. Results show that the mini-batch approach is more suitable to
classify vandalism edits, offering a more stable performance and
adapting more quickly to concept drift. While the online approach
presents a bias towards the majority class and consequently, in our
concept drift case, a bias towards the changed data. Besides, this
approach suffers a significant drop in performance when classifying
vandalism edits. Here, we note the need to further investigate and

Figure 3: Overall Recall for the Mini-Batch and Online cases
in the presence of concept drift.

Figure 4: Vandalism Recall for the Mini-Batch and Online
cases in the presence of concept drift.

explore the effects of different imbalance strategies and of the in-
corporation of community feedback on the algorithm performance,
since the online approach can learn the new concept, but at the
cost of the performance in the minority class.

Finally, it is possible to conclude that both approaches are suit-
able to deal with the challenge of learning the meaning of norm
violation in the context of an online community. Mini-batch offers
more stability, better performance at vandalism detection and faster
training, since it needs to process a smaller number of instances to
solve a task. On the other hand, online learning offers the flexibility
of updating the model as soon as data is made available, with no
need to maintain and create data blocks, while keeping an accept-
able classification performance. Thus, the choice of approach must
take into consideration the requirements of the community.
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Table 1: Summary of the performance results ofMini-Batch and Online Learning applied to theWikipedia article edits dataset.
Three settings are considered: 1) dataset with no concept drift (Original); 2) dataset with concept drift, swap of class label; and
3) dataset with only the data that suffered the change (Re-Label). Training time in seconds to process 512 editions (batch size).

Dataset Method Recall±Std Regular Recall±Std Vandalism Recall±Std Training Time±Std

Original Mini-Batch 0.9023±0.0097 0.8971±0.0091 0.9075±0.0219 4.0947±0.7032
Online 0.8959±0.0088 0.9297±0.0094 0.8622±0.0164 10.4159±0.9021

Concept Drift Mini-Batch 0.8679±0.0280 0.87085±0.0120 0.8651±0.0597 X
Online 0.8408±0.0259 0.9025±0.0319 0.7792±0.0674 X

Re-Label Mini-Batch 0.8708±0.0120 X X X
Online 0.9277±0.0284 X X X

Figure 5: Re-Label Recall for the Mini-Batch and Online
cases, vandalism edits re-labeled to regular edits.

Table 2: Summarized comparison between the recall perfor-
mance of mini-batch and online learning. The Wilcoxon
Signed-Rank Test is used to obtain the P-values.

Dataset P-values
Overall Regular Vandalism

Original 0.2754 0.0039 0.0058
Concept Drift 0.1308 0.0273 0.0371

Re-Label 0.0019 X X

6 LITERATURE REVIEW
This section presents related work to the research reported in this
paper. Specifically, we cite literature focusing on detecting detri-
mental behavior in online communities by using machine learning.
The idea is to present different approaches that aim to deal with this
issue in different communities, which highlights the importance of
research in the field. For example, Risch and Krestel [31] describe
several deep learning approaches to deal with toxic comments. In
[3], the authors use Natural Language Processing (NLP), machine
learning and feature representation techniques as the basis to build
a solution that handles hate speech. Chandrika et al. [7] report and
compare the application of several machine learning algorithms to

the task of detecting abusive comments online, with Neural Net-
work presenting better results than other approaches. Additionally,
we also focus on works that deal with incremental learning in an
environment with concept drift and imbalanced dataset [15, 22, 30].
Gama et al. [15] and Lu et al. [22] present surveys on concept
drift, with different applications to solve this challenge in several
domains, while Ren et al. [3] build an ensemble to deal with im-
balanced dataset and concept drift using a sampling strategy that
considers previous seen data to enhance the current minority set.

Other research also focused on the Wikipedia online community
to detect norm violation. Anand and Eswari [4] applyDeep Learning
to classify a comment as abusive or not, based on a dataset from
the talk page edit. Santos et al. [34] use Logistic Model Tree to
learn the meaning of norm violation, and they provide a taxonomy
that describes the relationship between the features of an action.
However, these differ from our research in the sense that they do
not cope with concept drift, and consequently do not incorporate
community feedback to update their models.

One work that also explores machine learning to detect norm
violation is presented in [9], which explores norm violation on the
Stack Overflow (SO) community. As in our work, Cheriyan et al. [9]
use specific data about the context of the SO community to train
the ML models. In this case, instead of article edits, Cheriyan et
al. [9] analyze comments that were posted on the site. The violation
is defined by the presence of hate speech and abusive language.
The main difference in our work is our focus on the application of
an incremental learning approach to continuously update the ML
models responsible for detecting when norm violation occurs, while
Cheriyan et al. [9] focus on the use of a recommendation system
to detect and recommend, to the community members performing
the action, alternatives to the comment they are posting.

Using an approach that applies ensemble learning to help in the
task of comment moderation in Reddit, Chandrasekaran et al. [6]
created a system that uses the concept of cross-community learning
to train different ML models on different data (provided by several
communities), namely the Crossmod approach. The goal is to detect
a violation in a specific community by understanding how other
communities would classify a certain comment. Different from our
approach that uses ensemble learning to create ML models with
balanced portions of the dataset, Crossmod collects information
from different communities to train the ensemble of classifiers.

Regarding the use of incremental learning in a setting with class
distribution that is highly imbalanced, the work by Lebichot et
al. [20] builds a solution capable of detecting credit/debit card frauds.
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Like our use case, these transactions have a sequential nature, are
highly imbalanced and present concept drift. The proposed ap-
proach in [20] reports better results than the traditional offline
learning approaches. To enhance incremental learning, Lebichot et
al. [20] use ensemble learning to reduce variance and improve sta-
bility, while transfer learning is used to deal with information that
was learned in a different task. One difference in our approach is
that we use an active process to detect concept drift, which is better
suited to deal with major changes that happen in time. Lebichot et
al. [20], on the other hand, apply a passive strategy to concept drift,
since in their domain, several concept drifts happen daily. Another
major difference is the way to deal with an imbalanced dataset.
While we use ensemble, their work uses parameter tunning of a
dense neural network model. In this case, the models that compose
the ensemble are independently trained and the final output is the
average of the probability scores.

Zeng et al. [21] present an incremental learning approach that
focuses on emphasizing misclassified instances in the update pro-
cedure of the models that compose the ensemble (DUE). Another
interesting characteristic of DUE is that it keeps a limited number
of classifiers in the ensemble, this is done to ensure efficiency. As
in our work, DUE uses an ensemble to handle data imbalance, with
no need to access past data. The oversampling technique used in
[21] is the SMOTE, while we oversample by duplication. One major
difference between our approaches is the inclusion of a feedback
component that uses data provided by the community to emphasize
instances with a swap of class label.

Zhang et al. [41] present an ensemble framework to handle
concept drift in an imbalanced dataset context, the Resample-based
Ensemble Framework for Drifting Imbalance Stream (RE-DI). This
approach makes use of a resampling buffer to keep instances of the
minority class to handle the class distribution over time. Besides,
members of the ensemble that perform worst on the minority class
receive less weight. RE-DI maintains a long-term static classifier, to
handle gradual change, and a set of dynamic classifiers, to handle
sudden concept drift, which only focus on recently received data. In
the case of the dynamic classifiers, their weights are incrementally
decreased as time goes by and they are dynamically created and
replaced. The goal is that by the end of the training, the last concepts
were learned by the classifiers. Different from our approach, in
which we use oversampling to emphasize the minority class and
undersampling to decrease the influence of the majority class in the
training procedure, RE-DI uses a buffer (making use of past data),
in which last added data is more used than the older ones.

7 CONCLUSION AND FUTUREWORK
This work has proposed mechanisms that support normative sys-
temswith learning from interactions and feedback of agents (human
or artificial) to help decide what is considered a norm violation. We
provide the foundations for working with norms whose meaning
can change over time, like what is considered hate speech or accept-
able response time. The proposed mechanisms build on ensemble
and incremental learning. We focus on two challenges that emerge
in these domains: 1) the imbalanced nature of the dataset; and 2)
the adaptation to the changing community view on the meaning
of norm violation. Thus, the main contribution is the addition of

feedback data (in future this data shall be collect from a real online
community) to update the machine learning model as interactions
unfold. A dataset from Wikipedia article edits was used to investi-
gate norm violation. This dataset describes a binary classification
problem, with each action being labeled as regular or vandalism
behavior, with an imbalance class distribution, in which only 7% of
the data represent vandalism behavior.

Experiments were conducted on two different dataset configura-
tions. First, we evaluated the algorithms in the case with no concept
drift, focusing on learning the meaning of norm violation. The recall
metric for the vandalism, regular and overall cases were explored.
The second experiment was designed to evaluate the algorithms in
a context with concept drift, specifically drift that occurs due to the
swap of class labels. For this experiment, we highlighted the need
of feedback from community members as a manner to enhance the
proposed approaches. Since we did not have real feedback from the
community, we used a simulation strategy, in which we created
different subgroups of the vandalism dataset and changed the label.
This simulation assumes that the feedback is consistent, since we
are grouping similar editions together, thus our interpretation of
the results naturally comes from this consistency.

Results show that both proposed approaches are suitable for
detecting norm violation in an online community. For the first ex-
periment, both approaches reported acceptable results, although
mini-batch significantly outperformed online learning in the de-
tection of vandalism edits. As for the second experiment, the mini-
batch approach had more stability in the learning process and better
performance in classifying vandalism actions, while online learning
presented a significant drop in performance for the vandalism clas-
sification, due to the bias towards the majority class. Considering
that, future work will focus on investigating different resampling
strategies to deal with this performance decrease.

As we argue that feedback from community members can pro-
vide information on how a community understands norm violation,
future work shall focus on getting real feedback. This is not only
interesting because of feedback collection, but also from the point
of view of how the community members will agree on the definition
of norm violation. Besides, for the ensemble of classifiers to decide
if an action is norm violation, we are investigating the adoption
of different strategies, from a simple voting scheme (used in this
paper) to something more complex as deliberation.

Lastly, it is not only important to detect when a norm violation
occurs, but also to understand the reasons behind such detection.
Thus, in future work, we shall focus on the interpretation of the ML
models. This kind of information would enhance the community
experience, since our system would be capable of explaining to the
user what the community understands as non-acceptable behavior.
We also note here that, to provide this information, it is assumed
that violation happens due to unintentional behavior.
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