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ABSTRACT
Online social media are currently perceived as the new means of
providing a platform for participation among citizens. This comes
at a time when people are led to alternative spaces of political
expression as traditional channels become strained. New technolo-
gies appear to have a transformational potential that could lead to
social change and achieve deeper and wider mobilisation in politi-
cal processes. However, people still face challenges when seeking
information, disseminating information, or engaging in online de-
liberation. Allowing every citizen to participate in discussions and
thus influence the final decision requires countless interactions that
take considerable amounts of time and energy. This process is cog-
nitively demanding due to linguistic barriers or when the problems
on the table are multidisciplinary. We envision in this blue sky pa-
per the development of autonomous and intelligent conversational
agents that can augment the deliberative capacities of citizens in
social media. To implement our vision, we start by proposing an
approach that quantifies deliberation in online argumentative dis-
cussions. Then, we propose a methodology to optimise deliberation
across discussion threads. The proposed concept is expected to pave
the way to a form of augmented democratic deliberation built on
the cooperation of humans and conversational agents.
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1 INTRODUCTION
Online social media now have a transformational potential that can
lead to social and political changes [2, 47]. Social networks with AI
capabilities are poised to redefine how democratic processes are
carried out [14]. Deliberation by the citizenry, in particular, plays a
central role in modern democracy and is constantly changing under
the influence of new communication technologies. Deliberation
is an important process that promotes the involvement of larger
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parts of the population in decision-making processes. It is a com-
municative procedure that typically leads to collective decisions
and promotes substantive, balanced, and civil discussion [34].

The deliberation process on large-scale platforms must overcome
a number of challenges. Allowing every citizen to participate in
discussions and thus influence the final decisions often results in
countless interactions. Many citizens want to incrementally shape
outcomes, while others want to propose their own solutions or
criticize the solutions brought to the table by others. Under such
constraints, it is less likely for everyone to have equal time to raise
issues, develop ideas, receive feedback, or evaluate new options
[32]. If debaters had the same degree of influence on the proposed
solutions, then the deliberation process would likely take substan-
tial amounts of time and energy. As an example, political discourses
via live chat have significantly low deliberative quality [15]. The
tediousness of the process itself often disincentivizes citizens to
participate in it, which in turn renders the deliberation unfair. More-
over, deliberation processes become more difficult when the deci-
sion makers face complex multi-stakeholder, multi-disciplinary, or
“wicked” problems [29, 30]. Other considerations, such as language
barriers, may also pose problem for large-scale deliberations when
participants try to communicate delicate decisions to a larger public
[11]. In order to guarantee the scale (possibly thousands of citizens)
and quality of deliberation (possibly different topics), it is crucial
to understand how deliberation works on social networks [28]. If
we could understand the mechanisms that underlie deliberation,
we would be able to suggest effective ways to conduct democratic
deliberation on social networks and even use conversational agents
to help larger groups of citizens engage in public decisions. The
vision of this paper is to augment the classical forms of delibera-
tion using conversational multiagent systems (CMASs). Figure 1
illustrates the transition from the classical forms of deliberation
to multiagent-powered deliberations. This transition is significant
because it has the potential to advance the state of the art in deliber-
ative democracy by algorithmically formulating deliberation using
an objective index that could be applied to any deliberative process
[14]. Once quantified, the proposed index of deliberation could be
algorithmically integrated in conversational multiagent systems
that interact with humans to optimise deliberative processes.

In this paper, we introduce an approach that starts by quantify-
ing the notion of deliberation. Then, we propose an agent-based
approach to augment deliberation in online discussions. This idea
paves the way to a form of democratic deliberation that is built on
the cooperation of humans and agents. In Section 2, we cover some
of the related work on discussion platforms, their role in democratic
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Figure 1: Classical forms of deliberation among humans
are affected by cognitive limitations such as the inability
to quickly read, process, and respond to ideas. Deliberative
loops are either nonexistent or too weak to create effective
deliberation. When intelligent conversional agents are intro-
duced, deliberative processes could be amplified.

deliberation, and the potential use of conversational agents. In Sec-
tion 3, we provide an operational definition of deliberation that can
be easily implemented in argumentative conversational agents. In
Section 4, we outline the overall methodology used to implement
our vision. Finally, we summarize our concept and highlight the
challenges it faces.

2 PROSPECTS FOR SOCIAL MEDIA
Social media are currently being used to integrate opinions and lead
to improved social agreements [38, 39]. For example, the Collagree
system was employed for idea gathering and city planning [25–27].
The CoLab system was used to collect the opinions of thousands
of people worldwide to address global climate change [39]. The
Deliberatorium is another platform where people submit ideas
by following an argumentation map that frames the ideas within
a given discussion structure [24]. Such platforms are also being
used to empower citizens and help implement sustainable goals
[43]. For instance, the D-Agree platform was employed to collect
opinions on the implementation of Sustainable Development Goals
in Afghanistan [20, 21].

Social media are also posed to strengthen the deliberative forms
of democracy by generating a “positive supply-side shock to the
amount of freedom in the world” [47]. We envision the use of arti-
ficial and autonomous conversational agents to augment the effect
of social media on democratic processes. Empowering deliberative
democracy by augmenting people’s cognitive abilities using intel-
ligent conversational agents is a novel idea based on the recent
progress in the areas of autonomous artificial agents and machine
learning [22]. Digital platforms that seek to facilitate public deliber-
ation over policy or regulations are not new [23, 29, 37, 44], but the
challenges remain persistent. The main challenge is the conception
of intelligent deliberative processes that allow decision makers to
identify a wide range of options, assess their relevance, and develop
epistemically responsible solutions [17]. For instance, the Cornell
Regulation Room project attempted to address this challenge using
a model of computationally assisted regulatory participation [36].

However, this type of approach relies heavily on human media-
tion to improve the quality of the comments, and thus it cannot
serve as a general template for automatic deliberation processes.
The approach advocated in this paper adopts a method based on
conversational agents and a combination of deliberative [50] and
facilitation mechanisms [18] to optimise human deliberation. Simi-
lar approaches have been proposed to increase cooperation among
humans [46].

3 TOWARD AN OPERATIONAL DEFINITION
OF DELIBERATION

Here, we depart from an operational definition of deliberation that
could be later implemented within conversational agents on online
platforms [18, 25]. To mathematically understand and algorithmi-
cally implement the notion of deliberation, we start by adopting an
economic interpretation of deliberation [49] and its applicability to
utilitarian agents in preferential domains. This notion can then be
extended to linguistic domains where agents rely on natural lan-
guage processing (NLP) to converse with humans in online debates.
Our core idea is that the propagation of opinions in a discussion
raises the possibility that some form of systematic behavior may
emerge as a result of newly formed social relationships between the
participants. To the extent that the opinions and interests of the par-
ticipants are shared, groups may possess the ability to coordinate,
in the sense that individual behaviors generate a form of rational
behavior for the group. The presence of social influence in any type
of network, coupled with the ability of individuals to modulate
their opinions in response, renders it possible for individuals to en-
gage in dialogue. Characterising deliberation is, therefore, a matter
of accounting for influence cycles, or feedback loops, that enable
individuals to engage in back-and-forth discussions and thereby
modify their opinions. Accordingly, it is important to establish the
necessary and sufficient conditions ensuring that cyclic and condi-
tional opinions converge to stable opinions. We use this insight to
quantify deliberation based on the existence of feedback loops in
argumentative discussions.

4 METHODOLOGY
4.1 Representing Large Online Discussions
The first aim is to represent online discussions in a manner that
allows the quantification of deliberative cycles. To this end, a promis-
ing candidate method is offered by the issue-based information sys-
tem (IBIS), which is an argumentation-based formalism designed
to model complex and ill-defined problems that involve multiple
stakeholders [10, 31]. The formalism is based on issues, ideas, and
arguments, as illustrated in Figure 2 (left). We extend this represen-
tation to allow time-dependent analysis, which is the paramount
task in studying the evolution of deliberation processes in online
debates. The problem with the standard IBIS model (Figure 2 (left))
is that it does not reflect the real temporal and spatial aspects of
discussion data. The temporal aspect is characterised by the times-
tamps of the posts, while the spatial aspect refers to the author
and location of the post. The target representation shown in Fig-
ure 2 (right) is aggregated as a temporal knowledge graph [35].
Such representation integrates and aggregates information into
densely interlinked ideas, issues, arguments, timestamps, and user
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information. Such information is required for the quantification
of deliberation and later the integration of agent actions within
sub-threads of the discussion.

Figure 2: Issue-based information system (IBIS) and its tem-
poral and user-centered representation

4.2 Quantifying Deliberation in Online
Discussions

To quantify deliberation, we need to first account for the influence
cycles that usually enable individuals to engage in back-and-forth
discussions and thus modify their opinions. The aim here is to algo-
rithmically identify such feedback loops in the temporal graphical
representation mentioned in the previous section with respect to
a topic model 𝑇 that can vary across the threads of the discussion.
Then, we measure how the textual content is propagated across the
nodes that make up the discussion thread. For instance, in Figure 3,
three debaters are involved in a loop relative to path 𝑃1 concerning
“climate” topics. Path 𝑃2, on the other hand, does not constitute a
relevant topical loop.

The presence of cyclic influences introduces the possibility of
unstable behavior emerging as interminable discussions with no
outcome, often characterised either as infinite regress or Byzantine
discussions, and where opinions oscillate continuously. Another
consequence of cyclic influences is found in echo chambers [51] or
cascading effects [52]. In all cases, it is important to establish the
necessary conditions that ensure that cyclic conditional opinions
converge to stable opinions. It is possible to establish a theorem on
deliberation processes as an extension to the Markov Convergence
Theorem (MCT). This can be done by looking at the evolution of
an IBIS time series over time, its limit distribution, and whether it
corresponds to a definite deliberative outcome. This goal could be
achieved by finding the deliberative feedback loops in the previously
established discussion knowledge graph. Then, it would be possible
to measure the propagation of topical utterances in the detected
loops. A loop is defined as a closed path, where a path in the graph
is a sequence of the form (1).

𝐶 (𝑡1, 𝑢1, 𝜃1) → 𝐶 (𝑡2, 𝑢2, 𝜃2) → . . . → 𝐶 (𝑡𝑛, 𝑢𝑛, 𝜃𝑛) (1)

where𝐶 (𝑡𝑖 , 𝑢𝑖 , 𝜃𝑖 ) is a random variable that describes the textual
content of the underlying node, given that it has an IBIS type 𝜃𝑖
and is posted by user 𝑖 at time 𝑡 . A feedback loop is therefore

defined as a path with 𝐶 (𝑡𝑖 , 𝑢𝑖 , 𝜃𝑖 ) ≃𝑇 𝐶 (𝑡𝑖+1, 𝑢𝑖+1, 𝜃𝑖+1) and where
≃𝑇 is a semantic comparison operator that operates on embedded
textual content [18]. After algorithmically extracting the loops
from a given knowledge graph 𝐺 , it is possible to quantify the
directed propagation of information within the paths of 𝐺 . This
could be achieved using a class of measures defined as the sum
of the conditional mutual information 𝐼 over all feedback loops 𝐿
of the knowledge graph 𝐺 , given a topic model 𝑇 and IBIS types
Θ = {𝐼𝑠𝑠𝑢𝑒, 𝐼𝑑𝑒𝑎, 𝑃𝑟𝑜𝑠,𝐶𝑜𝑛𝑠}. This measure is illustrated in (2).

Δ(𝐺,𝑇 ) =
∑︁
𝐿⊂𝐺

𝐿=𝐶1→...→𝐶𝑛

𝐼 (𝐶1; . . . ;𝐶𝑛 |𝑇,Θ) . (2)

The estimation of the function 𝐼 is done using language models
operating on the discussion corpora [56].

4.3 Optimising Deliberative Feedback Loops
First, the measure (2) is used to determine which of two discussions,
𝐴 or 𝐵, has better deliberation with respect to a topic𝑇 . This is done
by comparing Δ(𝐺𝐴,𝑇 ) and Δ(𝐺𝐵,𝑇 ), where 𝐺𝐴 and 𝐺𝐵 are ex-
tracted IBIS knowledge graphs of discussions 𝐴 and 𝐵, respectively.
To increase the deliberative nature of a discussion’s subgraph 𝛾 , a
conversational agent increases the deliberation by algorithmically
optimising a function of the form argmax𝛾 Δ(𝛾,𝑇 ).

In practice, conversational agents must use facilitation strategies
[18, 25] that add nodes (posts, or messages) within the discussion
threads (sub-graphs) to create more feedback loops. The grafted
nodes depend on the target users and topics, in the sense that ar-
gumentative utterances have to be inserted in particular locations
of the discussion graph. To illustrate this grafting process, let us
take an example where three users 𝑢1, 𝑢2, 𝑢3 are exchanging mes-
sages consecutively at 𝑡1, 𝑡2, 𝑡3. The messages are classified to their
IBIS types 𝜃1, 𝜃2, 𝜃3 ∈ Θ, with Θ = {𝐼𝑑𝑒𝑎, 𝐼𝑠𝑠𝑢𝑒, 𝑃𝑟𝑜𝑠,𝐶𝑜𝑛𝑠}. The
first step taken by a conversational agent 𝑎1≤𝑖≤𝑁 of a CMAS is to
identify the path shown in (3) with respect to some topic model 𝑇 .
Once a similarity is established between 𝐶 (𝑡1, 𝑢1, 𝜃1), 𝐶 (𝑡2, 𝑢2, 𝜃2)
and 𝐶 (𝑡3, 𝑢3, 𝜃3), the agent 𝑎𝑖 generates a new utterance that is
conditioned on 𝜃1,2,3, adding it below node 𝐶 (𝑡3, 𝑢3, 𝜃3) as in (4).

𝐶 (𝑡1, 𝑢1, 𝜃1) → 𝐶 (𝑡2, 𝑢2, 𝜃2) → 𝐶 (𝑡3, 𝑢3, 𝜃3) (3)
𝐶 (𝑡1, 𝑢1, 𝜃1) → 𝐶 (𝑡2, 𝑢2, 𝜃2) → 𝐶 (𝑡3, 𝑢3, 𝜃3) → 𝐶 (𝑡4, 𝑎𝑖 , 𝜃4) (4)

The idea behind this mechanism is to constantly bring key ideas,
issues, or arguments, to the attention of the participants. This
method aims to reduce lengthy, disjoint, and insular threads of
discussion [51]. Detecting topical similarities and dissimilarities
is a tedious cognitive task that could be delegated to conversa-
tional agents that are constantly mining arguments, topics, and
interacting with the participants to create more deliberative loops.

To implement this mechanism, it is possible to use automated
forms of facilitation relying on the conversational multiagent sys-
tem (CMAS) illustrated in Figure 4.

The conversational multiagent platform is composed of the con-
versational agents that are assigned to the branches of the discus-
sion, an NLP engine for the extraction of the IBIS elements, an
argumentative engine [8, 12, 16], and a fact checker that mines
and validates the claims against ground truths. The argumentation
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Figure 3: To find the deliberative loops (red arrows), the discussion tree (right) is initially analysed with respect to the topic on
“climate”. Path 𝑃1 represents the propagation of posts that are related to the topic. Path 𝑃2 is disjoint with respect to the topic of
climate. The goal is to identify closed paths in any graph and quantify their topical strength.

Figure 4: Argumentative conversational multiagent system

engine takes the constructed IBIS elements, constructs the argu-
ments, defines the interactions between the arguments, evaluates
the arguments, selects the acceptable arguments, and generates the
corresponding utterances while trying to maximise the deliberative
loops. The effects of the agents on the deliberation process could
be studied with respect to convergence properties. Specifically, one
could look at the evolution of the deliberation value Δ over time
for the same threads of discussion.

5 SUMMARY AND CHALLENGES
We propose augmenting the classical forms of deliberation in online
platforms using conversational multiagent systems (CMAS). We
start by quantifying deliberation in argumentative discussions and
then proposing an agent-based method to optimise a deliberation
measure. The proposed idea is expected to pave the way to a form
of online democratic deliberation that is built on the cooperation
of humans and conversational agents.

The first challenge that a deliberative CMAS has to face is the
scalability problem. Large-scale participatory and deliberative pro-
cesses are known to result in conflicts [9, 32]. The produced content
is also prone to misinformation and may not always be factual, and
thus it requires some form of validation [33, 53]. Therefore, it is a
challenge to incentivise wider populations to take part in lengthy
deliberative processes.

The second challenge is the design choices and the biases they
could generate when adopting specific forms of deliberation [48].
The adopted argumentative or deliberative schemes often follow
a cultural style that might not be appropriate for certain popula-
tions. Western cultural standards are predominantly adopted in
deliberation research [40]. However, different cultures have distinct
conversation, argumentation, deliberation, and consensus styles
[5, 6, 40, 45]. Designing deliberative CMAS must therefore account
for a wider spectrum of cultural specificities, gender behaviours,
communication styles, cognitive abilities, languages, social norms,
and so forth [1].

The third challenge that must be addressed is the potential po-
larising effect of the CMAS. Several studies have investigated the
effect of artificial agents on social media [3, 19, 42, 51]. In particular,
the type of reinforcement created by the agents should not lead
to echo chambers or cascading effects that cause certain threads
to be insulated from others [51, 52]. The risks associated with this
form of augmented deliberation calls for regulatory measures to
cope with a new political sphere in which humans and conversa-
tional agents interact safely on social media. The third challenge
raises more issues as to whether people should entrust deliberation
processes to conversational agents. This comes at a time when so-
cial bots are negatively perceived due to their malicious activities
[4, 7, 13, 54, 55]. Establishing trust between humans and agents
could, for instance, benefit from consensus mechanisms that build
Proofs of Trust (PoT) prior to or during deliberations [41].
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