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As manufacturers continue to improve the energy efficiency of battery-powered

wireless devices, WiFi has become one of the most significant power consuming com-

ponents on them. Hence, modern devices fastidiously manage their radios, shifting into

low-power listening or sleep states whenever possible. Unfortunately, recent studies have

shown that a wide variety of popular applications make frequent and persistent use of the

network, frustrating attempts to keep the WiFi chipset in a power-efficient state. Even

a less chatty application like email could still constitute a significant source of energy
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consumption. A fundamental limitation with current power-saving approaches is that the

radio is incapable of transmitting or receiving unless fully powered.

In this dissertation, I introduce a widely-used technique for energy savings in

CMOS, namely dynamic frequency scaling (DFS), to standards-compliant WiFi radios.

A fundamental limit that prevents decreasing the clock frequency in WiFi chipsets is

the Nyquist sampling theorem, which states that the sampling rate must be twice the

signal bandwidth. Leveraging the inherent sparsity in direct sequence spread spectrum

(DSSS) modulation in 802.11b, this dissertation proposes a transceiver design based

on compressive sensing that allows WiFi devices to operate their radios below the

Nyquist rate, thus consuming less power. Recognizing that modern WiFi chipsets are

shifting towards orthogonal frequency-division multiplexing (OFDM), I further extend

the benefits of DFS to OFDM communication systems. Based on my observations of

OFDM signaling, I show that the aliasing effect, resulting from undersampling, essentially

transforms the original per-subcarrier quadrature amplitude modulation (QAM) into a

more dense, but still decodable, QAM modulation.

I implement both the 802.11b DSSS-based (SloMo) and 802.11a/g OFDM-based

design (Enfold) on the Microsoft Sora platform, a full-stack programmable software-

defined radio. Both implementations are standards-compliant, and SloMo is also fully

backwards compatible with existing WiFi deployments. My experiments and evaluation

demonstrate that downclocking WiFi is both practical and beneficial, even when clock

rate is reduced by a factor of five. Specifically, my downclocked design can reduce energy

consumption by over 30% for many popular smartphone apps even with a deliberately

conservative power model.
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Chapter 1

Introduction

Smartphones and other battery-powered wireless devices are becoming increas-

ingly popular platforms for all manner of network applications. As a result, the high

energy usage of the radios on these devices has become an imperative issue to be ad-

dressed. For example, Rozner et al. report that the base energy consumption of an HTC

Tilt 8900 series phone ranges from 155–475 mW depending on the display backlight

intensity. In comparison, for the same phone model, the WiFi radio consumes over

1000 mW when active [54]. Not surprisingly, a large number of techniques have been

proposed to help manage the power consumption of both cellular and WiFi radios. Focus-

ing particularly on the WiFi domain, the basic approach has been to implement extremely

low-power listening or sleep modes and transition devices into operational mode as little

as possible [22, 38, 54]. Unfortunately, recent studies have shown that a wide variety of

popular smartphone applications make frequent and persistent use of the network [45, 68],

frustrating attempts to keep the WiFi chipset in a power-efficient state.

Transitioning in and out of sleep mode adds significant overhead, both in terms

of time and energy. In particular, in addition to the costs associated with powering

up the transceiver, once awake the WiFi chipset still needs to participate in the carrier

sense multiple access (CSMA) channel-access scheme which frequently results in the

device spending significant time in idle listening mode waiting for its turn to access the

1
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channel [38, 70]. Moreover, once a device is done transmitting or receiving, it will remain

in a tail state for some period of time in anticipation of subsequent transmissions [38, 45].

In the case of WiFi, idle power consumption is almost identical to that in transmission

(Tx) and reception (Rx) modes.

To amortize the cost of frequent state transitions, the 802.11 power save mode

(PSM) specification allows WiFi devices to save power by only waking up on the

granularity of the 100-ms access point (AP) beacon interval to check for incoming traffic.

Hence, while useful for bulk data transfers [22] or situations where traffic patterns can be

predicted precisely [51], PSM-style power saving approaches are often ineffective for

applications that need to send or receive data frequently [70]. Finally, even otherwise-

effective power saving mechanisms implemented by the WiFi chipset can be overridden

by applications in many popular frameworks [11, 12]: some apps prevent the WiFi device

from entering PSM mode, forcing the WiFi card to stay awake in an effort to improve

performance [17, 64].

Consequently, given how popular apps interact with the network and manage

power states, the WiFi radio spends a large fraction of time in high-power states (idle

state in particular). Furthermore, I observe that the data rates for many popular apps are

small—ranging from 10s to 100s of Kbps— compared to the channel capacity offered

by modern WiFi networks (e.g., ≥ 1 Gbps in 802.11ac). Traditionally, when faced with

low-demand clients, system designers have used excess channel capacity to improve

reception rates by introducing redundant coding and/or reducing transmission power. For

example, 802.11n specifies a wide variety of link rates, ranging from 1 to 150 Mbps

and beyond. The lower link rates use more robust encoding and signaling schemes that

can be decoded at lower signal-to-noise ratios (SNRs). These schemes translate into

longer range or the ability to decrease transmission power which, along with the potential

for power savings at the sender, can increase spatial reuse. Unfortunately, the amount
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of energy saved by transmission power control is rather limited, primarily due to the

large asymmetry of WiFi traffic (dominated by the downlink traffic from access point to

clients [27]). Even for balanced traffic patterns such as those generated by voice over

Internet Protocol (VoIP) applications, transmission often consumes only a small fraction

of the overall energy for WiFi.

1.1 Downclocking

In this dissertation, I exploit a widely-used technique, namely dynamic frequency

scaling (DFS), to reduce the power consumption of WiFi chipsets. Given that the power

consumption of a complementary metal-oxide-semiconductor (CMOS) computing device

is proportional to its clock rate, modern central processing units (CPUs) dynamically

adjust their clock frequency to conserve power or to reduce the amount of heat generated

when the workload is light. Unlike CPUs, where the entire pipeline only handles digital

data, WiFi chipsets (or communication devices in general) need to interface with real-

world signals. A fundamental limit that prevents lowering the clock frequency is the

Nyquist(-Shannon) sampling theory, which dictates that the sampling rate must be at least

twice the occupied bandwidth of the signal. Therefore, the clock frequency of a WiFi

chipset is essentially gated by the Nyquist sampling rate, which suggests a minimum

clock frequency of 40 (80) Mhz for WiFi 802.11a/b/g(n).

After exploring the properties of WiFi signaling, this dissertation proposes a

number of techniques to bypass the Nyquist sampling rate constraint for WiFi chipsets.

Specifically, I observe that the information rate is eleven times smaller than the occupied

bandwidth in 802.11b under the direct sequence spread spectrum (DSSS) modulation

scheme. By leveraging this inherent information sparsity, I can decode the transmitted

information bits with fewer samples than the sampling theory requires using compressive

sensing. Unlike the DSSS signal, however, orthogonal frequency-division multiplexing
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(OFDM) signals (used in 802.11a/g/n/ac) are extremely dense and the compressive sens-

ing technique is no longer applicable. I instead recognize that there exists well-defined

structure in terms of how the subcarriers fold up under aliasing due to undersampling. As

a result, aliasing essentially transforms the original per-subcarrier quadrature amplitude

modulation (QAM) into a more dense—but still decodable—QAM modulation.

To ensure correct WiFi medium access control (MAC) protocol interactions, the

WiFi transceiver needs to transmit packets at a reduced clock rate as well. Given that

signal spectrum is proportional to clock rate, a signal transmitted while operating in

downclocked state unavoidably yields a narrower bandwidth than a standard WiFi signal.

Fortunately, I find that there exists large design headroom in commercial WiFi chipsets

while decoding DSSS modulated WiFi packets. By carefully crafting the downclocked

signals given sufficient SNR, the excess design margin allows us to successfully convince

standards-compliant WiFi receivers that the incoming non-standard-conforming signals

are valid DSSS modulated signals. Therefore, I believe that it is feasible to realize

downclocked packet transmission and reception while being fully standards-compliant.

My thesis is that it is possible to save energy in mobile devices by applying dynamic

frequency scaling to the WiFi transceiver.

1.2 Contribution

Practical communications systems often involve more complex operations than

merely frame reception and transmissions. There are many other system-level compo-

nents, such as timing synchronization and phase compensation, that are critical for proper

packet decoding and encoding. For example, timing synchronization helps the receiver

to determine the correct symbol boundaries. Most of these functions involve direct

manipulation of raw channel samples. Given that the WiFi chipset was not designed to

operate in the downclocked mode, it remains questionable whether these components
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would continue to work with reduced channel samples. In this dissertation, I systemat-

ically study the impact of downclocking on these components and suggest alternative

implementations if necessary.

Even if it were possible to implement downclocked WiFi transceivers, the effec-

tive SNR under downclocking is likely to be smaller than that at full clock rate due to

reduced channel samples. As a result, my downclocked design explicitly trades SNR

(and throughput indirectly) for energy savings. To understand whether such a trade-off is

worthwhile, I sample a wide range of popular smartphone apps and thoroughly evaluate

their energy-consumption behavior under downclocking.

In summary, this dissertation makes the following contributions:

• Although the signal spectrum is fully occupied, I observe that the information rate

is substantially smaller than the signaling rate for DSSS modulation in 802.11b. I

further notice that the DSSS modulation process is very similar to the decoding of

a sparse signal based on compressive-sensing techniques. Therefore, leveraging

the information sparsity in DSSS, I propose a compressive-sensing-based DSSS

reception pipeline inspired by a previous design [62]. My downclocked DSSS

design allows 802.11b WiFi devices to reduce their clock rates by a factor of five

or more while still being able to decode regular DSSS modulated packets.

• I extend downclocked reception to OFDM signals in 802.11a/g/n/ac by exploiting

the aliasing effect. I first identify the essential building blocks of an OFDM-based

modulation scheme: fast Fourier transform (FFT) and inverse fast Fourier transform

(IFFT). Under downclocking, the FFT component remains intact while the IFFT

component only receives half (a quarter) of the original time-domain samples at

50 (25)% clock rate. I then perform the IFFT operation on the reduced samples

and mathematically show that there exists well-defined structure in terms of how
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the subcarriers fold up as reflected in the IFFT output. In particular, by folding the

subcarriers on top of each other, I decode frames transmitted with a form of QAM

as if they were encoded with a more dense QAM modulation.

• I find that commercial WiFi chipsets typically employ a matched filter in their

reception pipeline, where the output of the matched filter is compared with a

pre-determined threshold to decode the received data. In other words, the decoding

decision is entirely based on the matched filter output but not the shape of the

input signal. Based on this observation, I propose several waveforms that could

successfully pass the matched filter to yield a correctly-decoded output but with

lower signaling rates than DSSS. These proposed waveforms effectively allow

a downclocked WiFi radio to transmit non-standard-conforming signals that are

decodable by commercial WiFi chipsets.

• I carefully analyze the impact on the entire WiFi transceiver pipeline due to down-

clocking. First, I discern the various functional units that form the reception and

transmission pipelines. For each functional unit, I then determine its role and

implementation details, and evaluate whether this functional unit continues to oper-

ate under downclocking. In case it fails, I provide an alternative implementation

that achieves the same purpose and remains fully functional when downclocked.

Otherwise, I study the performance impact due to reduced clock rate through

theoretical analysis or extensive experimentation.

• I discuss the modifications needed for existing deployed WiFi infrastructure to

support downclocked operations. Specifically, I show how I could re-use the

existing (re)association frames, which are defined in the 802.11 specification, to

notify the AP that a node is going to enter (leave) downclocked state. For my

OFDM-based design, I also explain the necessary modifications at the AP to permit
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downclocked OFDM modulated WiFi packet reception, beacon listening, and AP

scanning.

• I implement my solutions on the Microsoft Sora platform (an open-source software-

defined radio platform), and experimentally verify the standards compatibility of

my design. I further report the downclocked transmission and reception perfor-

mance that I am able to achieve under different SNR conditions and packet sizes.

Finally, I evaluate the potential energy-consumption behavior of a downclocked

WiFi chipset based on network traces from a wide range of popular smartphone

apps. Even with a deliberately conservative WiFi power model, my findings sug-

gest that my approach could reduce power consumption by up to 34% compared to

the default power-save mode in 802.11.

1.3 Organization

The remainder of this dissertation is organized in the following manner.

Chapter 2 provides a general overview of the WiFi chipset architecture, previous

work on designing energy-efficient WiFi systems, and the motivation for introducing

dynamic frequency scaling to WiFi radios.

Chapter 3 discusses my downclocked 802.11b transceiver design that is able to

transmit and receive DSSS WiFi packets while downclocked. Further, I evaluate the

communication performance of my design and demonstrate that it is possible to run real

applications on a downclocked WiFi radio.

Chapter 4 contains a detailed analysis on the per-subcarrier channel response

under aliasing. Based on the findings, I then present my downclocked 802.11a/g re-

ceiver design, and investigate the impact on OFDM-communicaiton performance due to

downclocking.
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Chapter 5 studies the potential impact on energy consumption of my downclocked

design. I collect network traces from a wide range of popular smartphone apps and

evaluate the corresponding energy consumption based on a conservative WiFi power

model.

Chapter 6 concludes the dissertation and points out how this dissertation could be

extended.



Chapter 2

Background and Motivation

This chapter provides background information about the technologies discussed in

the rest of this dissertation. In addition, we present an overview of existing research liter-

ature on energy-efficient WiFi design. Finally, we discuss our motivation for introducing

dynamic frequency scaling to WiFi chipsets.

2.1 A Communication System Primer

Shannon introduces the fundamental law of data compression and transmission

(also known as Shannon theory) in his “A Mathematical Theory of Communication” [57],

which later on becomes the foundation of modern day communication systems. Shannon

theory establishes the maximum data rate at which information can be reliably transmitted

over a communication channel of a particular bandwidth given some signal-to-noise ratio

(SNR) value. More specifically, the channel capacity C is defined as:

C = B log2(1+
S

N
) (2.1)

where B is the bandwidth of the channel in Hertz, S is average received power and N

is the average noise or interference power (both in Watts). The Shannon theory does

not specify a particular data encoding (modulation) scheme that can be used to achieve

9
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the channel capacity in practical communication systems. It is up to system designers

to determine which modulation and coding technique to apply. As a general guideline,

the achievable throughput under any modulation scheme in a communication system is

bounded by the Shannon channel capacity.

A typical communication system consists of the following three elements: the

sender, the channel, and the receiver. Now suppose some modulation and coding scheme

is selected at the sender to encode and transmit information on the channel, how could

the receiver decode the transmitted signal and recover the original information? Most

(if not all) modern communication systems are based on digital circuits. Given that

the signal transmitted on the physical channel is analog in nature, this analog signal

needs to be first converted to digital samples (the sampling process) before the decoding

process can be started. To perfectly reconstruct the analog signal, the sampling rate,

which determines how frequently a signal sample should be acquired, must be at least

twice the highest frequency (bandwidth) contained in the signal as mandated by Nyquist

sampling theory [58]. When sampling below the Nyquist rate, aliasing occurs where the

signal spectrum folds up, and it is generally impossible to discern the original signal.

However, it is possible to bypass the Nyquist sampling constraint and recover an

analog signal with a lower sampling rate under certain circumstances. For example, when

the signal is sparse, compressive sensing techniques can be used to efficiently sample

and reconstruct a signal with much smaller sampling rate than Nyquist sampling theory

requires [19]. At a high level, compressive sensing is a signal-processing methodology

for dealing with fewer samples that leverages the presence of sparsity and compressibility

in a signal. Mathematically, compressive sensing recovers the original signal by finding

solutions to a set of underdetermined linear equations. Since its inception, compressive

sensing has been widely applied in numerous application domains such as medical

imaging and statistics.
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2.2 WiFi Overview

Wireless local-area networking (WLAN) technologies have become pervasive,

and their increasing prevalence has raised users’ expectations for performance and

availability. Today’s gadget-oriented consumer expects high-quality Internet access not

only in their homes and workplaces, but also in businesses, public areas, and increasingly

even buses and airplanes. Moreover, an ever-expanding variety of consumer electronics

have come to rely on wireless networking technologies in order to operate. Due to

its cheap infrastructure cost, WiFi has also been used by wireless carriers and their

customers to offload cellular traffic [36]. To cope with the ever-increasing demand placed

on WiFi networks, advances in physical layer technologies are delivering additional

channel capacity.

The first generation of WiFi products is based on 802.11b [32], which delivers

a peak data rate of 11 Mbps. The 802.11b specification defines two physical layer

modulation schemes: direct sequence spread spectrum (DSSS) and complementary

code keying (CCK). When channel condition (SNR) is poor, the more robust DSSS

modulation is used yielding a 1 or 2-Mbps data rate; as SNR improves, the compact CCK

modulation can be used to achieve higher data rates (5.5 and 11 Mbps). Realizing the

speed limitation of 802.11b products, the second WiFi generation (i.e., 802.11g [33])

employs the popular orthogonal frequency-division multiplexing (OFDM) modulation

technique, which significantly boosts the maximum data rate supported to 54 Mbps.1

Due to its high speed and backwards compatibility with 802.11b, 802.11g-based WiFi

products enjoyed great market success and were widely deployed in home and enterprise

environments. With advances in multiple-input-multiple-out (MIMO) technology [47],

more recent WiFi generations, e.g., 802.11n [33], use multiple antennas and a wider

1The 5-Ghz counterpart, 802.11a [31], is almost identical to 802.11g but has been less successful due

to cost and compatibility issues.
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Figure 2.1. DSSS modulation waveform.

channel bandwidth (40 MHz) to increase data rates, which leads to an order-of-magnitude

speed improvement from 54 Mbps to 600 Mbps. Finally, 802.11ac [5], which was just

approved by the IEEE standardization body early this year, promises speeds of over one

gigabits per second for the next generation of WiFi devices.

In general, each newer WiFi generation is entirely backwards compatible with

the older ones. For example, although 802.11b has been released for over a decade, it

remains widely supported in both deployed WiFi networks and the newest 802.11ac

chipsets (e.g., Broadcom 4335) and routers (e.g., Cisco EA6500). Interestingly, due to its

robust communication range and low cost, 802.11b is the only supported WiFi mode in

some special-purpose devices [24, 25, 67].

2.2.1 Physical Layer

The WiFi physical layer defines the means of transmitting and receiving data

frames over the shared wireless link. Over the years, WiFi has specified three modulation

standards (DSSS, CCK and OFDM) for encoding data on the wireless medium. All

WiFi generations, except the first generation which only supports DSSS and CCK, can

communicate with any of the three schemes. In this dissertation, our efforts are primarily

focused on DSSS and OFDM.



13

Direct Sequence Spread Spectrum

In DSSS, instead of transmitting an information bit directly, each bit is first

combined with a high-speed pseudo-random numerical sequence (also known as “chips”)

via a modulo-2 adder (XOR function). The output of the modulo-2 adder is then used for

transmission. As a result, the signaling rate (chip rate) is much higher than the information

bit rate as shown in Figure 2.1. Under the 802.11b specification, the eleven-chip Barker

sequence (+1,−1,+1,+1,−1,+1,+1,+1,−1,−1,−1) serves as the pseudo-random

sequence in the modulo-2 adder. At the receiver side, the incoming signal is correlated

with the eleven-chip Barker sequence, and the correlation output helps the receiver to

lock onto the received signal and start the decoding process. Depending on whether the

in phase component is used or not, the resulted data rate with DSSS is 1 or 2 Mbps.

Orthogonal Frequency-Division Multiplexing

OFDM is the dominant modulation scheme in WiFi, and has also been embraced

by many other communication systems. It divides the entire spectrum band into many

small and partially overlapping, but orthogonal, frequency bands known as subcarriers.

These subcarriers are then used to carry data without inter-carrier interference, eliminating

the need for guard bands. Each subcarrier could be independently modulated with a

different modulation scheme (e.g., phase-shift keying, quadrature amplitude modulation,

etc.), although all subcarriers are modulated using the same scheme under WiFi. As the

signal-to-noise ratio (SNR) gets higher, the per-subcarrier modulation scheme becomes

more dense. For example, 802.11a/g defines rates of 6, 9, 12, 18, 24, 36, 48 and 54 Mbps

where the modulation scheme on each subcarrier changes from binary phase shift keying

(BPSK) to 64 quadrature amplitude modulation (64-QAM).
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2.2.2 Rate Selection

Given the wide range of transmission data rates, it is entirely up to the sending

node to determine which rate to use for transmitting a packet. Since the WiFi channel

condition varies across time and space, a smart WiFi sender will dynamically adapt its

modulation scheme to decide the bitrate employed. The ultimate purpose of rate selection

is to improve the network goodput between the sender and the receiver. In general, as

the SNR gets worse, for example when the node moves away from the access point, the

transmission data rate decreases. Although the selected data rate could vary significantly

from 1 to 54 Mbps, the transmission power remains approximately constant across the

entire range [28] assuming only a single antenna is used. Rate adaptation gets more

complicated for recent WiFi generations, such as 802.11n and 802.11ac, as more variants

are introduced in the selection process. For example, the sender now needs to decide how

many antennas to be used even for the same bitrate. In this dissertation, we focus our

discussion on the single-input-single-output (SISO) configuration of MIMO and assume

that there is only one active antenna at both the sender and the receiver side.

2.2.3 Media Access Control

Since the wireless channel is a shared medium, if multiple nodes transmit at the

same time, their transmissions will interfere with each other and lead to packet collision

where no transmission is successful. To prevent collisions, a media access control (MAC)

protocol is introduced to coordinate the channel access. In particular, WiFi uses the

carrier sense multiple access with collision avoidance (CSMA/CA) mechanism to mediate

access to the channel. If a node needs to send a frame, it will first sense the wireless

medium to determine whether there is any ongoing transmission, which is also known as

clear channel assessment (CCA). If the channel is sensed busy, the transmission attempt

is aborted and the node will wait until the channel is free again. Otherwise, if the channel
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has been free for some period of time, the node transmits the frame. After receiving this

frame successfully, the intended receiver will reply back with an acknowledgment (ACK)

frame. If the sender receives the acknowledgment, it will remove the frame from its

transmission queue and conclude that this transmission is a success. On the other hand,

if the sender fails to receive an acknowledgment, for example when the transmission is

not successful due to insufficient SNR, the frame is assumed lost. The sending node will

back off and restart the transmission once the channel becomes available. Finally, the

packet is discarded after multiple failed attempts.

2.3 The Potential of Downclocking

Given that wireless link speeds continue to increase, mobile devices are more

and more likely to use only a small fraction of the channel capacity. With current

WLAN technologies, however, use of the network is an all-or-nothing affair in terms of

power. Said another way, technologies like WiFi are not power proportional with respect

to bandwidth for applications that require continuous, low-rate connectivity. While

applications that need only to transmit can simply power their radios down when not

in use, applications that must receive small but frequent packets are forced to leave the

radio on at all times, consuming essentially the same power as an application that was

receiving at full link rate.

In the past, system designers have used excess channel capacity to improve

reception rates by introducing redundant coding and/or reducing transmission power,

known as transmission power control. Lower link rates use more robust encoding and

signaling schemes that can be decoded at lower signal-to-noise ratios (SNRs), which

translate into longer range or the ability to decrease transmission power which, along

with the potential for power savings at the sender, can increase spatial reuse. We argue

that the time has come for WLAN designers to additionally consider the power required
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to successfully decode the signal: in particular, one can instead turn excess channel

capacity into an opportunity to save power at the receiver.

The power consumption of a complementary metal-oxide-semiconductor (CMOS)

computing device is proportional to its clock rate [52]. In general, CMOS logic gates use

current when switching states. As the clock rate increases, gates switch more frequently,

which leads to increased power consumption. More specifically, the power consumption

P of CMOS circuits is directly related to the core operating voltage v and the clocking

frequency f based on the following relationship:

P ∝ f × v2.

Not surprisingly, dynamic frequency scaling (DFS) has long been used as a

technique to save power in a variety of computing domains [26, 66]. Indeed, DFS has

been part of the de facto feature set offered by modern microprocessors, i.e., to scale

the central processing unit (CPU) frequency up or down to save power, for decades in

commercial and industrial settings. For example, CPU frequency scaling is implemented

in the Linux kernel, and the cpufreq module is loaded automatically when the system

starts up. Fundamentally, the same rules apply to wireless transceivers: downclocking the

radio hardware can result in significant power savings. The challenge in downclocking

radio equipment, however, is that the receiver must sample the channel at least twice the

bandwidth of the signal [58]. As a practical matter, today’s WiFi devices are designed in

such a way that the frequency of the entire radio pipeline is gated by the sampling rate.

Figure 2.2 shows a typical WiFi transceiver architecture [13, 70]. The analog

baseband signal is first processed by a baseband filter to confine the signal to the desired

band. It is then sampled by an analog-to-digital converter (ADC) and data samples are

passed to the baseband processor, which decodes the signal and uploads the recovered
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Figure 2.2. A simplified WiFi card architecture.

frame to the host. The entire chipset is driven by a common crystal oscillator, which feeds

the frequency synthesizer and the phase-locked loop (PLL). The frequency synthesizer

generates the center frequency for radio frequency (RF) operation while the PLL serves

as the clock source for the ADC and baseband processor. For a 22-MHz 802.11b channel,

the radio runs at 44 MHz (or faster).

As a result, the channel sampling rate directly determines the permissible clocking

rate—and power consumption—of the WiFi card. Studies have shown that the power

consumption of popular WiFi chipsets (e.g., from Atheros and Netgear) does indeed vary

with frequency [13, 70], although the precise relationship depends on what the device is

doing (sending frames, receiving frames, or idling) and differs across chipsets. Table 2.1

shows the reported energy consumption of a popular WiFi chipset while operating at

various clock rates [70]. These measurements were obtained by varying the channel

width for a 6-Mbps OFDM 802.11g encoding, so the device was operating on channel

bandwidths of 5, 10, and 20 MHz, respectively.

The savings are sub-linear (e.g., 36% savings for a 50% clock rate reduction on

the Atheros 5414 chipset [70]), but current devices were not designed to be downclocked,

hence it is unlikely that they are optimized to be power-efficient at frequencies other

than their target operating point. Power savings can even be obtained on research-grade

software radio devices; the universal software radio peripheral (USRP) [23] achieves

a 22% power savings when downclocked by half [70]. Hence, we believe that future

designs can be refined to take greater advantage of downclocking opportunities.
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Table 2.1. Power draw of the Atheros 5414 WiFi chipset in the LinkSys network interface

controller (WPC55AG) at various clock rates [70].

Clock rate 25% 50% Full rate

Idle 640 mW 780 mW 1200 mW

Reception (Rx) 980 mW 1440 mW 1600 mW

Transmission (Tx) 1210 mW 1460 mW 1710 mW

2.4 Downclocked Transmission

It is not obvious that downclocking a radio would be beneficial when transmitting

data: the lower the data rate, the longer the transmission takes. Hence, with existing

chipsets one should transmit as fast as possible and place the radio back into low-power

mode as soon as transmission is complete. Alternatively, one could realize similar

savings by transmitting at a low data rate and scaling back the transmission power. These

approaches, however, presume that the frequency and/or power of the transceiver can be

adjusted efficiently.

Moreover, even if a device only receives data, the 802.11 specification requires

that it transmit an ACK frame to confirm receipt of each data frame—and the ACK frame

must be sent within a strict, 20-µs inter-frame time (SIFS). As with reception, Nyquist

requires that the transceiver operate at twice the signal bandwidth to transmit the standard

Barker sequence. While some chipsets, such as the MAXIM 2831, are able to switch

back to full clock rate in time to transmit an ACK frame, others take substantially longer

(e.g., an Atheros 5414 takes roughly 125 µs to switch clock rates [70]). In such cases, to

realize the benefits of downclocked reception, the transceiver needs to transmit an ACK

frame at a slower clock rate than a standard-compliant WiFi transmitter will accept. (The

reception power draws in Table 2.1 assume the device remains downclocked for ACK

transmissions.)
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The potential benefits of downclocked transmission go even further when consid-

ering the energy spent on clear channel assessment (CCA) when a node attempts to gain

access to the channel. Previous studies have shown that CCA is the dominant power drain

when there is a high contention level in the network [38, 70]. Most commercial WiFi

chipsets implement the carrier sensing component of CCA (i.e., determining whether

the channel is free) using energy detection, which can be conducted at virtually any

clock rate. Moreover, modern WiFi cards seem to be more power proportional when in

this so-called idle listening state. As shown in Table 2.1, the measured Atheros chipset

consumes 47% less power in idle listening mode when downclocked by a factor of four.

However, once the channel is detected to be idle, a WiFi station needs to attempt

to transmit a frame within a very short order (as little as 50 µs depending on its current

back-off interval). Given the switching times of commodity chipsets, these timing

requirements suggest that WiFi devices are likely to need to perform carrier sensing

and frame transmission at the same clock rate. In other words, to perform CCA while

downclocked, the WiFi device must be prepared to transmit while downclocked as well.

Finally, Table 2.1 also indicates that the power savings from downclocked trans-

missions themselves may be slightly less significant than reception (e.g., 29% for a 4×

clock rate reduction), but, when combined with the ability to remain in idle listening

states for longer periods of time, the savings can be dramatic.

2.5 Related Work

Energy management is crucial for battery-powered mobile devices, where network

activities can consume a significant portion of the available energy. For example, one

recent study showed that a popular smartphone consumes almost two orders of magnitude

(1114 vs 16 mW) more power when its WiFi device is active than when it is idle [8].

While vendors continue to improve the power efficiency of their WiFi chipsets, the fact
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remains that they frequently account for a significant portion of the entire device’s energy

budget. Of course, most devices do not need to use WiFi all the time, and modern devices

actively manage their radios, shifting into low-power listening modes or even sleep

states whenever possible. There has been a great deal of work on improving the energy

efficiency of WiFi devices. These efforts can be broadly classified into three categories:

1) improvements to 802.11 power save mode (PSM), 2) systems that duty cycle the WiFi

device, and 3) attempts to decrease transmit power.

2.5.1 Efficient Power Save Modes

Most approaches rely on placing the device in a low-power sleep mode whenever

possible. The two basic alternatives are to coordinate these periods of sleep between the

access point and the device, either through periodic polling (as with the 802.11 PSM

standard) or deliberate scheduling [54]. Others have proposed dynamically adjusting

sleep periods based upon a client’s traffic pattern [9, 34]. Researchers have previously

noted the disparity between modern 802.11 link speeds and the traffic demands of many

clients. µPM suggests powering down low-demand WiFi clients between individual

frame transmissions [37], relying upon 802.11 devices retransmitting unacknowledged

frames to limit losses. Catnap [22] extends this approach by estimating bottleneck

throughput and scheduling client wake-ups based upon the predicted availability of data

from the wide-area network.

One challenge with these approaches is that, when awake, a WiFi device must

participate in the channel contention process to gain channel access. Studies have

shown that this process can consume considerable amounts of energy, especially in

dense deployments where nodes are in range of multiple APs. SleepWell coordinates

sleep cycles among neighboring APs to decrease contention during wake-ups, thereby

increasing client power efficiency [38].
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Finally, even a well-defined sleep scheduling or policy implemented on the

WiFi chipset could be overridden by a user-specified WiFi sleep policy intentionally

or un-intentionally. For example, the Android framework (version 3.1+) exposes a

particular type of WiFi lock (WIFI MODE FULL HIGH PERF), which will keep a WiFi

device from entering PSM mode [11, 12]. Therefore, apps could force the WiFi card to

stay in constant awake mode (CAM) to reduce network response time for performance

improvements [17, 64]. Perhaps more devastating, these WiFi lock services might be

misused (e.g., bugs) and lead to WiFi energy wastage [4, 46].

2.5.2 Device Duty Cycling

Others take a more drastic approach: rather than entering low-power sleep modes,

they identify times when it is possible to simply turn a WiFi device off entirely. One

early system, SPAN [14], turns off entire nodes in multi-hop ad hoc wireless networks if

the connectivity of the network can be preserved without them.

In more general environments, systems have been designed to keep WiFi powered

down by default, and use an out-of-band signal to asynchronously alert the device of

pending data [8, 59]. Since smartphones may frequently be outside the coverage area of

a WiFi AP, the only reason to keep the WiFi transceiver powered is to determine when

coverage returns. Many systems have attempted to reclaim this energy by instead duty

cycling WiFi radios based upon predictions of WiFi availability. These predictions are

variously based upon the detection of nearby Bluetooth devices [10] or cell towers [53],

or historical device movement patterns [42].

2.5.3 Transmission Power Control

Finally, a direct approach to decreasing WiFi power draw while transmitting

is to reduce radiated energy. WiFi transceivers can leverage transmit power control to
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emit signals using sub-mW energy when the SNR is high. Unfortunately, despite the

obvious attractiveness of such an approach, studies have repeatedly shown that adjusting

transmit power has little impact on the total power draw of commercial 802.11 devices

due to the limited power consumption of the power amplifier relative to the rest of the

electronics [28, 48].

2.5.4 Downclocking

Researchers have argued that devices could dynamically adjust their sampling

rate based upon the frequencies contained within the observed signal [20], but their

approach is not directly applicable to the encoding schemes employed by WiFi. Recently,

compressive sensing and sparse recovery have been applied to bring the sampling rate

below Nyquist. As a result, the clock frequency and hardware complexity can be reduced

substantially. For example, compressive sensing has been widely used in the field of

spectrum sensing, which could potentially lower the analog-to-digital converter (ADC)

sampling rate by orders of magnitude [49]. Hassanieh et al. [30] showed how to reduce

the runtime of Global Positioning System (GPS) synchronization by exploiting the sparse

nature of synchronization.

In the context of WiFi, recent proposals argue that next-generation systems should

support multiple channel widths and adapt their instantaneous channel width based on the

offered load [13],2 and develop mechanisms to detect packet arrivals in a downclocked

state [70]. Downclocking a receiver through dynamic frequency scaling has been applied

in the wireline context in the past [56], but we are not aware of any similar schemes in

the wireless domain.

2Although stations operating in different bandwidths cannot decode each other’s transmission and the

17-ms switching overhead makes co-existence challenging.
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2.6 Summary

Given the importance of WiFi, not surprisingly there exists a rich body of existing

literature on WiFi energy efficiency. Broadly speaking, these efforts can be divided into

three areas: energy-efficient power save mode, duty cycling WiFi radio, and transmission

power control. We take a dramatically different approach to reduce WiFi energy con-

sumption by downclocking WiFi. A fundamental challenge with downclocking WiFi,

however, is the Nyquist sampling rate constraint. In the next two chapters, we will present

the techniques we developed to address the Nyquist challenge.

Chapter 2, in part, is a reprint of the material as it appears in Proceedings of the

USENIX Symposium on Networked Systems Design and Implementation 2013. Lu,

Feng; Voelker, Geoffrey M.; Snoeren, Alex C. The dissertation author was the primary

investigator and author of this paper.

Chapter 2, in part, is a reprint of the material as it appears in Proceedings of the

ACM Annual International Conference on Mobile Computing and Networking 2014. Lu,

Feng; Ling, Patrick; Voelker, Geoffrey M.; Snoeren, Alex C. The dissertation author was

the primary investigator and author of this paper.



Chapter 3

Downclocking 802.11b

In this chapter, we describe the design of SloMo, our prototype downclocked radio

for 802.11b. We start by discussing how compressive sensing can enable downclocked

WiFi frame reception under the direct sequence spread spectrum (DSSS) modulation

scheme. We then turn to downclocked transmission and describe our approach for

designing shorter chip sequences that are decodable by commercial WiFi chipsets. Next

we discuss the practical implementation issues of our downclocked design and network

impact due to downclocking. Finally, we evaluate the communication performance of

SloMo, such as frame reception rate and throughput, and show that SloMo attains nearly

identical performance as 100% clock rate in typical WiFi signal-to-noise ratio (SNR)

regimes.

3.1 Reception

Our receiver design is based upon an observation that the process of direct-

sequence spread spectrum (DSSS) modulation, as employed by the 802.11b standard,

bares a great similarity to a recently proposed compressive sensing (compressive sensing)

decoding scheme. When the data rate is 1 or 2 Mbps, only DSSS modulation is employed.

The difference between the 1 and 2-Mbps encodings lies in whether the quadrature

component of the carrier frequency is used: they employ binary phase shift keying

24
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Figure 3.1. Baseband processing Tx chain

(BPSK) and quadrature phase shift keying (QPSK), respectively. To ease our explanation,

we focus our discussion on the 1-Mbps BPSK scenario; the methods can be similarly

applied to 2-Mbps QPSK encoding as we demonstrate.

In their recent breakthrough, Tropp et al. observe that it is possible to employ

compressive sensing to decode digital signals while sampling at rates far below the

Nyquist rate, provided the signal is sparse in the frequency domain [62]. Their approach

mixes the sparse signal they wish to decode with a high-rate chip sequence to spread its

signal band. They show that in many cases the information contained in a sub-band of

the resulting spread signal turns out to be sufficient for recovering the original signal.

DSSS modulation is analogous to the first stage of this process: the baseband

signal is also spread over a wide range of bandwidth. Though the spreading in 802.11b is

designed to increase the SNR at the receiver, it also provides the opportunity to apply

compressive sensing by only looking at part of the band when SNR is not an issue.

3.1.1 DSSS Modulation

As shown in Figure 3.1, the transmission chain of a standard 802.11b implemen-

tation can be summarized as four steps: scrambling, modulation, spreading and pulse

shaping. The data is initially “scrambled” by XORing it with a fixed pseudo-random

sequence—to avoid long runs of ones or zeros—before being modulated (using BPSK in

the 1-Mbps case). The modulated baseband signal is then “spread” by replacing each

bit with an eleven-chip Barker sequence to expand the signal. The spreading process

serves several purposes. First, it enlarges the spectrum of the original baseband signal

by eleven times to make it more robust to channel noise. Secondly, due to the unique
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Figure 3.2. Original and modified baseband Rx processing chain. Compared to the

original Rx chain, the modified chain adds an additional integrate-and-dump component

and replaces the De-spreading part with the compressive sensing decoder.

properties of a Barker sequence, it enables the receiver to more easily synchronize with

the transmitted signal. In particular, a Barker sequence has low auto-correlation except

when precisely aligned with itself, so receivers can easily determine when they have

correctly synchronized with the incoming chip sequence.

Mathematically, one can consider the DSSS spreading process as computing

an eleven-chip signal, C, for each bit, C = M · bi, where bi is a 2× 1 sparse vector

(b1 = [0 1]T corresponds to a 1 and b0 = [1 0]T for a 0), and the Barker sequence M is

given by

M =







+1−1+1+1−1+1+1+1−1−1−1

−1+1−1−1+1−1−1−1+1+1+1







T

.

Note that the two rows of M are simply inverses of each other; hence, both Barker

sequences have identical auto-correlation magnitudes—they just result in either positive

or negative correlation.

Subsequently, the pulse-shaping stage ensures that the resulting signal spectrum

shape conforms to the IEEE 802.11b specification. In particular, the shaped signal has

a bandwidth of 22 MHz; therefore, a minimum sampling rate of 44 MHz is required to

meet the Nyquist sampling criteria at the receiver side.

Conversely, Figure 3.2 presents a high-level description of an 802.11b receiver

baseband processing chain. A matched filter recovers the chip values. In particular, the

matched filter correlates the incoming chip samples with the Barker sequence to locate
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where the bit boundary is, i.e., the first chip in the bit. Once the signal is synchronized, it

is sampled every chip time. Therefore, over the course of a single bit duration, eleven

sample values will be collected corresponding to the eleven-chip Barker sequence. This

chip sequence is “de-spread” by once again correlating it with the Barker sequence to

determine whether a 1 or 0 was encoded, resulting in (hopefully) the original 1-Mbps bit

stream which is then de-scrambled by XORing with the same scrambler sequence.

3.1.2 Compressive Sensing

We implement compressive sensing using an integrate-and-dump sampler as

suggested by Tropp et al. [62]. As shown in Figure 3.2, we extend the match filter by

introducing an integrate-and-dump stage, which accumulates the output from the matched

filter for multiple chip durations, allowing for a lower sampling rate than the standard 11

MHz. The radio can then be downclocked appropriately to achieve a desired compression

ratio: sampling is performed on the accumulated output (as opposed to each chip) and the

discrete samples—which contain multiple chips—are fed to the rest of the receiver chain.

We can formalize the DSSS sampling process described in the previous subsection

as extracting a sample Y from the received signal, C̃ (which is the transmitted DSSS

signal C encoded as described above but distorted by the channel), with the diagonal

sampling matrix H:

Y = HC̃. (3.1)

In a standard receiver operating at full clock rate, H is an 11×11 identity matrix which

simply samples each chip exactly once. Y is then correlated with the Barker sequence M

to determine the transmitted bit.

With an integrate-and-dump sampler, the measurements can be viewed as a linear

combination of the original chip values. For example, suppose only three measurements

are desired (i.e., a downclocking ratio of 3/11). The measurements can be viewed as
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substituting a compressive measurement matrix into Equation 3.1:

Ĥ =













1 1 1 1 0 0 0 0 0 0 0

0 0 0 0 1 1 1 1 0 0 0

0 0 0 0 0 0 0 0 1 1 1













.

Here, our sampling matrix has only three rows because we intend to sample each bit’s

Barker sequence only three times. Because eleven cannot be evenly divided by three, the

integrate-and-dump sampler needs to accommodate varied accumulation length. (We

relax this assumption in a later subsection.) In this particular example, to reduce the

clock rate by 11/3=3.67×, we choose to take two samples of four chips and one of three.

Once the compressive samples are obtained, the baseband logic can be re-engineered

to work with the compressed measurements. For example, Davenport et al. show the

following decision rule1 can be used [19]:

di = (Y−HMbi)
T(HHT)−1(Y−HMbi). (3.2)

If d0 < d1, the bit is decoded as 0, and 1 otherwise. Our proposed receiver baseband

processing chain is also presented in Figure 3.2. Since only a single bit is decoded at a

time, the decision rule can be simplified as

di = YT(HHT)−1(HMbi). (3.3)

1The middle term (pre-whitened matrix) of Davenport’s decision rule is actually (HMMTHT) because

they assume the basis matrix M is applied during decoding after the signal has been received. In our DSSS

modulation scheme, the matrix is applied during transmission, so we can drop it from our rule.
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3.2 Transmission

Recall from the previous section that one of the key roles of the Barker sequence

is to allow the receiver’s matched filter to identify the beginning of the bit sequence.

In particular, given 802.11b’s eleven-chip Barker sequence, a bit boundary is within

the next ten samples of any chip. Hence, the matched filter simply correlates the chip

samples at each of these eleven positions. Because of the auto-correlation properties of

the Barker sequence, the start of the bit sequence is clearly indicated by a correlation

peak. In theory, the Barker code’s correlation maximum is 11× larger than the second

maximum. However, when a signal is transmitted over the air, it may get distorted and

noise is added. Hence, real receivers never use a peak criteria as high as eleven; on the

contrary, commercial WiFi cards use much lower thresholds as our experiments reveal.2

Based on this observation regarding the decoding threshold, we design Barker-like

sequences whose auto-correlation properties are not as strong as regular Barker sequences,

but are still likely to satisfy the matched filter’s threshold to allow the receiver to properly

identify the bit boundary. Similarly, our sequences have the property that, when correlated

with a properly-aligned 802.11b Barker sequence, they can be successfully decoded.

(Recall that de-spreading is only performed on properly-aligned chip sequences.) Again,

they do not have perfect correlation with the true Barker sequence, but sufficiently high

enough to either exceed the threshold for 1s, or low enough to pass for 0s.

The key feature of our Barker-like sequences is that they are shorter than the

original Barker sequence, yet transmitted over the same time interval. As a result, each

chip in our Barker-like sequence lasts longer than a standard Barker chip. The exact

number of chips in the sequence—and, thus, the chip duration—can be chosen to match

an intended downclock rate. To search for these sequences, at a high level, we use

2For example, Sora [60] decides the maximum value is a peak if the maximum value is at least twice

the second maximum.
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correlation peak-to-average ratio as a close approximation to decide how good the code

sequence is.

Let us represent the original Barker sequence as:

C(t) =
n−1

∑
i=0

ci ·g(t − iTc),

where each chip ci ∈ {−1,+1}, Tc is the chip duration, g(.) is a rectangular function with

duration [0,Tc], and n = 11. The Barker-like sequence we are looking for is denoted as:

C̄(t) =
m−1

∑
j=0

c̄i · ḡ(t − iT̄c),

where m is the number of chips in the Barker-like sequence and T̄c =
n
m
·Tc. This Barker-

like sequence is then intended for the clock to operate at m
n

of the full rate. Furthermore,

the chip values c̄ j remain restricted to -1 and +1 as in the original Barker sequence.

To construct a Barker-like sequence that can be successfully decoded, we consider

the correlation result:

fcor(iTc) =
∫ (i+n−1)Tc

iTc

C(t)∗C̄(t − iTc)dt. (3.4)

Notice that C(.) will repeat itself every nTc period in Equation 3.4 so we only need to

evaluate fcor from 0 to (n−1)Tc. For any particular m (we are interested in 1 < m < 11),

there are only a finite number of possible Barker-like sequences, so we search all possible

combinations and choose the one with the best auto-correlation property, i.e., maximum

correlation result when both sequences align with each other and nearly zero elsewhere.

Figure 3.3 shows some examples of the Barker-like sequences we obtain, and

how they compare to the original eleven-chip Barker sequence. To operate at a particular

downclocked rate of m/11, we select a Barker-like sequence of length m to use for
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Figure 3.3. Spreading sequences of various lengths, including the 802.11-standard eleven

chip Barker sequence and the Barker-like sequences used by SloMo when downclocked

accordingly.

spreading. Because the radio is downclocked, each chip will last (11/m)× as long as a

standard chip,3 and the signal will be more narrow than usual. Specifically, the signaling

rate for a Barker-like sequence is smaller than that of the original Barker sequence,

given that bandwidth is proportional to signaling rate, we expect the signal spectrum of

Barker-like transmission to be narrower than the spectrum of standard WiFi. Figure 3.4

confirms that our Barker-like sequence transmission indeed occupies less spectrum in

proportion to downclocking rate for real SloMo (WiFi) packets captured over the air.

Our Barker-like sequences of length four and five deserve special mention. When

searching for sequences using Equation 3.4, we exhausted the entire search space without

identifying any sequences with only a single clear peak when aligned with the origi-

nal Barker sequence. Instead, we identified sequences that produce two peaks when

correlated with the original Barker sequence: one when perfectly aligned and another

when almost completely (roughly 60%) offset. Hence, the receiver will either correctly

identify the bit boundary, or be mis-aligned by roughly “half a bit.” In that instance, the

receiver will attempt to decode the latter half of one bit sequence and the first half of the

3Except when m = 2 where the two chips last for 6 and 5×, respectively, which we found to be more

reliable than two chips of 5.5× A caveat here is that the 6-and-5× design might increase the complexity of

clocking component substantially.
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Figure 3.4. Power spectrum density comparison between standard 802.11b and down-

clocked Barker-like transmission for real WiFi packets captured (downclocking rate:

27.2%).

subsequent bit sequence as one bit sequence. We selected our 4 and 5-chip Barker-like

sequences such that the decoding of this mis-aligned chip sequence will decode as the

inverse of the correctly aligned one. Because both BPSK and QPSK actually encode

data based on the transitions between bits (as opposed to their actual magnitude), either

sequence will be decoded correctly.

3.3 Practical Design Considerations

In the foregoing description of our compressive-sensing-based receiver, we as-

sume 1) that the bit boundary is known, 2) compressive measurements are only taken

over chips belonging to the same bit, and 3) the number of chips to be integrated varies

(as reflected in the measurement matrix given in Section 3.1.2). Here, we first relax the

latter two requirements and then return to address the former.
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3.3.1 Fixed-Length Integrate-and-Dump

Rather than have variable-length integration periods, an alternative is to have

a fixed integration length l and occasionally integrate fractions of a chip value into a

measurement. For example, the following measurement matrix (which we employ when

the clock is operated at 4/11 of the original rate) serves as a concrete example:

H =



















1 1 1 0 0 0 0 0 0 0 0

0 0 0 1 1 1 0 0 0 0 0

0 0 0 0 0 0 1 1 0.5 0 0

0 0 0 0 0 0 0 0 0.5 1 1



















.

Note that the third and fourth samples each integrate a fraction of the ninth chip. Alterna-

tively, if integrating a fraction of the chip turns out to be challenging, we could integrate

a fixed number of chips and extend the decoding to multiple bits as a group.

At a raw data rate of 1 Mbps, Nyquist requires a minimum of two measurements

per eleven-chip sequence; we cannot downclock the receiver a full 11×. Hence, the

useful range of integration lengths is between two and five chips. Since eleven is a prime

number, for any integration length k (2 ≤ k ≤ 5), the number of compressed samples

is not an integer for a single bit. In fact, we need to perform compressive sensing over

a minimum of 11k chips to produce an integer number of measurements (i.e., eleven

measurements). Therefore, rather than decoding one bit at a time, we jointly decode k

bits in a group—which exactly corresponds to 11k chips. The same decoding rule (i.e.,

Equation 3.2) can be applied with slight modifications. In particular, bi is now a 2k ×1

sparse vector where only one element is 1 and the rest are 0; M is changed to a Barker

sequence matrix of size 11k×2k which enumerates all the 2k possible Barker waveforms

corresponding to k bits in its columns; finally, the sampling matrix H becomes a size
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11×11k matrix and each row ri (0 ≤ i ≤ 10) contains k 1s starting from element index

(i−1)∗ k and 0s elsewhere.

3.3.2 Synchronization

Symbol synchronization is a fairly standard technique and is often implemented

in hardware [50]. Unfortunately, locating the bit boundary is slightly more challenging

when using compressive sensing. After passing through the integrate-and-dump circuit,

the compressed measurements no longer exhibit the excellent auto-correlation property

provided by the original Barker sequence. Therefore, the standard correlation and peak

searching-based method described in the previous section no longer suffices.

Recall that we are decoding our sample stream in groups of k bits at a time, where

each bit consists of eleven chips, but our integrate-and-dump sampler has reduced these

chips by a factor of k. Hence, we are always decoding exactly eleven samples at once. If

we knew where to start decoding, the first compressed measurement would correspond to

the sum of the first k chips of the first bit. Rather than trying to identify the bit boundaries

ahead of time, we observe that eleven is a prime number, so one and only one alignment

with the sample stream will produce successful decodings—all others will never align

regardless of the downclocking factor k.

Because we have no idea which one of the eleven compressed measurements

starts a group, we store the decoding results for each possible position simultaneously.

For implementation purposes, we keep eleven bit arrays (B0–B10). Suppose the incoming

compressed measurements are labeled S0, S1, · · · ; we decode S0–S10 and store the result

in B0, S1–S11 to B1, S2–S12 to B2, · · · , S10∗ j+i–S10∗ j+i+10 to Bi (0 ≤ i, j,≤ 10). Each

incoming compressed measurement will complete the decoding of one of the eleven-bit

arrays. Meanwhile, we look for the fixed bit pattern of the Start of Frame Delimiter

(SFD) among the eleven stored bit-arrays. Once the SFD is identified and found in one
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of the arrays, we then know the correct bit boundary and only need to keep decoding in

one of the eleven arrays.

While the synchronization operation can be conducted in parallel, we implement

the process in a single software thread in SloMo as the synchronization stage only

lasts for the duration of the preamble (72 µs and 144 µs for short and long preambles,

respectively). The SFD is guaranteed to be found within this well-defined time bound (or

equivalently, a fixed number of decoded bits) for any valid frame. If no SFD is detected

after a reasonable amount of time, the synchronization process is aborted and we start to

search for the next packet.

3.4 Interacting with Existing Networks

Because SloMo requires modifications only to the downclocked wireless node

and is entirely 802.11b-compliant, it is fully compatible with existing WiFi deployments.

No changes need to be made to the access point or other devices on the network to support

SloMo. In this section, we discuss how SloMo interacts with a standard 802.11b/g/n/ac

basestation, as well the potential interactions with other client nodes due to its use of

802.11b (as opposed to 802.11g/n/ac).

3.4.1 Rate Selection

When operating in downclocked mode, a SloMo node can only decode frames

encoded using DSSS—in particular, it is not able to use complementary code keying

(CCK) encoding (i.e., 5.5 and 11-Mbps 802.11b frames) or communicate at 802.11g/n/ac

rates. Fortunately, the 802.11b standard includes mechanisms for the SloMo node

to convey these constraints to the access point (AP). If the SloMo node is currently

connected to an AP, before it goes into downclocked mode it can transmit a re-association

request frame to inform the AP it only supports 1 and 2 Mbps.
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Even if a SloMo node fails to notify the AP of the supported rate change, most

APs employ a dynamic transmission rate adjustment algorithm that will throttle the

sending rate until it successfully communicates with the SloMo station: when the AP

fails to receive an acknowledge (ACK) for frames it transmits at a higher data rate, it will

retry at a lower rate and eventually step down to 1 or 2 Mbps.

3.4.2 Protocol Interactions

While SloMo devices must operate at 802.11b speeds, it is clearly desirable

to ensure that other network nodes can continue to transmit at 802.11g/n/ac rates if

they are so capable. The concern in such environments is that the SloMo node cannot

decode such frames, and might cause collisions. Luckily, collisions are straightforward

to avoid. 802.11b specifies three different clear channel assessment methods: energy

detection, frame detection, or a combination of the two. An 802.11b-compliant device

can implement whichever method it chooses. Relying on energy detection alone as its

clear channel assessment (CCA) method, our SloMo node could co-exist with any other

802.11g/n/ac node in the network without requiring them to turn on protection mode

to minimize the impact of throughput loss due to slower 11b rates. This approach may

require the network operator to manually turn off protection mode on the AP if SloMo

nodes are the only possible set of 802.11b clients.

Additionally, because 802.11b and 802.11g employ different inter-frame timings

(for example, the slot time is 20/9 µs for 802.11b/g with protection mode off), one might

be concerned about the potential unfairness in channel access contention. We could

modify the inter-frame timings for SloMo nodes to ensure fair channel access, but we

observe that the standard settings penalize the SloMo node, not the other nodes, and the

SloMo node is unlikely to have high demand for the channel given it has elected to go

into downclocked mode. Hence, we have not deployed this change on our prototype.
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3.5 Network Impacts

Since SloMo only supports 1 or 2-Mbps data rates, an obvious concern is that

the lower bitrate transmissions require more airtime, thereby decreasing overall network

performance, or, worse, increasing the energy consumption of other nodes in the WiFi

network and negating the gains realized by the downclocked node. While certainly

possible in theory—or even in practice for highly congested networks [63]—its likelihood

depends both on the background usage level in the network and the communication

patterns of the downclocked node.

For example, for voice over Internet Protocol (VoIP) applications the typical

packet size is roughly 40 bytes, implying that a VoIP node’s air time usage is dominated

by inter-frame spacing and channel contention resolution rather than data transmission

or reception [63]. Hence, a VoIP flow’s impact on network throughput is likely to be

negligible regardless of the bitrate (clock rate) the node chooses to employ. In other

scenarios, however, where the downclocked node is transmitting or receiving large

packets, or the network is already reaching maximum capacity, the impact may be

noticeable. We observe that both the station and the AP could detect and address such

situations. In particular, an AP can monitor the current traffic load on the network,

number of power save mode (PSM) clients, and any other pertinent information. For

severely congested networks, the downclocked operation may not be allowed. In practice,

for most of the popular smartphone apps we study, the impact on free channel airtime is

limited.

Moreover, many networks are lightly loaded. For example, a study of our

department’s wireless network found that 60% of all frames are transmitted without

contention—i.e., the initial back-off counters expire without needing to wait for other

channel activity [16].
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3.6 Prototype

To assess the feasibility of our approach, we implement a prototype compressive-

sensing-based 802.11b transceiver architecture in Microsoft Sora, a fully programmable

software-defined radio [60]. We show that compressive sensing achieves similar packet

reception rates as standard WiFi under reasonable network conditions, even when clock

rates are reduced by a factor of five. We also show that downclocked transmission using

short Barker-like sequences is feasible when communicating with standard WiFi devices.

3.6.1 Implementation

To allow maximum generality of their radio platform, the Sora architecture differs

from the typical WiFi chipset design discussed previously. Rather than implementing

a matched filter in hardware and sampling thereafter, the Sora radio board has a fixed

sampling rate of 44 MHz and passes the raw data samples directly to the processing

pipeline. The matched filter and decoding stages are all implemented in software.

We modify the Sora code by adding an integrate-and-dump sampler into the

receiver chain and re-design the bit-decoding algorithm as described by Equation 3.3.

We implement both versions of the integrate-and-dump sampler (variable and fixed

length). Since Sora’s clock rate is fixed at 44 MHz, we are unable to downclock it

while transmitting. Instead, we emulate downclocked transmission by repeating data

samples to effectively simulate a slower clock. We then employ a root-raised-cosine

filter for pulse shaping. Since Sora does not have an on-board automatic gain control

(AGC) circuit, we have to realize the AGC in software. Finally, to compensate for the

clock oscillator difference between transmitter and receiver, we also implement a phase

tracking component to ensure correct decoding of multiple-bit groups. We describe both

implementations below.
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3.6.2 Phase Tracking & Automatic Gain Control

Recall from Equation 3.3 that the receiver multiplies the compressed measure-

ments (Y) with a set of known coefficients (H,M, and bi). However, since in practice

we need to decode multiple bits at a time, we have to subtract a set of reference values

(constellation points) from the compressed measurements. Subtraction requires the mag-

nitude of the signal to be properly matched to the reference values. This equalization

is typically achieved through an automatic gain control (AGC) circuit. Unfortunately,

Sora does not have a hardware AGC on board so we have to estimate the measurement

magnitude in software.

For BPSK and QPSK without compressive sensing, channel samples are taken

either from the Barker sequence (representing bit 1) or a negative copy of itself (repre-

senting bit 0). Both channel samples are therefore of equivalent magnitude. However,

with compressive sensing, the set of chips underlying each measurement are unknown a

priori. To address this issue, we search for multiple samples with constant magnitude

regardless of the underlying data bits. Fortunately, for the general integrate-and-dump

design, we can locate such measurements for all possible integration lengths.

Controlling for the signal’s magnitude solves half the problem. Because clock

oscillators on the transmitter and receiver never perfectly synchronize with each other,

constellation points start to rotate unless phase tracking is performed to compensate. In

particular, when decoding a group of bits, a bit error will occur whenever the constellation

point drifts across an axis (either imaginary or real). We leverage the fact that when a

constellation point is not crossing an axis, the results from both in-phase and quadrature

phase are valid. When one component is about to cross an axis, the magnitude of the

other component is significantly larger. We then quickly switch the decoding results

based on the larger one (whose sign remains unchanged).
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3.6.3 Experimental Evaluation

In this section, we empirically study the impact on communication performance

due to downclocking. First, we measure the frame reception rate for downclocked

reception and transmission under different SNR and clock rate combinations. We then

evaluate the network throughput under downclocking, and show that the SloMo design is

not tied to a particular commercial WiFi chipset. Finally, we demonstrate that it is also

possible to run unmodified real application (e.g., Skype) on SloMo.

We conduct most of our experiments using two nodes, a Sora node running

our SloMo implementation and a laptop with a commercial WiFi device. The Sora

hardware is a Shuttle XPC SX58J3 machine with eight central processing unit (CPU)

cores configured with a Sora radio control board and an Ettus Research XCVR2450 radio

transceiver. It runs Windows XP modified to support the baseline Sora software and our

SloMo modifications. The laptop is a Lenovo T410 with two CPU cores running Ubuntu

10.04 with an Intel 6200 WiFi card. We operate the Sora node and laptop as an ad-hoc

network for flexibility. By default we perform our experiments using the 1-Mbps link

rate of 802.11b (experiments using 2-Mbps double application throughput as expected).

To experiment with different network conditions, we vary the distance and path

between nodes: we fix the location of the SloMo node in a room, and move the laptop to

various locations inside the building.

Downclocked Reception

We start by evaluating downclocked reception in isolation using compressive

sensing. We transmit packets using the commercial WiFi device on the laptop to our

experimental Sora node, which receives them using compressive sensing with a config-

urable decoding clock rate. For each clock rate and location, we transmit 1,000 User

Datagram Protocol (UDP) packets (each 1,000-bytes long) paced to allow the network



41

to settle between transmissions. We repeat each experiment ten times to account for

variations. We perform the experiment across a wide range of clock rates, and in different

locations that result in a variety of network conditions. In each case we record the fraction

of transmitted packets successfully received and decoded using compressive sensing on

the Sora node, and also report the corresponding SNR value for each location.

Figure 3.5 shows that downclocked reception operates nearly as well as standard

WiFi across a wide range of decoding clock rates. Each point is the average of ten runs,

and the error bars show the standard deviation. A clock rate of 100% corresponds to

standard WiFi processing as the baseline, and smaller rates correspond to more aggressive

use of compressive sensing with lower power requirements. When the SNR is good (≥48

dB), packet reception using compressive sensing is nearly equivalent to standard WiFi,

even for very low clock rates of 18–36%. Recall from Section 2.3 that downclocking at

such rates corresponds to ≥ 40% savings in power consumption for a WiFi chipset.

Unfortunately, our ability to evaluate SloMo downclocked reception performance

for a wider range of SNRs is limited by the Sora platform. We observe that Sora has a

rather narrow dynamic range in terms of receiver sensitivity and exhibits a sharp cut-off

behavior when the SNR is around 46 dB, likely due to the lack of hardware automatic

gain control. While operating in this regime, Sora’s standard WiFi implementation only

achieves a 53% reception rate, and compressive sensing delivers 73% of that performance

at the lowest clock rate.

Downclocked Transmission

Next we evaluate downclocked transmission in isolation using the shorter “Barker-

like” sequences. We send packets from our experimental Sora node using downclocked

transmission to the commercial WiFi device on the laptop, and record the fraction of

transmitted packets successfully received and decoded by the commercial device. We use
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Figure 3.5. Frame reception rates using downclocked compressive sensing at SloMo

node for packets sent by commercial WiFi device. As a baseline, the 100% clock rate

corresponds to using the default 802.11b implementation.

the same methodology as with compressive sensing: ten runs of 1,000 UDP packets at

each combination of downclock rate and network location. We also experiment with two

packet sizes. The first is a small packet size of 60 bytes, corresponding to apps sending

small data packets and sending ACKs in response to a packet received using compressive

sensing. The second is a larger packet size of 1,000 bytes.

Figures 3.6a and 3.6b show the results for downclocked transmission for small

and large packets, respectively. Compared to downclocked reception with compressive

sensing, we note that the operational SNR range is much larger; commercial WiFi cards

have much better receiver sensitivity than Sora.

Focusing on results relative to the commercial WiFi baseline, however, shows that

downclocked transmission using shorter “Barker-like” sequences more strongly depends

on network conditions, clock rate and packet size. A clock rate of 100% transmits using

the full Barker sequence in standard WiFi, and smaller rates correspond to transmission
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Figure 3.6. Frame reception rates at commercial WiFi device for packets sent by SloMo

node using downclocked Barker-like transmission. As a baseline, the 100% clock rate

corresponds to using the default 802.11b implementation.
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using increasingly shorter Barker-like sequences (Figure 3.3); the lowest transmission

clock rate is 20%, which corresponds to transmitting with just two chips (Section 3.2).

As shown in Figure 3.6a, with small packet sizes downclocked transmission is nearly as

good as standard WiFi for moderate and good network conditions (≥ 26 dB) for nearly

all downclock rates (at the lowest 20% clock rate, reception rates are 10–20% below the

baseline). With larger packets sizes, as shown in Figure 3.6b, downclocked transmission

continues to do well for the majority of clock rates.

Note that downclocked rates of 73% and 82% underperform other clock rates by

7–10% when the SNR is moderate or low (≤26 dB). This variation is due to how well a

“Barker-like” sequence approximates the original Barker sequence; a longer sequence

(higher clock rate) does not necessarily yield better correlation results. As with small

packets, the lowest clock rate of 20% substantially degrades reception relative to the

baseline, pushing the limit of downclocking.

Overall, when SNR is poor (≤ 13 dB), downclocked reception rates are on average

10% less than the standard WiFi implementation; otherwise, the packet reception rates

are approximately the same. These results indicate that downclocked transmission is

feasible for a wide range of SNR scenarios, especially transmitting ACKs at the same

downclocked rate used to receive data frames.

Transport Layer Throughput

To stress SloMo’s downclocking implementation, we next evaluate application

throughput at both 1-Mbps and 2-Mbps link rates. We use iperf to transmit 1,000-

byte UDP packets as fast as possible between the laptop and Sora node, repeating the

application ten times. We perform the experiment at three clock rates, including 100% as

the standard WiFi baseline, and at two locations where the SNR condition is excellent

and good, respectively.
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Figure 3.7. UDP throughput using iperf sending packets from the commercial WiFi

device to the SloMo Sora node using downclocked reception with compressive sensing.
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Figure 3.8. Comparing UDP throughput when sending from two different commercial

WiFi devices to the SloMo Sora node.

Figures 3.7a and 3.7b show the iperf throughput results for link rates of 1 Mbps

and 2 Mbps, respectively. These results evaluate downclocked reception using compres-

sive sensing: iperf runs on the laptop with the commercial WiFi card and sends UDP

packets to the SloMo Sora node, which receives the packets at downclocked rates. For the

“good” and “excellent” network conditions, application throughput at the downclocked

rates is nearly equivalent to throughput using standard WiFi. Figure 3.7b shows that

downclocked reception indeed can take full advantage of 2-Mbps link rates under rea-

sonable network conditions. For “good” and “excellent”, the application throughputs at

2 Mbps are double those at 1 Mbps.

Hardware Heterogeneity

To test the sensitivity of SloMo to specific commercial WiFi implementations,

we performed similar throughput experiments between the Sora node and a Macbook
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Figure 3.9. The Mean Opinion Score (MOS) for VoIP calls using Skype at different

downclocked rates and network conditions. The SloMo node uses both downclocked

reception and transmission.

Pro laptop with an Apple Airport Extreme WiFi card using the Broadcom BCM43xx

firmware. As above, we used iperf to send 1,000-byte UDP packets as fast as possible

for combinations of downclock rates and network conditions, repeating each run ten

times. We found that both downclocked reception and transmission operated as expected

between SloMo and both commercial WiFi devices on the laptops. Figure 3.8 shows

the iperf results for downclocked reception. Although application throughput with the

Intel card on the Lenovo was consistently 5–10% higher than with the Airport Extreme

on the Macbook, this difference was independent of whether we were using normal or

downclocked communication, clock rate, and network location. We also performed the

same experiment in the reverse direction—using iperf to send packets from the SloMo

Sora node using downclocked transmission to the laptops—and experienced the same

behavior.
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Skype Application

Finally, we combine downclocked reception and transmission in an application-

level experiment that evaluates the quality of Skype VoIP communication using SloMo.

The Lenovo laptop communicates directly with the SloMo Sora node, which acts as a

bridge to our LAN. One Skype user is on the Lenovo laptop, and the second is on a

Macbook laptop connected to the LAN such that the Skype connection flows through the

SloMo Sora node. The SloMo Sora node receives Skype data and ACK packets from the

Lenovo laptop using downclocked compressive sensing, and transmits ACKs and data

packets to the laptop using the downclocked short “Barker-like” sequences.

We make Skype calls between the two users in the three network locations and at

three clock rates: standard WiFi (100%), 5/11 (45%), and 2/11 (20%). For each location

and clock rate combination, we make ten calls lasting between 25–30 seconds and record

packet traces for the connections. With the packet traces, we use the methodology

described by Verkaik et al. [63] to calculate the Mean Opinion Score (MOS) for each call,

a standard metric for scoring call quality that ranges from 5 to 1 (good to bad). Similar as

Verkaik et al. [63], we calculate a version of MOS based on network-level characteristics

(jitter, packet loss, etc.) derived from packet traces [18] that are further calibrated using a

model tuned to the particular codec used [21].

Figure 3.9 shows that downclocked communication using SloMo only signifi-

cantly degrades call quality when network conditions are poor, as expected. The points

show the average MOS score across calls made in each configuration, with the standard

deviation as error bars. The full-clock-rate curve corresponds to standard WiFi, and the

other curves are for downclocked SloMo. When network conditions are “good” and

“excellent”, VoIP calls even using an 18% downclock rate achieve MOS scores that are at

least 90% of the MOS scores using standard WiFi. When network conditions are poor,
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calls at the 45% downclock rate are still comparable (MOS scores are 96% of standard

WiFi), but the quality of calls at the 18% downclock rate suffers: the already low MOS

scores are just 66% of standard WiFi. As with previous experiments, when network

conditions are very poor only moderate downclocking works well.

3.7 Summary

Leveraging the inherent information sparsity in DSSS modulation, we illustrate

how to design and implement a compressive sensing based 802.11b receiver that decodes

standard WiFi frames sent at 1 or 2 Mbps. In addition, we notice that there exists

large bit-decision headroom for WiFi (DSSS) frame reception on commercial WiFi

devices. Based on this observation, we propose “Barker-like” sequences with chip

rates that are much smaller than the standard Barker sequence, which essentially enable

downclocked WiFi transmission. We have also carefully addressed the intricacies of

making a SloMo receiver practical, i.e., fixed-length integrate-and-dump, synchronization,

network protocol interactions, etc. We then implement our design on a software-defined

radio platform and demonstrate that SloMo can seamlessly communicate with existing

commercial WiFi chipsets. Under moderate SNR conditions, the performance of SloMo

is almost identical to a standard 802.11b transceiver. However, the SloMo system is

limited to 1 and 2 Mbps data rates, which may not be sufficient to support bandwidth

hungry applications. In the next chapter, we discuss how our WiFi downclocking design

can be extended to higher data rates.

Chapter 3, in part, is a reprint of the material as it appears in Proceedings of the

USENIX Symposium on Networked Systems Design and Implementation 2013. Lu,

Feng; Voelker, Geoffrey M.; Snoeren, Alex C. The dissertation author was the primary

investigator and author of this paper.



Chapter 4

Downclocking 802.11a/g

The previous chapter showed that downclocked 802.11b reception and transmis-

sion using compressive sensing and Barker-like sequences are both practical and useful.

However, the supported data rates are somewhat limited with these approaches. In this

chapter, we show how to extend our downclocking design to higher data rates in WiFi

with Enfold, in particular orthogonal frequency division multiplexing (OFDM) modulated

WiFi frame reception. First we describe the fundamental underpinnings of the Enfold

design which exploits the aliasing effect that is inherent in under-sampling an OFDM

signal. We then survey the practical challenges of implementing a real downclocked

OFDM WiFi receiver, such as synchronization, frequency offset and phase recovery,

and describe techniques that address the various challenges in addition to decoding. We

next present an implementation of our Enfold design on the Microsoft Sora platform

and the modifications needed to support downclocked OFDM reception on existing

infrastructure. Finally, we evaluate the Enfold system both in simulation and in practice

with real WiFi devices, and demonstrate that Enfold can attain greater than 96% and 83%

packet reception rates for moderate signal-to-noise ratio (SNR) while reducing the clock

rate by two times and four times, respectively.

50
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4.1 Harnessing Aliasing

Unlike the direct sequence spread spectrum (DSSS) modulation scheme used in

802.11b, OFDM signals are extremely dense as data bits are encoded on all subcarriers

across the entire frequency spectrum. Therefore, compressive sensing techniques are no

longer applicable in downclocked OFDM reception. When the sampling rate is below

the Nyquist rate, aliasing occurs, where the signal spectrum folds up and the transmitted

signal is no longer recoverable. However, we observe that there exists well-defined

structure in terms of how the signal spectrum folds up under aliasing. Based on the

design of OFDM communication systems, we show how the structure can be exploited to

enable downclocked operation.

4.1.1 Downclocked OFDM Modulation

At a high level, an OFDM communication system is defined by the inverse fast

Fourier transform (IFFT) and fast Fourier transform (FFT) operations. In the context

of 802.11, this implies the following: a) data bits are modulated and coded on a num-

ber of subcarriers and inverse FFTs are taken over these coded values to produce the

time-domain signal at the transmitter; and b) the time-domain signal is sampled at the

receiver, which then performs FFTs over these data samples to recover the encoded

values. To convey the essence of our idea, we defer details related to timing, frequency

synchronization, channel estimation, etc., to later sections, and focus for the moment

entirely on modulation.

Here, we consider a single OFDM symbol and denote the data encoded on each

subcarrier as Ci, and channel impulse response for each subcarrier as Hi, where 0≤ i≤ 63

in the case of 802.11a/g. Thus, the sampled signal at the receiver, when expressed in the

frequency domain, will be CiHi for subcarrier i. Correspondingly, the 64 time-domain
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data samples at the receiver can be written as:

Dk =
1

64

63

∑
i=0

CiHie
j2πki/64 +Wk, k = 0, . . . ,63. (4.1)

where Wk is the channel noise. To recover the transmitted data, the receiver performs

FFT on the 64 data samples, Dk, and the resulting frequency response is expressed as:

Fl =
63

∑
k=0

Dke− j2πkl/64, l = 0, . . . ,63. (4.2)

Now let us substitute Eq. (4.1) to Eq. (4.2):

Fl =
63

∑
k=0

(
1

64

63

∑
i=0

CiHie
j2πki/64 +Wk)e

− j2πkl/64

=
1

64

63

∑
i=0

63

∑
k=0

CiHie
j2πk(i−l)/64 +Nl

=ClHl +Nl.

where Nl = ∑
63
k=0Wke− j2πkl/64 is the channel noise expressed in the frequency domain at

subcarrier l, which results in a non-zero decoding error. Subsequently, the transmitted

data is estimated as Fl/Hl .

Now let us suppose the incoming data is sampled at a 50% clock rate. 32 samples

will be produced, i.e., D2k(k = 0, . . . ,31). Correspondingly we perform a 32-point FFT
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operation on these data samples to yield the following frequency response:

F̃l =
31

∑
k=0

D2ke− j2πkl/32

=
31

∑
k=0

(
1

64

63

∑
i=0

CiHie
j2π2ki/64 +W2k)e

− j2πkl/32

=
1

64

63

∑
i=0

31

∑
k=0

CiHie
j2πk(i−l)/32 + Ñl

= 0.5∗ (ClHl +Cl+32Hl+32)+ Ñl.

(4.3)

Notice that ∑
31
k=0CiHie

j2πk(i−l)/32 equals to 0 if (i− l)/32 is not an integer. We refer

to 0.5 in Eq. (4.3) as the downclocking scaling coefficient. One way to interpret the

aliasing effect given in Eq. (4.3) is that the frequency response for subcarrier l is the

average of the responses for subcarrier l and l +32 (if they were sampled at full rate),

for l = 0, . . . ,31. Similarly, the frequency response for subcarrier l at a 25% clock rate

would be the sum of the responses for subcarrier l, l +16, l +32, and l +48 (should the

full sampling rate have been applied), scaled by the downclocking coefficient, 0.25.

Hence, aliasing effectively transforms the original n-QAM (quadrature amplitude

modulation) system to n2-QAM at the receiver side for a 50% clock rate. For example, if

BPSK (binary phase shift keying) is used at the sender, the resulting modulation due to

aliasing would be 4-QAM. Similarly when downsampling at 25% clock rate, n-QAM

transmissions will be transformed into n4-QAM. Figure 4.1 shows the constellation

diagram for a subcarrier of two real WiFi packets when received at 50% and 25% clock

rates, respectively, which serves as a concrete example of how the modulation scheme is

transformed.

In sum, when aliasing happens the signal spectrum folds up and superimposes

on itself in a well-defined manner, thereby enabling a systematic decoding of the com-

pounded frequency responses.
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Figure 4.1. Frequency response (constellation diagrams) on subcarrier 6 for two real

WiFi packets under 50 and 25% downclocking. Notice how the constellation diagram

changes as clock rate decreases.
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4.1.2 Decoding Aliasing Induced Modulation

We now explain how to decode the original data bits. We choose 802.11a/g

6-Mbps transmissions and a 50% reception clock rate as an example to illustrate our

idea with an understanding that the approach holds for other rates and downclocking

options. At 6 Mbps, a group of 48 bits are mapped into 48 complex numbers during the

modulation mapping, where each bit is mapped to either 1+0 j or −1+0 j using BPSK

modulation. These 48 complex numbers are then encoded on 48 out of the 64 subcarriers.

Recall from Eq. (4.3) that the frequency response is the sum of ClHl and Cl+32Hl+32 for

subcarrier l at the receiver side. Given the values of Cl the frequency response Fl takes

one of the four values, 1
2
(±Hl ±Hl+32), depending on the bits mapped to subcarrier l and

l+32 on the sender side (e.g., 00, 01, 10, and 11). This encoding functions identically to

4-QAM: two bits are mapped to one of four complex numbers.

Therefore, similar to how a QAM system is decoded, we employ minimum dis-

tance decoding to recover the original bits. However, since the modulation transformation

is induced by aliasing, and the channel response for subcarriers is random,1 the resulting

4-QAM modulation differs from a standard one. In a standard 4-QAM scheme, two bits

are mapped to one of the four complex numbers (also known as constellation points)

equispaced around a circle. On the other hand, with aliasing induced modulation, the four

code points could be anywhere in the constellation diagram depending on the channel

response. Their separation depends on the relationship between the channel responses.

In the absolute worse case where Hl = Hl+32, two constellation points collapse into

one, which leads to at least a 25% bit error rate (BER). We observe, however, that this

devastating scenario is unlikely in practice (see Section 4.5.2). Similarly, when a 25%

clock rate is used, the original BPSK modulation becomes 16-QAM modulation. Aliasing

1Subcarrier response is not entirely independent, but we defer a careful study of the impact of this

phenomena to future work.
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Figure 4.2. WiFi (802.11a/g) packet structure.

induced modulation can be extended to other rates (e.g., 12 Mbps and higher) as well;

the resulting modulation scheme would simply yield more densely packed constellation

points compared to the original scheme.

4.2 WiFi Reception

Recent WiFi generations (e.g., 802.11a/g/n/ac) are all OFDM-based communi-

cation systems. We showed in the previous section that it is entirely possible to decode

OFDM signals by exploiting the frequency spectrum structure under aliasing. However,

real communication systems are much more complex than what we have discussed so far

and there are many other components that need to be in place before a receiver is in a

position to decode an actual OFDM symbol.

The designers of WiFi obviously never anticipated it would be used by down-

clocked radios, so existing approaches to clock synchronization, frequency compensation,

pilot tracking, etc., might not function when downclocked. We start in this section with a

brief overview of the 802.11 a/g frame structure and the typical decoding pipeline of a

standard, full clock rate 802.11a/g-based WiFi receiver, and then address the challenges

imposed by downclocked operation in the following section.

4.2.1 Frame Structure

Two key tasks for any OFDM communication system are timing synchroniza-

tion and frequency offset compensation. To meet these requirements, a WiFi frame is

prepended by a preamble, which serves the purpose of preparing the receiver to decode
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the actual data part. Figure 4.2 shows the detailed structure of an 802.11a/g WiFi frame.

The preamble consists of ten identical “short” OFDM symbols and two identical “long”

OFDM symbols, with durations 0.8µs and 4µs, and sequence lengths 16 and 64 (80

including the cyclic prefix), respectively. We explain below how a receiver uses the

repetitive structure of the preamble to perform both time and frequency synchronization.

Immediately following the preamble is the physical layer (PHY) header, which

contains information such as the data encoding rate, payload length, service field, etc.

The first 24 bits of the PHY header are encoded at 6 Mbps while the remaining 16 bits are

encoded at the same rate as the actual data; depending on the current channel condition,

the data may be transmitted at different modulation rates. In most WiFi devices, the PHY

header (first 24 bits) is added by the hardware without the driver’s intervention.

4.2.2 Reception Pipeline

In addition to decoding, a receiver performs five important steps to correctly

recover the transmitted signal.

Timing synchronization. A WiFi receiver will continuously sample the channel

to look for a preamble. The ten short OFDM symbols in the preamble help the receiver

to lock onto the data stream and define the OFDM symbol boundary. Once the symbol

boundary is determined, FFT can be performed on the time-domain samples to obtain

their corresponding frequency-domain values.

Frequency compensation. Before computing the FFT, however, since the clock

oscillator frequency is never exactly the same at the sender and receiver, the frequency

offset needs to be estimated and compensated. Otherwise, orthogonality among sub-

carriers will be compromised and data transmitted on one subcarrier would interfere

with another. Hence, receivers also use both the short and long OFDM symbols in the

preamble to perform frequency offset estimation (or frequency synchronization).
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Channel estimation. Once both timing and frequency are synchronized, the next

decoding stage estimates the wireless channel response, i.e., channel estimation. With

the estimated channel response, the results of computing the FFT on the time-domain

samples can be mapped to the actual data bits transmitted.

Viterbi decoding. To compensate and correct for bit errors, the raw decoded bits

are fed into a Viterbi decoder [65], whose output is de-scrambled and subsequently passed

on. (Obviously, symmetric operations are performed at the sender before transmission.)

Phase compensation. There is one additional step that is performed throughout

the entire data decoding process: phase compensation. Since the sampling clock could

drift slowly as time goes by, FFT results might vary even when the same OFDM symbol

is transmitted repeatedly. Therefore, phase compensation is used to correct the variation

of FFT results across OFDM symbols.

Viterbi decoding, scrambling, and subsequent stages work on the decoded data

bits and are therefore entirely agnostic to the underlying clock and sampling rate. The

remaining stages of the pipeline—timing synchronization, frequency compensation,

channel estimation, and phase compensation—operate on the time-domain data samples,

and are impacted by operating at lower clock rates.

4.3 Downclocking WiFi

In this section, we systematically examine the impact of downclocking in detail

and propose a series of techniques to address these challenges.

4.3.1 Timing Synchronization

The purpose of timing synchronization is to enable the receiver to first detect

the presence of a valid WiFi packet and then correctly locate the boundary between

adjacent OFDM symbols. Timing synchronization uses the short preamble only, i.e.,
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the ten repetitive short OFDM symbols. The IEEE 802.11 specification [33] does not

mandate any particular timing synchronization algorithm. Although there are many

timing synchronization algorithms for OFDM, we, like many others, use the auto(cross)-

correlation approach [41, 60, 69].

The short OFDM symbol has a sequence length of 16 and exhibits very good

cross-correlation properties. Let us denote the incoming time-domain data samples as

r(.). Then the cross-correlation is computed as:

cros(i) =
∑

15
j=0 r(i+ j)S∗( j)

∑
15
j=0 |S( j)|2

, (4.4)

where S∗(.) is the complex conjugate of the short OFDM sequence expressed in the

time domain. If sampling at full clock rate, there will be 16 time-domain samples

corresponding to one short OFDM symbol, and S(.) has the same length. The correlation

output, cros(i), produces a peak only when the incoming signal r(.) fully aligns with

S(.), i.e., r(i+ j)≈ S( j) (the approximation is due to the presence of noise). Otherwise,

the magnitude of the correlation output is much smaller than the peak value. Thus, the

cross-correlation peak enables accurate OFDM symbol boundary detection (i.e., fine

timing synchronization).

Due to the repetitive structure of the short preamble, a receiver can correlate the

received data samples with themselves at one short OFDM symbol delay. Specifically,

the receiver tracks the following auto-correlation output:

auto(i) =
15

∑
j=0

r(i+ j)r∗(i+ j+16). (4.5)

The rational is that, when a valid WiFi frame is present, r(i) = r(i+16) as 16 samples

correspond to one short OFDM symbol duration. When the auto-correlation index i
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is within the range of the short preamble, the output from Eq. (4.5) spikes and stays

high. This auto-correlation result produces a plateau over time, which is known as coarse

timing synchronization. Clearly, the cross-correlation peak defined in Eq. (4.4) must

happen within the plateau to be meaningful. Thus, by combining the outputs of both

results, we can safely detect the presence of a WiFi frame and correctly identify symbol

boundaries.

Downclocking reduces the number of time-domain samples by half (or a quarter)

depending on the clock rate. First we note that, regardless of the sampling rate, Eq. (4.5)

will hold when r(i) = (i+ 8) or r(i) = (i+ 4) if sampling at 50% or 25% clock rates,

although the noise floor (when the auto-correlation is failing within the short preamble)

approaches the plateau. Nevertheless, the plateau could still have separation and, perhaps

more importantly, its width roughly equals the duration of the short preamble, which is

invariant among different clock rates (see Figure 4.3a).

Unfortunately for cross-correlation, the downsampled sub-sequences no longer

exhibit convenient correlation properties: there could be multiple comparable peaks

within one short OFDM symbol. So we turn to the long OFDM symbols and evaluate its

cross-correlation properties. It turns out that the long preamble sequence (consisting of

128 samples across two symbols) also exhibits excellent cross-correlation properties, in

part because its time-domain samples are generated similarly to the short preamble.

Figure 4.3b illustrates the effect of using the 128-sample long OFDM symbols

for timing synchronization on an actual WiFi packet. The cross-correlation output

produces three peaks. The middle peak corresponds to full alignment, while the first

corresponds to a partial alignment with the first OFDM symbol and the third corresponds

to a partial alignment with the second OFDM symbol. These correlation peaks make it

straightforward to identify the starting sample index for the remaining OFDM symbols.

We also note that the peaks for different clock rates are superimposed on each other,



61

0 20 40 60 80 100

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

Time (µs)

N
o
rm

a
liz

e
d
 A

u
to

−
C

o
rr

e
la

ti
o
n
 O

u
tp

u
t

100%

50%

25%

(a) Auto-correlation on short sequence.
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Figure 4.3. Correlation responses at 100%, 50% and 25% clock rates for raw data

samples of a real WiFi packet captured by Universal Software Radio Peripheral (USRP).
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confirming that the approach works for all clock rates. In Section 4.5.1, we show in

practice that timing synchronization works quite well even for a 25% clock rate at low

signal-to-noise ratio (SNR) values.

4.3.2 Frequency Compensation

Standard frequency compensation algorithms explore the following relationship

between two transmitted back-to-back identical OFDM symbols. Let r(1), . . . ,r(n)

and r(n+1), . . . ,r(2n) correspond to the time-domain samples at the receiver for two

identical OFDM symbols, respectively. Then the following property always holds for

any 1 ≤ i ≤ n:

r(n+ i) = e j2π∆ fcT r(i), (4.6)

where ∆ fc is the frequency offset and T is the OFDM symbol duration. Hence the

frequency offset is estimated as the ratio between r(n+ i) and r(i), taking the average for

all possible values of i.

With downclocking, the relationship described by Eq. (4.6) still holds for data

samples spaced by one symbol duration, although the average is now taken over fewer

samples. Since downclocking will only use half or a quarter of the samples compared to

the full clock rate, the frequency offset estimation accuracy is reduced by 3 dB and 6 dB,

respectively. As discussed in the previous section, the preamble consists of ten repetitive

short OFDM symbols and two repetitive long OFDM symbols. When downclocking, we

use both for frequency offset estimation (i.e., coarse and fine frequency synchronization),

taking the average over fewer data samples.

As with timing synchronization, in Section 4.5.1 we show that our frequency

compensation technique also works well in practice.
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4.3.3 Channel Estimation

Once timing and frequency synchronization are achieved, the next step is to

understand the channel response. In a WiFi frame, the long preamble supports channel

estimation because the data bits encoded on each subcarrier are known a priori. Let us

assume that the FFT results for the long OFDM symbol are F0,F1, . . . ,F63; the wireless

channel response is estimated as

Hi = Fi/Ci, 0 ≤ i ≤ 63. (4.7)

where Hi is the channel response for subcarrier i and Ci is the data encoded on subcarrier i

(known to both sender and receiver). However, when downclocking, the channel response

will fold up and estimating individual subcarrier channel responses is no longer feasible.

While there are approaches in the literature that determine channel responses under such

conditions [39, 61] using compressive sensing, they make certain assumptions regarding

the channel. Unfortunately, these assumptions are not necessarily true in general for the

WiFi environment. Hence, we develop an alternative method to find the per-subcarrier

channel response (coefficients).

The aliasing effect, when translated into the frequency domain, is equivalent

to summing the channel coefficients at indices spaced by 32 or 16, depending on the

downclocking rate. More specifically, when sampling at full clock rate, FFT is taken

over 64 time-domain samples and produces 64 subcarrier responses, which are used to

estimate channel response as defined by Eq. (4.7). Now when sampled at 50(25)% clock

rate, we obtain 32(16) equations after performing FFT, where each equation consists of

two(four) unknowns (see Eq. (4.3)). We leverage the fact that the WiFi channel response

remains relatively invariant over the course of a single packet. Therefore, if we transmit

multiple known OFDM symbols (e.g., training symbols), we could potentially recover all
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the unknowns by collecting equations from multiple symbols. One caveat is that all the

training OFDM symbols must be phase compensated.

4.3.4 Phase Compensation

To compensate for any possible phase shift across OFDM symbols, the WiFi

standard inserts known data in certain subcarriers (pilots) for every OFDM symbol. By

comparing the pilot subcarrier responses between symbols, the phase shift is estimated

and the data subcarrier values are compensated accordingly. Unfortunately, due to the

particular set of subcarriers selected to be pilots, when downclocking the pilot subcarriers

fold on top of data subcarriers (which contain unknown data). Hence, downclocking

cannot use the pilots to compensate the phase difference. We could redefine the pilot

subcarriers such that their indices are spaced by 16 so that one pilot subcarrier will always

add up with another pilot under downsampling rate of 50% or 25%. However, doing so

would violate our goal of being entirely 802.11 standard compliant.

4.3.5 Data Precoding

Rather than change the WiFi frame structure or how the subcarriers are mapped,

we elect to transmit additional symbols in the payload of the frame. At a high level, we

re-encode the original data bits such that: 1) additional channel training symbols are

introduced; 2) pilot structure is restored. It is non-trivial to realize both (1) and (2) for a

number of reasons, however.

From Bits to Subcarriers

Up to now, our discussion has primarily centered around coded values on subcar-

riers. However, there are multiple stages such as scrambling, convolutional encoding,

interleaving, and subcarrier mapping sitting between raw data bits and the values en-

coded on the subcarriers. In particular, the transmitter will first XOR the raw bits with
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scrambler bits, and then pass the XOR-ed bits to a convolutional encoder. The output of

the convolutional encoder not only depends on the current bit but also the past bit history,

where the history length depends on the size of the convolutional encoder register. In

the context of 6-Mbps WiFi, the transmitter produces a block of 48 bits for every 24

scrambled input bits after the convolutional encoder, i.e., input bit k leads to output bits 2k

and 2k+1, where 0 ≤ k ≤ 23. Finally, the transmitter generates a single OFDM symbol

by performing interleaving, modulation mapping and subcarrier assignments on these

48 bits. For the generated OFDM symbol, there is a fixed one-to-one correspondence

between the 48 bits and the 48 (out of 64) subcarriers. For example, bit 16 maps to

subcarrier 39: the coded values on subcarrier 39 will be 1+0 j(−1+0 j) if bit 16 is 1(0).

Conversely, if we want to set the coded value on subcarrier 39 to be 1+0 j (i.e.,

for use as a pilot), we need to ensure that bit 16 is 1. Since the convolutional output bit is

produced by taking XOR operations among the current input bit and some past input bits,

there always exists some input bit value (i.e., could be 0 or 1) such that the output bit

has the desired value. Therefore, we try both values for input bit 8 and check which one

produces a value 1 on output bit 16.

Pilot Restoration

For 802.11a/g, the four pilots are inserted at the following subcarriers: 7, 21, 43

and 57. Under downclocking, these pilots will fold up with various data subcarriers,

which we coin pilot-images. For example, the pilot-image for subcarrier 7 is subcarrier

39 under 50% sampling rate. To restore these pilots with downclocking, the pilot-images

have to be encoded with known values. To simplify our design, we set the data encoded

on a pilot-image subcarrier to be the same as its corresponding pilot. To enforce the

same data encoded on both pilot and pilot-image, we modify the input bit stream to the

convolutional encoder in the following way.
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Let us denote the original raw input data bits (excluding the additional training

symbols) as b0, b1, . . . , bn and the scrambler sequence output as x0, x1, . . . . At 6 Mbps,

the transmitter will map a group of 48 convolutional encoder output bits to one OFDM

symbol (48 out of 64 subcarriers). We run the convolutional encoder as normal while

the input bits are coming through. The transmitter XORs each incoming data bit bi with

some scrambler output x j, and feeds the scrambled bit into the convolutional encoder and

generates two output bits as a result. Whenever we are about to produce an output bit

that is going to be mapped onto a pilot-image subcarrier, we “pause” the input bit stream

to the convolutional encoder and instead insert a new bit c such that the value encoded on

the pilot-image subcarrier is the same as the corresponding pilot value.

For example, if output bit 16 is about to be produced (mapped to subcarrier 39),

we check the current value of pilot subcarrier 7. If subcarrier 7 has value 1+0 j, we need

to ensure that output bit 16 is 1, and 0 otherwise. The newly inserted bit c is selected such

that bit 16 yields the desired value. The two convolutional encoder output bits (generated

by the same input bit) are never mapped onto pilot-image subcarriers at the same time,

thus there always exists a bit c such that the pilot-image subcarrier possesses the same

value as its respective pilot. We update the convolutional encoder with bit c.

Next, given the desired input bit c, we then XOR it with the current scrambler

bit, say xk, to produce the raw data bit c̃. Afterwards, xk is discarded and the next raw

data bit bi is scrambled with xk+1 to produce the new input bit for the convolutional

encoder, which resumes normal operation. Correspondingly, the precoded data will

be: . . . ,bi−1, c̃,bi, . . . . This process is repeated until all input bits are exhausted and

c̃ is inserted for every pilot-image subcarrier encountered. Since the positions of the

convolutional output bits that are mapped to pilot-images are fixed, the bit indices for

inserted bits c̃ are known as well. Hence, the receiver can simply discard the inserted

pilot bits c̃ to recover the original data.
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Training Symbols

We describe how we generate the additional training symbols with reference to a

50% clock rate; the same strategy applies for a 25% clock rate. With 50% downclocking,

the FFT is performed over 32 data samples for one OFDM symbol. Let us denote the data

encoded on subcarrier i as Ci at the sender side and the channel response for subcarrier i

as Hi (0 ≤ i ≤ 63); the frequency responses after FFT can be written as:

F̃j =
H j

2
C j +

H j+32

2
C j+32,0 ≤ j ≤ 31.

To recover the channel coefficients H js, we need at least two such equations and thus

two OFDM training symbols. Furthermore, the two equations must be independent from

each other, i.e., (C j,C j+32) from symbol one and (C j,C j+32) from symbol two must form

a full rank 2×2 matrix.

We first generate a random binary string of 48 bits (sufficient for two OFDM

symbols) and precode these bits so that the pilots are restored. We then compute the

rank of the resulting matrix (e.g., [C j,C j+32]
S1 , [C j,C j+32]

S2) for each subcarrier, where

Si is the ith OFDM symbol. If all the matrices have a rank two, we use S1 and S2 as the

training symbols. If not, we repeat until they do. This offline process only needs to be

executed once and the resulting training symbols are used for every precoded packet.

4.3.6 Additional Considerations

So far we have covered the main components in enabling downclocked OFDM

frame reception. Here, we mention a few additional details that are important for a

standards-compliant design.

Transmission. While our approach allows downclocked reception of OFDM

symbols, we cannot transmit OFDM symbols while downclocked. There are two options.
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First, some WiFi chipsets (e.g., MAXIM 2831 [70]) are able to switch their clocks within

9 µs (i.e., less than SIFS), which would allow the WiFi chipset to spend most of the

time in downclocked mode and only switch back to full clock rate for transmission.

Alternatively, we could transmit using 802.11b encodings while remaining downclocked

as shown in Chapter 3. We experimentally verify that a WiFi device will accept 802.11b

(DSSS) frames, e.g., layer-2 ACKs, when sending 802.11a/g (OFDM) frames. We use a

commercial WiFi network interface controller (Intel 6200) to send OFDM frames to our

prototype while the latter replies with DSSS frames. Both nodes are able to communicate

with each other without any problem.

Scrambler Seed. Our design assumes that the scrambling sequence is known,

which can be derived deterministically from the scrambler seed. Commercial network

interface controllers (NICs) often use an internal linear feedback shift register (LFSR)

to generate the scrambler seeds. If the LFSR design and its initial seed are exposed, we

could potentially determine the current scrambler seed at any moment. Unfortunately, we

are unable to find a specific NIC that currently does so. The closest that we have found is

the Atheros 93xx series chipset, where the scrambler seed can be temporarily disabled by

configuring the MAC PCU DIAG SW register. When scrambling is disabled, we could

implement a soft scrambler in the driver to avoid long runs of 1s and 0s. We believe there

is no reason the NIC could not expose either the scrambler seed or the LFSR directly to

the driver.

Extension to 802.11n/ac. Although our discussion focuses on 802.11a/g, our

approach is generic to other OFDM communication systems. The newer WiFi specs

such as 802.11n and 802.11ac are based on OFDM as well. A direct way of applying

our solution to 802.11n/ac is to configure these systems to operate in single-input-single-

output (SISO) mode [28], which is similar to the setup of 802.11a/g we described here.

In fact, 802.11n/ac include a channel-sounding process to estimate channel response
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and could apply channel precoding for transmitted frames, leading to both simplified

downclocked decoding at the receiver and better performance. We leave combining

multiple-input-multiple-output (MIMO) and downclocking for future study.

Added Complexity. Both Enfold transmitters and receivers have additional tasks

to perform when compared to regular nodes. However, most of these tasks employ

standard communication algorithms such as minimum-distance decoding, correlation,

etc. Therefore, the additional computation power incurred is negligible compared to the

communication cost. Although downclocking does convert the modulation scheme into a

denser one, the power required to decode does not depend significantly on constellation

density in existing chipsets [28].

4.4 Implementation

We implement Enfold on the Microsoft Sora software-defined radio platform [60].

The modifications are standards compatible and do not require any sender hardware

changes.

4.4.1 Sender

Since Sora uses a fixed scrambler sequence for all packets, i.e., a constant scram-

bler seed, we take advantage of this fixed sequence to precode data before it is transmitted

by the NIC. Depending on the downclocked clock rate at the receiver (50% or 25%), we

add two or eight channel training symbols as part of the encoded data payload.2 The pilot

restoration logic described in Section 4.3.5 consists of about 300 lines of code (LoC).

Since our modifications are restricted to the data portion only, the NIC generates

a standard physical layer packet header and cyclic redundancy check (CRC). As a result,

the OFDM symbols corresponding to the header and CRC cannot be phase compensated

2We tried other numbers of channel training symbols as well; two and eight yield a good balance

between overhead and estimation accuracy.
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Figure 4.4. WiFi packet structure for both original and precoded versions. Note that our

modifications are restricted to the data payload only (gray area).

by a downclocked device. Therefore, on the sender side we also include the original CRC

(computed based on the uncoded data) as part of the precoded data. To ensure that the

precoded data is an integral number of OFDM symbols—so that the entire coded data

portion can be phase compensated—we add trailing zero bits at the end. As a result, we

also include an additional OFDM symbol to encode the length of the original data so that

the receiver knows when to stop decoding.

Figure 4.4 shows the structure of a precoded WiFi packet. At a 50% downclock

rate, the new pilots are subcarriers 7 and 21, and the pilot-image subcarriers 39 and 53

are used to code pilot values. Similarly for 25% downclocking, the new pilots are 7 and

11, and the pilot-image subcarriers are 11, 23, 39, 55 and 59. As a result, the effective

throughput for 50% and 25% downclocking are 91.6% and 79.1% of the original data

rate (6 Mbps). In our experiments, two pilot subcarriers are sufficient to bound the phase

estimation error within 0.12 radians (6.8 degrees).

Any non-Enfold node can receive and decode an Enfold-precoded WiFi packet;

the data content would simply not be recognizable, similar to encrypted data.

4.4.2 Receiver

As before, we emulate downclocking in Sora by decimating every-other raw

channel sample at for a 50% rate, and three-of-every-four samples for a 25% rate.



71

We modify and reimplement the timing and frequency synchronization modules to

accommodate downclocked rates. We postpone decoding the physical layer header (one

OFDM symbol), which contains the packet length and payload modulation scheme, until

after the channel has been estimated.3

As the header symbol is not phase compensated, we exploit the fact that there are

limited possibilities (4 and 16 possibilities for 50% and 25% downclocking, respectively)

that a data subcarrier could be. Therefore, we use a data subcarrier as the pilot by

enumerating all 4(16) possibilities (obtained from the training symbols) when decoding

the header symbol. The header symbol contains sufficient information (e.g., parity and

modulation) to enable Enfold to determine the correct output among all possibilities.

Once the header is decoded, the number of data OFDM symbols is known.

For each incoming OFDM symbol, we first apply phase compensation and then use a

minimum distance decoder to determine the data bits. These data bits go to the Viterbi

decoding chain and are subsequently de-scrambled. Once all symbols are decoded, we

start to decode the precoded data payload by essentially discarding the inserted pilot bits.

Finally, we compare the computed CRC with the CRC included as part of the precoded

data payload; we ignore the default media access control (MAC) layer CRC.

One subtlety not discussed earlier is the service field, which consists of 16 bits

with the first 8 bits set to zero so that the receiver can determine the scrambler seed. In

our implementation, we include the service field as part of the training symbol since the

receiver knows the scrambler seed. In the general case where the scrambler seed is not

known at the receiver, we can place a known bit pattern on the eight reserved bits and

use the same approach for decoding the service field as the header symbol.

3Since our implementation currently assumes that the data payload is fixed at 6 Mbps, we do not rely

on the packet header to determine the payload modulation scheme.



72

4.4.3 Network interactions

In this section, we discuss how Enfold nodes interact with the Access Point (AP)

and share the network with regular nodes, in particular the modifications needed to

support Enfold in existing deployed infrastructure.

Precoding at AP. Given the current pilot subcarrier placement, an Enfold-capable

AP has to precode the data to restore pilot structure at downclocked receivers. To remain

802.11-standard compliant, we implement the precoding step in Sora’s link-adaptation

layer, leaving the lower MAC/PHY layer untouched. To verify that our implementation

is truly standard compliant, we transmit a stream of User Datagram Protocol (UDP)

packets with our prototype Enfold AP and use Wireshark on a Macbook Pro to capture

(in promiscuous mode) the precoded WiFi packets and apply a corresponding decoding

process on the dumped packet trace. All packets sent by the Enfold transmitter are

correctly decoded, thus confirming the standard—or at least Apple—compatibility of

Enfold.

Beacon and Scanning. Although Enfold-precoded packets can be correctly re-

ceived by non-Enfold nodes, they would need to apply the corresponding decoding

process to recover the original data. Therefore, broadcast packets, such as beacon frames,

are unlikely to be understood by both Enfold and non-Enfold nodes simultaneously.

Hence, to support Enfold-enabled nodes, an AP would need to broadcast two types

of beacon frames, original and precoded. To reduce the network overhead due to two

beacon frames, the AP could broadcast Enfold beacons at larger time interval (e.g.,

every few hundred milliseconds). The reduced beacon time is unlikely to impact the

scanning and association process, given these happen on the order of several seconds. For

traffic indication purposes during power save mode (PSM), since Enfold nodes choose

to operate in downclocked mode, it is very unlikely that the incoming network traffic is
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frequent. Waking up on a larger interval would not impact app-level performance such as

user-perceived response time.

Managing Downclocked Mode. Depending on the current network traffic and

SNR conditions, an Enfold node may choose to switch from downclocked to normal

mode and vice versa. Since the AP must precode data for downclocked operation, it

needs to be notified of such mode transitions. We envision two ways of realizing this

process. Clearly, one could design customized packets and a protocol for such a purpose.

Alternatively, realizing that most deployed WiFi networks have good SNR [15], lower

data rates such as 6/9 Mbps may never be picked by the rate selection algorithm of

non-Enfold nodes. Thus, an AP could dedicate 6 and 9 Mbps for downclocked operation,

and the AP would by default send precoded frame for 6 and 9 Mbps. As a consequence,

Enfold nodes could leverage the existing re-association request frame to inform the AP

that it only supports 6/9 Mbps and enter downclocked mode. An obvious concern is the

potential loss of energy savings by not using higher data rates while in downclocked

mode. However, as demonstrated in Chapter 5, the majority of the energy saving benefits

can be attained with 6 and 9 Mbps for most smartphone apps.

4.5 Evaluation

In this section we evaluate downclocked OFDM reception in practice. We first

evaluate specific steps of frame decoding on raw channel samples captured on the GNU

Radio Universal Software Radio Peripheral (USRP) [23], which allows us to control

SNR over a wider range. We then evaluate the Enfold prototype system implementation

on Sora [60] to understand packet reception rates under downclocking under SNR and

environment variations.



74

Table 4.1. Probability of detection Pd with different SNRs at 50% and 25% downclock

rates.

Clock Rate Pd(9 dB) Pd(14 dB) Pd(24 dB) Pd(34 dB)

50% 0.993 1.0 1.0 1.0

25% 0.958 1.0 1.0 1.0

4.5.1 Microbenchmark Results

For our microbenchmarks we use the GNU Radio USRP platform to capture raw

channel samples of 802.11a/g packets sent by a Sora node. We use the USRP board for

packet capture because, unlike Sora, it has a hardware automatic gain control (AGC)

on-board whose gain is adjustable. By varying the hardware AGC gain from 0 to 50, we

can experimentally sweep the SNR range from 9 dB to 35 dB (a gain above 50 leads to

saturation in our experiments).

For each gain setting we capture ten seconds of raw channel samples, containing

approximately 3,000 WiFi packets. With the raw channel samples, we can emulate the

effect of downclocking on various aspects of frame reception on the same data at all

clock rates. At the full 100% clock rate, we use all the samples. At 50%, we use every

other sample, and at 25% we use every fourth sample.

Packet Detection

First, we show that packet detection is not a constraint for OFDM decoding

at downclocked rates. We employ a simple energy-based detector which tracks the

average energy for a fixed duration and compares the output with a pre-defined threshold.

Table 4.1 shows the detection probability for a range of SNR values. We treat the

detection results at the normal clock rate of 100% as ground truth. If using the detection

algorithm at full clock rate signals a packet, but using it at a lower clock rate does not,

then we count the detection as having failed at the lower clock rate.
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When SNR is extremely poor (9 dB), Enfold operating at 50% and 25% clock

rates can still detect over 99% and 95% of the packets, respectively. For SNRs of 14 dB

(which is still very poor) and above, both clock rates yield a 100% detection rate. These

results indicate that packet detection is invariant with respect to clock rate for much of

the SNR range, and certainly for SNR regimes expected of 802.11 communication.4

Conversely, we find only 10–20 falsely detected packets (out of the roughly 3,000 packets

captured in ten seconds) when downclocked.

Timing Synchronization

Next, we confirm that we can make timing synchronization also perform well for

downclocked OFDM decoding. Recall from Section 4.3.1 that, since the sub-sampled

short preamble sequence no longer exhibits excellent cross-correlation properties at

downclocked rates, we instead perform cross-correlation on the long preamble sequence.

Figure 4.5 shows the timing-estimation error (measured in number of samples) for both

50% and 25% downclock rates relative to the timing-estimation error at the full 100%

clock rate. In effect, it measures the additional error of downclocking relative to the

baseline error at 100%. Error bars show the standard deviation among the packets

captured at each SNR.

When the SNR is extremely poor (9 dB), the synchronization error is substantial

for downclocking at 25%. However, the synchronization error quickly converges to

zero at 13 dB and above, and certainly for the expected SNR operating regime for

802.11. These results confirm our initial hypothesis that auto-correlation, which looks

for repetitively transmitted symbols, will perform poorly when the noise level is very

high. At such high noise levels, interference adds together rather than canceling out as in

the cross-correlation case. Since we rely on the output of auto-correlation to begin the

4To place these values in context, many vendors (e.g., AT&T [1], Blackberry [2] and Cisco [3])

recommend coverage with a minimum of 25 dB when planning WiFi deployments.
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Figure 4.5. Timing synchronization offset error with downclocking at 50% and 25%.

search for cross-correlation peak, at 9 dB SNR, the 25% auto-correlation output already

differs significantly from the 100% output. However, even with just slightly lower noise

levels (at 13 dB in our case), our method can accurately determine symbol boundaries.

Frequency Offset Estimation

In Section 4.3.2, we showed theoretically that frequency offset estimation is

oblivious to clock rate. As a final microbenchmark, we confirm that it is also not a

constraint for downclocked OFDM decoding in practice. As above, we consider the

frequency offset estimation obtained from decoding at the 100% clock rate as the ground

truth for comparing estimations performed at the 50% and 25% clock rates. For the SNR

range we could measure across (9–35dB), the estimation error at 50% and 25% clock

rates are within 2.2% and 6.8% of the 100% rates on average. Previous work [35] has

characterized that a frequency estimation error of 10% leads to ≤ 2 dB reduction in SNR,

which is almost negligible for the SNR regime we consider.
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4.5.2 Prototype System Evaluation

Our second set of experiments evaluates the Enfold implementation on the Sora

platform at 6-Mbps data rates.5 In particular, we explore the decoding performance of

individual subcarriers, the decoding performance of entire packets across a range of SNR

values, and the ability to trade decoding performance with raw data rate at very fine

subcarrier granularities. Note that, since the Sora radio board does not have hardware

AGC, in these experiments we use their provided HWVeri tool [6] to calibrate the SNR

of two Enfold nodes at the start of each experiment.

Aliasing Induced Modulation

As discussed in Section 4.1.2, aliasing-induced modulation introduces additional

constellation points that could lead to decoding errors. Our first experiment with the

prototype explores the effect of aliasing on the constellations in practice. Lacking a

precise metric to quantify this impact, we calculate what we term the blocking distance

in constellations.

Each subcarrier at the original 100% clock rate will have a BPSK constellation

diagram. At a 50% clock rate, two subcarriers will be aliased into a single 4-QAM

constellation (twice the number of points). And at 25%, four subcarriers will be aliased

into a single 16-QAM constellation (eight times the number of points). Since decoding

performance fundamentally depends upon a distance threshold in the constellation, we

calculate a minimum distance among constellation points to capture the effect of aliasing-

induced modulation. To be more specific, if aliasing multiple subcarriers introduces

many bit errors, the constellation points would have poor separation as represented by

too small of a minimum distance.

59 Mbps shares the same BPSK modulation scheme per-subcarrier as 6 Mbps while the coding rate

changes to 3/4.
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Figure 4.6. Cumulative distribution function (CDF) of normalized blocking distance

(relative to 100%) for 2,000 WiFi packets.

As an example, consider the set of four subcarriers {10, 26, 42, 58} which would

be aliased together when downclocking at 25%. At a 100% clock rate, these subcarriers

would each have their own BPSK constellation diagram. At 50%, though, there will be

just two 4-QAM constellations for the subcarrier pairs {10, 42} and {26, 58}, and at

25% there will be just one 16-QAM constellation for all four.

For each packet, we calculate the minimal of minimum distances for all con-

stellation diagrams for a particular clock setting. At 100%, we calculate the minimum

distance among constellation points for each subcarrier and record the minimal among

the four subcarriers; at 50% it is the minimal among two constellations, and at 25% it

is the minimum of the one resulting constellation. For each clock rate, we term this

minimal distance the blocking distance. In an ideal decoding situation for downclocking,

the blocking distance at 50% would be exactly half the blocking distance at 100%, and

similarly the blocking distance at 25% would be one quarter of 100%.
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Figure 4.6 shows the CDF of the blocking distance for constellation diagrams for

the 50% and 25% clock rates normalized to the blocking distance at 100%. Each curve

is a distribution over 2,000 packets received by our Sora implementation. We focus on

just the four subcarriers {10, 26, 42, 58}, which are representative of the other subcarrier

sets.6 The distribution of blocking distances at the 50% clock rate is close to ideal:

nearly 90% of the packets have a blocking distance that is half of the 100% distance.

Performance at 25%, though, is notably worse: the blocking distances range from 0.03 to

0.25, with a median of 0.16; only 20% of the packets have a blocking distance close to a

quarter of the 100% distance. This large variation at a 25% clock rate is not surprising.

With four subcarrier responses added together, there will be more randomness in the

aliasing induced constellation diagram.

Translating these blocking distances into SNR for per-subcarrier signal quality

degradation, the penalty due to downclocking is 3 dB and 7.9 dB for 50% and 25% at

medium, respectively. In our next experiment we show how this degradation impacts

overall packet reception, which of course requires all subcarriers to be successfully

decoded.

Packet Reception Rate vs SNR

With a sense of per-subcarrier decoding performance at downclocked rates, we

now measure the overall packet reception ratio (PRR) of our prototype implementation

under a range of SNR conditions. We measure packet decoding in two rounds of different

packet sizes, one with small packets (100 bytes) and another with large packets (1,000

bytes). Each round of packet sizes consists of 50 runs, where each run has 100 back-

to-back packet transmissions and attempted decodings. We disable retransmissions.

6Standard 802.11 uses only 52 subcarriers (including four pilot subcarriers) out of 64. The unused 12

subcarriers are set to zero, which makes downclocked decoding involving these subcarriers easier. In this

experiment, we avoid these 12 subcarriers in the set we chose.
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We transmit the two rounds back-to-back at a 100% clock rate, and then repeat the

transmissions at 50% downclocked decoding rates and again at 25%. Altogether, the

experiment transmits 30,000 packets.

We also vary the distance between the two Enfold nodes to induce different SNRs.

Unfortunately, as noted above, due to the lack of hardware AGC on the Sora platform

our SNR dynamic range is rather limited (20–30 dB as reported by Sora). As discussed

above, this SNR range is at the very low end for recommended 802.11 operation, with

25 dB the recommended minimum when planning coverage. We could not receive any

packet below 20 dB, i.e., it represents a sharp cut off in terms of PRR.

Figure 4.7 shows the results of these experiments. When SNR is at least 25 dB

(the recommended minimum SNR for enterprise WiFi networks [1, 2, 3]), decoding at

both 100% and 50% clock rates achieve ≥ 95% PRR for both packet sizes. For these

operating regimes, the performance difference between the two clock rates is negligible.

Below the 25 dB threshold, downclocking at 50% has a 67–75% PRR. Although lower

than decoding at the full 100% rate, it is quite reasonable at such a low SNR.

For the challenging 25% clock rate, when SNR is 30 dB (5 dB above the rec-

ommended minimum), Enfold achieved 83% and 52% PRR for small and large packet

sizes, respectively. For small packets, such a PRR translates to reasonable application

performance with retransmissions, but the PRR for large packets will have a noticeable

impact. At the edge SNR (25 dB), downclocking at 25% had poor performance, achieving

46% (small) and 20% (large) PRRs, respectively. Below 25 dB, downclocking at 25% is

unusable for both packet sizes.

In sum, we find these results very promising. Note that the highest SNR we could

achieve with the Sora platform was 30 dB, which is below typical operating conditions.

A recent measurement study [15] of deployed university WiFi networks indicates that

only 3% of WiFi frames experience retransmission (PRR is roughly 97%). According to
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Figure 4.7. Packet reception rate as a function of SNR.
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a WiFi hotspot study conducted by Pang et al. [43], a near 100% PRR corresponds to an

SNR regime around 40 dB or more. On the other hand, when SNR goes below 20 dB,

nodes struggle to even obtain Internet Protocol (IP) addresses after association (9 out of

181 successful Dynamic Host Configuration Protocol (DHCP) attempts) [29]. Although

we could not measure at higher SNRs, our results show that downclocking at 50%

already achieves excellent results even at low SNRs, nearly matching the performance of

decoding at 100% at 25 dB. When downclocking at 25%, the situation is more complex.

Our results up to 30 dB show that PRR is increasingly close to maximum performance

for small packets. However, there is still substantial headroom for large packets and we

cannot yet estimate at what SNR both curves will approach 100%. Thus, for poor or

moderate SNRs with 25% downclocking, it remains an open question as to whether and

when it is worthwhile trading off PRR for energy savings.

Impact of Wireless Environment

As measured in Section 4.5.2, the performance of aliasing induced modulation

entirely depends on the surrounding wireless environment, reflected in the blocking

distance. In the extreme case where the channel response is flat for the entire spectrum,

given how bits are mapped under BPSK, multiple constellation points would collapse

onto each other under aliasing. In our previous experiments, all nodes were in the same

room (a seven-person office). In this experiment, we vary locations to evaluate the

performance of downclocking under a much wider range of wireless conditions.

We repeat the experiments in Section 4.5.2 at four additional locations in the

same building but with significantly different propagation environments. These locations

are a meeting room (smaller than the office), a long hallway, a floor lobby of mixed open

space and furniture, and a lab (much larger than the office). In all locations we use a

fixed SNR of 30 dB.
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Figure 4.8. Raw packet reception ratio for different clock rates at five different locations.
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Figure 4.8 shows the packet reception ratios for all locations and both packet

sizes. Error bars show the standard deviation across 50 runs. For both the 100% and

50% clock rates, the PRRs are indistinguishable for all locations regardless of the packet

size. For the 25% downclock rate, though, the PRR does vary across locations. The PRR

varies moderately for small packets (78% to 85%), but has a larger variation for larger

packets (48% to 63%). These results confirm that the downclocking performance Enfold

achieves is stable across different wireless environments, and is not tied the opportune

conditions of just one environment.

Trading Throughput for PRR

In the last set of experiments, we explore one of the design freedoms offered by

Enfold. Recall from Section 4.3.3 that we restore the pilot subcarriers by placing known

values on selected subcarriers. We explore this design parameter further by putting

known values on other data subcarriers. The benefits are twofold: these known values

(bits) improve the performance of the Viterbi decoder and they help to reduce the size

of constellation diagram. For instance, for the subcarrier set from the experiment in

Section 4.5.2, if we put a known data value on subcarrier 10, the resulting constellation

diagram under 25% clock rate will degenerate to 8-QAM instead of 16-QAM. However,

using more subcarriers will reduce the effective data throughput. In situations where

both power and interference are challenging, such as sensors, applications might want to

trade off reliability for throughput at lower power. To explore this trade-off, we repeat the

experiment in Section 4.5.2 at a 25% clock rate while adding known bits to subcarriers.

Figure 4.9 shows the PRR and effective data rate with respect to the number

of known bits sent (zero additional bit corresponds to the results for 25% at 30 dB in

Section 4.5.2). As discussed above, 802.11 only uses 52 out of 64 subcarriers for data.

As a result, only 3 out of the 16 subcarriers are 16-QAM modulated at 25% clock rate.
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Figure 4.9. PRR with additional known bits on subcarriers for a 25% downclock rate

(SNR = 30dB). The right y-axis shows the corresponding effective throughput.

Therefore, we put the known bits on these three subcarriers first, which helps PRR

by reducing the original 16-QAM modulation to 8-QAM. Consequently, PRR improves

substantially for both small and large packet sizes. For example, with three known bits

added, PRR jumps to 96% and 85% for small and large packets, respectively. After

adding three bits, all constellation diagrams on the 16 subcarriers are 8-QAM modulation

(except subcarrier 0 which is 4-QAM). Each additional bit then transforms one of the

8-QAM constellation diagrams to 4-QAM. As expected PRR continues to improve, but

with a smaller delta than when transforming 16-QAM to 8-QAM.

The trade-off in improved PRR is a reduction in data throughput in proportion

to the number of additional known bits used for pilots. The PRR eventually reaches

excellent PRRs of 99.6% (small) and 94.7% (large) when adding seven bits, but at that

point the effective data rate drops to 3 Mbps (half of the raw PHY layer data rate).

In summary, Enfold provides the flexibility to trade off effective data rate for PRR
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performance, improving Enfold’s applicability in poor SNR regimes where applications

favor such a trade-off.

4.6 Summary

In this chapter, we presented an approach for successfully receiving and decoding

OFDM modulated WiFi signals while sampling below the Nyquist frequency. We exploit

the aliasing that results from under-sampling and observe that there exists well-defined

structure in terms of how OFDM signals are “folded up” under aliasing. In particular, we

show that a standards-compliant 802.11a/g frame can be detected, received, and decoded

by a receiver running at a 50% or even 25% clock rate given sufficient channel quality.

We design and implement a standards-compliant 802.11 receiver on the Sora platform

and experimentally show that our aliasing induced modulation can attain greater than

96% and 83% raw packet reception rates while reducing the clock rate by 2× and 4×,

respectively. Given that both SloMo and Enfold trade SNR (throughput) for energy

savings, we evaluate whether such a trade-off is worthwhile for typical smartphone

applications in the next chapter.

Chapter 4, in part, is a reprint of the material as it appears in Proceedings of the

ACM Annual International Conference on Mobile Computing and Networking 2014. Lu,

Feng; Ling, Patrick; Voelker, Geoffrey M.; Snoeren, Alex C. The dissertation author was

the primary investigator and author of this paper.



Chapter 5

Energy Consumption Evaluation

Our experiments with both SloMo and Enfold demonstrate the feasibility and

performance of downclocked 802.11 communication. In this chapter, we evaluate the

potential energy savings when using downclocking in the context of contemporary

smartphones and popular apps. We start by focusing on SloMo given that SloMo seam-

lessly communicates with existing deployed WiFi networks, and describe our evaluation

methodology first. We then move to understand how downclocking with SloMo reduces

energy consumption, impacts free channel airtime, and compares with alternative WiFi

energy-saving approaches. Finally we extend our evaluation to Enfold, and demon-

strate that Enfold continues to save substantial energy in places where SloMo does not,

extending the applicability of downclocking to an even wider range of smartphone apps.

5.1 Methodology

Since we could not directly measure the power consumption of a downclocked

WiFi chipset in an actual smartphone, we construct a power model based on measurements

of a real device. We also collect media-access-control (MAC) layer packet traces of a

variety of real apps running on two different smartphones. We use these traces to infer

the instantaneous power state of the smartphones’ WiFi chipsets and compute the total

energy cost for each phone based on the power model.

87
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Table 5.1. WiFi Power Characteristics

Parameter
Full Clock /

Downclocked (1/4)

Beacon Interval (ms) 100 / 100

Beacon Wakup Period (ms) 2.5 / 2.5

Light Sleep Tail time (ms) 500 / 500

Deep Sleep Power (mW) 10 / 10

Light Sleep Power (mW) 120 / 120

Beacon Wakeup Power (mW) 250 / 185*

Idle Power (mW) 400 / 260*

Rx Power (mW) 600 / 360*

Tx Power (mW) 700 / 460*

5.1.1 WiFi Power Model

Similar to Mittal et al. [40], we parameterize our smartphone WiFi power model

on the measurements of a Nexus One reported by Manweiler and Choudhury [38]. When

actively transmitting and receiving frames, a WiFi chipset must be in a high power state.

Once a network transfer completes, the card moves to the idle state. If there is no network

activity for a while, the card transitions to the light sleep mode. The light sleep state

still consumes a significant amount of power in anticipation of efficiently waking up

for incoming traffic. On the Nexus One, the light sleep tail time is roughly 500 ms; if

no further network activity occurs, the card returns to the deep sleep state.1 Table 5.1

summarizes the model parameters we used. Most are reproduced from [38, 40]; the

downclocked values marked with an asterix are estimated as follows.

WiFi power consumption falls into two parts, the analog front-end Pa and the

digital processing logic Pd . In the sleep state, the digital logic part is turned off. Given

the description of the two sleep modes, we infer that the power difference between them

is due to the analog front end remaining functional in light sleep mode but turned off in

1We observe the Nexus One employing a variety of beacon wakeup periods (2.5,5,10 ms) on the power

measurement trace obtained from the authors of [38]; we use 2.5 ms in our model to be conservative.
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deep sleep mode. Therefore, we use the light sleep state power as an estimate for the

analog power consumption Pa. We then estimate the downclocked power consumption as

proportional to the full digital power consumption Pd/α , where α is the clock scaling

ratio. When downclocking by a factor of 4, for instance, α at best would be 4 as well.

Since it is likely that a practical implementation would experience suboptimal scaling,

we conservatively choose α = 2 to obtain a lower bound estimate.2 Note also that

the analog part Pa for Tx is greater than Rx since transmission includes an additional

power amplifier component. We use the difference between Rx and Tx power (100 mW)

from the measurements in previous work to approximate the power consumption of the

amplifier.

5.1.2 Smartphone App Traces

To comprehensively evaluate the benefits of SloMo, we sampled a wide range

of popular smartphone apps (each has at least five-million downloads). These nine apps

include familiar Internet services like Facebook and Gmail, as well as smartphone-specific

services like Pocket Legends (a real-time massively multiplayer game) and TuneIn Radio

(a streaming audio service). They differ significantly in the way they interact with the

network, spanning interactive real-time traffic to content prefetching to intensive data

rates.

We collect high-fidelity WiFi packet traces [55] by configuring two MacBook

Pro laptops as sniffer nodes in the vicinity of the smartphone and the access point (AP),

respectively, and merge the two traces to minimize frame losses. To eliminate bias due to

starting and closing the app, we only record a trace when an app is in steady state. Each

such capture session lasts for 200 seconds. Finally, to avoid tying our conclusions to a

particular smartphone platform, we conduct our experiments on the Google Samsung

2The maximum possible energy savings in this model is 35%.
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Nexus S (Nexus) and the Apple iPhone 4S (iPhone). We collected the traces with 4–5

other WiFi devices concurrently using the network, and we emulated a typical SNR

scenario where the AP and the wireless station are in the same building but different

rooms (i.e., no line of sight between the two). Since WiFi devices signal the AP of

their intention to sleep and wake up, we are able to faithfully recreate the power state

transitions of the WiFi cards on the smartphones using the captured network traces.

5.2 SloMo Energy Consumption

Figure 5.1 and 5.2 compare the network energy costs of the apps by power state

when using standard 802.11 PSM and when using downclocked communication with

SloMo on the Google Nexus S and iPhone 4S traces, respectively.3 To emphasize energy

consumption, we assume SloMo operates at 2 Mbps and the data rates for PSM are the

ones reported by the packet capture software. The graphs show results for running the

apps on both the Nexus and iPhone. The trends for both phones are similar, but since the

iPhone has shorter idle tail times (30–90 ms in our traces versus 220 ms for the Nexus)

the benefits of SloMo are smaller for the iPhone than the Nexus. Both figures show that a

wide range of popular apps benefit from SloMo, but they do so for different reasons. To

provide insight into the different app behaviors, Figure 5.3 shows the probability density

functions (PDFs) of the inter-frame times (IFTs) for four distinctive apps.

Energy consumption in the first group of apps (Skype Voice, Pocket Legends,

TuneIn Radio) is dominated by time spent in the idle listening state. Since WiFi cards still

consume substantial energy while idle (Table 5.1), downclocking significantly reduces

idle state energy consumption [70]. And since these apps have low data rates, the energy

saved during idle listening far exceeds the additional energy consumed for slower data

3The number at the end of the bar group shows the relative energy saving of SloMo over PSM, the

higher the better. We also report the bi-directional MAC layer data rate.
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Figure 5.1. Energy cost of various apps under 802.11 power save mode (PSM) and

SloMo (Google Nexus S). For each app, the upper bar corresponds to the breakdown of

energy consumption under 802.11 PSM while the lower bar corresponds to SloMo.
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Figure 5.2. Energy cost of various apps under 802.11 power save mode (PSM) and

SloMo (iPhone 4S). For each app, the upper bar corresponds to the breakdown of energy

consumption under 802.11 PSM while the lower bar corresponds to SloMo.
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frame time (SIFS) between DATA and acknowledge (ACK) frame for better presentation.

IFTs larger than a sleep period are also removed.

transmission and reception, resulting in energy savings of 30–34% overall on the Nexus.

Although these apps have low data rates, their network behavior prevents them from

entering sleep mode while idle and makes them relatively power-hungry: As real-time

apps, they send and receive packets at frequencies that keep the WiFi card awake in

constant active mode (CAM). Figure 5.3 shows that Skype Voice exchanges packets

roughly every 10 ms, and that the Pocket Legend client exchanges game updates with

its server as a burst of packets every 100 ms (the peak near 100 µs is the IFT between

packets in a burst). TuneIn Radio similarly keeps the WiFi card awake for frequent

incoming packets (curve not shown for clarity).

The next group of apps (Facebook, Gmail, Instagram) interact with the network

much more intermittently at human time scales. Users navigate through the app and

download bursts of content, with pauses in between (e.g., Instagram had an average

pause time of 1.5 seconds). For such apps, the WiFi card wakes up intermittently when
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downloading content, and transitions first to idle and then to sleep mode during the longer

pause times. Even so, SloMo can still reduce energy consumption during the idle tail

time after intermittent network activity and, to a minor effect, during the sleep states.

Again, the benefits of downclocking and saving energy during these states outweigh (by

19–26%) the additional energy spent transmitting and receiving at low data rates.

Angry Birds is a good example of many “offline” free apps. Although the game

itself does not require network interaction, the embedded ads in the free version cause

the app to have similar network characteristics as Facebook and Instagram. The app has

intermittent network activity uploading user information and downloading tailored ads,

but after each interaction the WiFi card enters the idle state before transitioning to sleep.

As a result, Angry Birds spends over 95% of its network energy in the idle tail time,

which can account for 65–75% of the entire app energy consumption [45]. (Although

the data rate of Angry Birds is just 14% of Instagram, it consumes comparable network

energy.) Once again downclocking can substantially reduce energy consumption in the

idle state for a 25% savings overall.

Although a music streaming service, Pandora differs from the previous apps

in that it prefetches entire songs at a time. In our trace, it downloads a song in the

first ten seconds and has very little network activity for the next 60 seconds. With this

behavior, Pandora already uses the network efficiently. Although SloMo does reduce

energy consumption by downclocking during the idle and sleep states, it correspondingly

increases it for reception and on balance only marginally improves total consumption.

Finally, Skype Video exhibits a similar trade-off as Pandora. The energy saved by

SloMo in downclocking during idle time is matched by the energy expended in using

the network at low data rates. In terms of network energy, Skype Video is a wash. As

we discuss below, however, SloMo is a poor choice for this kind of app because of the

channel airtime it consumes.
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Figure 5.4. Comparing the timing breakdown for various apps under 802.11 PSM (upper

bar) and SloMo on Google Nexus S (lower bar). The number at the end of the bar group

shows the free channel airtime contraction ratio, the lower the better with 1.0 as the

minimum.

5.3 Network Impact

Given that SloMo trades off data rates for energy consumption, it is also important

to consider the overall network impact due to the use of slower data rates by SloMo in

terms of channel airtime. Since our design explicitly trades throughput for energy savings,

an app might save itself energy by downclocking but unduly impact other devices on the

network by consuming more channel airtime using lower data rates, thus increasing the

overall network contention level.
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Figure 5.4 shows the channel airtime breakdown of the apps on the Nexus S.

It compares the time spent in the states when the apps use standard 802.11 PSM (top

bar) and SloMo (bottom bar). The number to the right of each paired bar denotes the

contraction in free channel airtime for using SloMo with the app. For instance, the free

channel airtime for Skype Voice using PSM divided by the free channel airtime using

SloMo is 1.15. The graph shows that downclocking with SloMo does cause the apps to

spend more time in actively transmitting and/or receiving. For all apps except Skype

Video, the impact on free channel airtime is modest, with contractions ranging between

1.02–1.15. With the much higher data rates of Skype Video, though, using SloMo causes

the app to spend most of its time receiving and transmitting data, greatly reducing the

free channel airtime compared to PSM.

5.4 Alternative Approaches

So far we have compared SloMo with current WiFi implementations using PSM.

As the traces revealed, though, a critical source of network energy consumption is the

tail time of the idle state. Of course, other solutions have been proposed to address

this issue as well. As a final evaluation, we compare SloMo with two other approaches,

U-APSD [7] and E-MiLi [70], from industry standards and the research community,

respectively.

U-APSD. When traffic patterns are periodic, predictable, and symmetric, such

as real-time VoIP traffic, the Unscheduled Automatic Power Save Delivery (U-APSD)

optimization (defined by the 802.11e standard [7]) could allow devices to enter the sleep

state immediately after network activity and avoid the standard tail time in the idle state.

Based upon the U-APSD specification, we emulated its use4 for the Skype Voice and

4We attempted to purchase U-APSD compliant APs and WiFi cards to experiment with a real imple-

mentation, but could not find a hardware, operating system (OS), and driver combination that enabled its

use in practice.
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Figure 5.5. Comparing energy consumption among PSM, E-MiLi and SloMo on the

Nexus trace set.

Video apps using the Nexus traces and estimate impressive energy savings of 56% and

44%, respectively, compared with savings of 30.5% and 3.2% using SloMo. Although

clearly better in the ideal case of Skype, as noted by others [51] U-APSD is not a general

optimization because its effectiveness depends greatly on the degree of symmetry in the

traffic. For real-time apps where the traffic pattern is asymmetric, such as Pocket Legends

and TuneIn Radio in our examples, U-APSD would not apply. Further, U-APSD is not

suitable for intermittent traffic, such as with the Facebook and Gmail apps, which could

lead to unnecessary energy waste due to frequent polling of the AP [54].

E-MiLi. E-MiLi re-designs the addressing mechanism of WiFi devices, enabling

receivers to determine whether traffic is addressed to them without leaving a low-power

listening state [70]. We emulate the use of E-MiLi on our Nexus app traces based upon

the WiFi power model and measurements reported by the E-MiLi authors.5 To facilitate

the comparison, we apply the E-MiLi power model to SloMo in contrast to our previous

5We measure a WiFi card (Atheros AR9380) from the same manufacturer as the published E-MiLi

results to obtain details regarding the power consumption of the sleep state not reported in the E-MiLi

paper. The card wakes up at every beacon interval and stays awake for 20 ms before going back to sleep.
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experiments.6 Figure 5.5 compares the network energy consumption of PSM, SloMo and

E-MiLi on the Nexus apps traces (results were similar for the iPhone traces). Across all

apps, downclocking with SloMo saves on average 37.5% energy relative to the default

PSM, about 10% more than the 27.7% savings achieved with E-MiLi. For the initial

three real-time apps, both SloMo and E-Mili obtain comparable savings. For the others,

SloMo performs significantly better than E-Mili, while E-MiLi performs significantly

better on Skype Video.7

5.5 Extending Energy Saving with Enfold

As shown in Section 5.2, SloMo could reduce energy consumption by up to 34%

for many popular smartphone apps. However, for bandwidth hungry apps such as Skype

Video, it fails to deliver similar energy savings under downclocking due to its limited

1/2-Mbps direct sequence spread spectrum (DSSS) data rates. By exploiting the aliasing

effect, we introduced Enfold in Chapter 4, which extends downclocking to orthogonal

frequency-division multiplexing (OFDM) signals and demonstrates that the supported

data rate could be much higher (6 Mbps in our current prototype and potentially even

higher in future). Therefore, to evaluate the energy benefits of Enfold, in addition to the

nine apps studied in Section 5.2, we add three traces of higher bandwidth apps: Wyslink

(live TV streaming at 479 kbps on average), FaceTime (1499 kbps), and YouTube (588

kbps).

We compare energy consumption among OFDM downclocking with Enfold,

DSSS downclocking with SloMo, and the default power save mode (PSM) in 802.11g

as a baseline. While our Enfold prototype employs a 6-Mbps rate, we also introduce

a hypothetical case where the downclocked reception data rate is set to 54 Mbps (the

6As a result, the SloMo energy savings are 10–20% larger relative to PSM compared to the results

presented in Figure 5.1.
7The energy savings under Enfold (169 J) slightly outperforms E-MiLi (172 J) for Skype Video.
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Figure 5.6. Energy comparison among PSM, SloMo, and Enfold. We also include a

hypothetical case where the downclocked reception data rate is 54 Mbps and PRR is

100%. Results are normalized with respect to PSM.

highest rate in 11g) with 100% packet reception rate (PRR) to estimate how much

potential energy savings remain unrealized because Enfold does not operate at higher

rates. We also conservatively assume the chipset does not have a fast-switching clock.

Therefore, although an Enfold node can receive at a 6 Mbps OFDM data rate, it would

have to transition to a 2-Mbps DSSS data rate for transmission (including ACKs). On

the other hand, the data rates used for PSM are the actual ones reported by the packet

capture software in the trace.

Enfold consistently outperforms PSM for all the app traces, and matches or

exceeds SloMo depending on the app workload. Figure 5.6 compares the normalized

energy consumption of PSM, SloMo (2-Mbps DSSS rate with 100% PRR) and Enfold

(4.75 Mbps with 63% PRR in Chapter 4). We focus on six representative apps out of the

twelve; the remaining apps have low data rates with performance similar to Skype voice

(i.e., both SloMo and Enfold improve upon PSM, but behave similarly to each other).
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As described in Section 5.2, apps like Skype voice frequently require network

access but the amount of data transferred is low (data rates range from 10s to 100s of

kbps). As a consequence, the WiFi card either stays in constant awake mode (CAM)

or is woken up intermittently every few seconds, and therefore the network energy

consumption is largely dominated by idle listening in the network tail time. Given their

small app data rates, the extra energy spent on transmission and reception due to slower

data rate or retransmissions is more than compensated for by the energy saved during the

idle state, and to a certain extent, sleep state. Even the 2-Mbps DSSS rate in SloMo is

sufficient for these apps. As a result, both SloMo and Enfold save significant energy (up

to 34%) for these apps compared to PSM.

However, as the app data rate increases (e.g., Skype Video, Wyslink) or interac-

tivity reduces (e.g., Pandora, which prefetches the entire song before playing out) or both

(YouTube, which downloads chunks of data every 10–20 seconds), SloMo has small or

negative benefits. The energy saved in the idle listening and sleep states is matched or

exceeded by the energy expended for transmission and reception at the slower data rate;

for some apps, SloMo consumes over 20% more energy than PSM. In contrast, given the

increased data rates supported (2.4× SloMo rate for the current implementation), Enfold

is able to save appreciable energy for these apps: from 9% for Skype Video to 19% for

Pandora. YouTube sees little benefit (3%) because it already uses the network efficiently,

particularly in the face of retransmissions with Enfold’s 63% PRR.

In the best case of a network with good SNR conditions where the PRR is 100%,

energy savings are correspondingly better: from 10% for Skype Video to 20% for Pandora

(with YouTube at 8%, showing the effects of PRR). In sum, Enfold significantly extends

the range of apps that benefit from downclocking. Compared to the hypothetical 54-Mbps

case at 100% PRR, the additional energy gain over 6 Mbps in Enfold is small compared

to the substantial difference in data rate: Pandora (4.5%), FaceTime (3.6%), Skype Video
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(3.9%), Wyslink (8.4%) and YouTube (12%). As a result, for these popular apps Enfold

at 6 Mbps already captures much of the energy savings.

As a final note, we also evaluate energy consumption with Enfold for other data

rates and PRRs (the throughput-PRR trade-off enabled in Section 4.5.2). The results

among these Enfold variants are roughly the same with a 2–3% variation. Although the

difference in energy consumption is small, higher PRR leads to fewer retransmissions

and reduced network contention.

5.6 Summary

As smartphones become ever more pervasive, energy consumption is deemed

to be one of the biggest challenges for wireless and mobile computing. Both SloMo

and Enfold trade throughput (SNR) for energy savings by moving to downclocked

states with potentially reduced data rates in proportion to downclocking ratio. Based

on network traces from popular smpartphone applications, we show such a trade-off is

worthwhile; SloMo reduces WiFi power consumption on contemporary smartphones by

over 30% for a wide range of applications. Realizing the rate limitation of SloMo, Enfold

further extends the energy saving benefits to bandwidth hungry apps, with substantial

benefits ranging from 10% to 20%. Since our approaches reduce energy consumption

by fundamentally re-designing the WiFi transceiver, there is zero modification required

at the MAC, transportation and application layers, which makes our solutions easily

deployable and widely applicable.

Chapter 5, in part, is a reprint of the material as it appears in Proceedings of the

USENIX Symposium on Networked Systems Design and Implementation 2013. Lu,

Feng; Voelker, Geoffrey M.; Snoeren, Alex C. The dissertation author was the primary

investigator and author of this paper.
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Chapter 5, in part, is a reprint of the material as it appears in Proceedings of the

ACM Annual International Conference on Mobile Computing and Networking 2014. Lu,

Feng; Ling, Patrick; Voelker, Geoffrey M.; Snoeren, Alex C. The dissertation author was

the primary investigator and author of this paper.



Chapter 6

Conclusion and Future Work

The link rate of popular wireless technologies, such as 802.11, has increased

markedly over the past two decades: 802.11ac promises gigabit speeds in handset form

factors. Yet only a small fraction of the devices outfitted with such radios actually

make use of the full channel capacity, and, even if they do, only do so sporadically.

Hence many existing wireless devices frequently under-utilize the channel, yet reap

no particular benefits for doing so. In particular, neither transmission nor reception

is power proportional in typical devices, even when the channel quality is sufficiently

high to support far more energy-efficient modulations and encodings. While devices

aggressively try to move their radios into low-power states whenever possible, studies

show [45, 68, 70] that many common applications for both smartphones and laptops keep

radios in full-power mode a large fraction of the time. For example, an email application

could constitute a significant source of energy consumption for syncing with mail server

in stand-by mode [68].

Unlike previous studies [22, 38, 54], where the efforts primarily focus on traffic

scheduling at the access point (AP) or nodes for reduced energy consumption, we

take a dramatically different approach in this dissertation by bringing in a widely used

power saving technique from other domains to WiFi radios. Based on our unique

observations on the structure of WiFi signals, we manage to bypass the clock-rate

103
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constraint imposed by Nyquist sampling theory. More specifically, we design and

implement a compressive sensing based WiFi 802.11b transceiver, SloMo, that is able to

successfully communicate with existing WiFi networks while reducing the clock rate by

a factor of five. Furthermore, our SloMo system is entirely backwards compatible and

requires zero modification from existing WiFi infrastructure to be deployed. Realizing

the rate limitation of SloMo, we further extend the benefit of downclocking to orthogonal

frequency division multiplexing (OFDM) systems (e.g., 802.11a/g/n/ac) and explore

the aliasing effect resulting from undersampling. We observe that aliasing effectively

transforms the original quadrature amplitude modulation (QAM) into a denser but still

decodable QAM scheme. Leveraging this observation, our Enfold design significantly

advances the state of the art by demonstrating how to decode non-sparse signals below

the Nyquist rate.

We implement both SloMo and Enfold in a software-defined radio and show

that SloMo can seamlessly communicate with commercial WiFi chipsets. In addition,

we verify that the design of Enfold is completely standards-compliant. To make our

approaches readily deployable, we spend substantial effort addressing the intricacies of

practical communication system design, such as timing synchronization, frequency and

phase compensation, channel estimation, etc. Given that our approaches explicitly trade

signal-to-noise ratio (SNR) for energy savings, we thoroughly evaluate the impact on

communication performance due to downclocking. We empirically show that the packet

reception rate (PRR) performance of SloMo and Enfold are nearly identical to their 100%

clock rate counterparts for typical SNR conditions in operational WiFi networks. Finally,

to understand the energy saving benefits enabled by downclocking, we capture WiFi

network traces for a wide range of popular smartphone apps (each has more than five

million downloads), ranging from low data rate app, like email to bandwidth hungry

apps such as FaceTime and Skype video. When evaluated over the captured traces, our
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proposed design reduces energy consumption substantially by up to 34% even under a

deliberately conservative power model.

In conclusion, this dissertation demonstrates that a downclocked WiFi radio

is both practical and beneficial. In his forty data communication research questions,

Partridge [44] listed designing wireless radios with multiple power levels as one of the

fundamental challenges. Our downclocking techniques are a first step towards realizing

this vision.

6.1 Future Directions

There are multiple directions how this dissertation could be extended. First, our

approaches introduce a new state (reduced power consumption with potentially limited

data rates) into the existing WiFi power management framework. It is up to the system de-

signers how this new downclocked state can be best utilized to reduce energy consumption.

Second, it is interesting to study the potential communication-performance improvements

of Enfold by combining multiple-input-multiple-output (MIMO) techniques. Finally,

we are excited to see how our approaches can be applied in other battery-constrained

communication systems as the techniques developed in this dissertation are not tied to

WiFi specifics.

Power Management. Essentially, both SloMo and Enfold introduce a new state

into the existing WiFi power model: reduced power consumption with potentially limited

data rate. The multiple downclocking rates provide system designers with a new knob

where they can adjust the power consumption and network throughput at a fine granularity,

as opposed to the current all-or-nothing power model in WiFi. We foresee a number of

possible ways in how the existing power management policy could be re-designed. For

example, downclocked state could be treated as a “doorbell” mode where the AP can

send a special packet to wake the WiFi radio up to the full-rate state. More specifically, a
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node stays in “doorbell” mode for beacon listening, AP scanning, (re)association, etc.

Alternatively, we could consider the downclocked state as an integral part of both power

management and rate selection. Based on our energy study, downclocking is more power

efficient when the app data rate is only a fraction of the current physical layer capacity.

Therefore, we envision a power management policy that would dynamically migrate

WiFi power state based on the current network demand by moving to higher clock rate as

demand increases.

Combination with MIMO. MIMO is the primary physical layer advancement in

the newer WiFi generations, i.e., 802.11n/ac. Enfold could leverage the channel sounding

process, which is part of the standard MIMO operations, to improve its PRR performance.

As discussed in this dissertation, the communication performance of Enfold largely

depends on the per-subcarrier channel response. With channel sounding and precoding,

the AP could purposely code each subcarrier with different power and constellation points

such that the resulting QAM diagram under aliasing is maximally separated. Given that

the AP is not power-constrained in general, it could make use of multiple antenna beams

to further enhance the PRR performance.

Extension to other domains. Our downclocking approaches work directly with

physical layer signals, and are not tied to WiFi specifics. Both direct sequence spread

spectrum (DSSS) and OFDM are popular modulation techniques used in other domains

as well. For example, smart meters and sensor networks (e.g., ZigBee) are DSSS-

based systems while OFDM is the dominant modulation scheme for cellular and 60-Ghz

communication. Therefore, it remains an interesting open problem to apply downclocking

in these systems since they are also typically battery-constrained.
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