Local features,
distances and kernels

February 5, 2009

Kristen Grauman
UT-Austin

Plan for today

e Lecture : local features and matching
* Papers:

— Video Google [Sivic & Zisserman]

— Pyramid match [Grauman & Darrell]

— Learning local distance functions [Frome et al.]
* Demo:

— Feature sampling strategies for categorization
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Local features: motivation

Last week: appearance-based
features assuming window under
consideration ¢ This week: local

— Is fairly aligned across examples ~ representations to offer
robustness to occlusion,

— Has similar total structure, ; i
clutter, viewpoint changes,...

same components present
* How to describe

* How to compare

Local invariant features

* Problem 1:

— Detect the same point independently in both
images

We need a repeatable detector

2/5/2009



Automatic Scale Selection

f(l, (ko) = f(I,_,(x.0))

Same operator responses if the patch contains the same image up
to scale factor
How to find corresponding patch sizes?

Slide credit K. Grauman, B. Leibe AAAIO8 Short Course

Automatic Scale Selection

e Function respons

es for increasing scale (scale signature)
P4\ — J )

¥
20289 i 18 e Afale 19,

£, ., (x0)) f(1, . (,0)

Slide credit K. Grauman, B. Leibe AAAIO8 Short Course
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Automatic Scale Selection

w4
2.0 339 I 10 2 e i

£, (x.0) f(1, ., (<,0)

Slide credit K. Grauman, B. Leibe AAAIO8 Short Course

Automatic Scale Selection

He
20289 i 19 =] 4le 2%

£, ., (x0)) f(1, . (,0)

Slide credit K. Grauman, B. Leibe AAAIO8 Short Course

2/5/2009



Automatic Scale Selection

* Function respons

-

es for increasing scale (scale signature)
/ /N -

LR scale £ =) 10)e 19
£, (x.0)) f(lil...im (x',0))

Slide credit K. Grauman, B. Leibe AAAIO8 Short Course

Automatic Scale Selection

e Function responses for increasing scale (scale signature)

: ; 03289 eonin 13 a0 e 15
£(1, . (x0)) f(1, . (,0)

Slide credit K. Grauman, B. Leibe AAAIO8 Short Course
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Automatic Scale Selection

e Function responses for increasing scale (scale signature)

sssss 1 ta T
f (Iil.,.i,“ (x,0)) f (Iil...im (le O_v))

Slide credit K. Grauman, B. Leibe AAAIO8 Short Course

What Is A Useful Signature Function?

* Laplacian-of-Gaussian = “blob” detector

Slide credit K. Grauman, B. Leibe AAAIO8 Short Course




Scale-space blob detector: Example

Source: Lana Lazebnik

Scale-space blob detector: Example

sigma = 11.9912

Source: Lana Lazebnik
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Scale-space blob detector: Example

Source: Lana Lazebnik

Laplacian-of-Gaussian (LoG) for scale
invariant detection

* Local maxima in scale o ;-
space of Laplacian7 | Y oo

Gaussian

o’

-

xcf

e}

= List of
(x, Y, 0)

Slide credit K. Grauman, B. Leibe AAAIO8 Short Course
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Laplacian of Gaussian:
scale invariant detection

Difference-of-Gaussian (DoG)

= Difference of Gaussians gives an efficient approximation
of the Laplacian-of-Gaussian

Slide credit K. Grauman, B. Leibe AAAIO8 Short Course
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Local invariant features

* Problem 2:

— For each point correctly recognize the
corresponding one

We need a reliable and distinctive descriptor

Raw patches as local descriptors

region A region B

The simplest way to describe the
' mgm  neighborhood around an interest
point is to write down the list of

intensities to form a feature vector.

! !
g% But this is very sensitive to even
e small shifts, rotations.

vector a vector b

2/5/2009
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Rotation invariant descriptors

» Find local orientation
Dominant direction of gradient for the image patch

e

» Rotate patch according to this angle
This puts the patches into a canonical

orientation.

What about illumination and translation?

SIFT Descriptor [Lowe 2004]

= Use histograms to bin pixels within sub-patches
according to their orientation.

m 4x4x8 = 128 dimensional feature vector

Image gradients Keypoint descriptor

Image from: Jonas Hurreimangge credit: . pele, S. Thrun, J. Kosecké, N. Kumar

2/5/2009
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SIFT Descriptor [Lowe 2004]

Extraordinarily robust matching technique
» Can handle changes in viewpoint
— Up to about 60 degree out of plane rotation
» Can handle significant changes in illumination
— Sometimes even day vs. night (below)
» Fast and efficient—can run in real time
» Lots of code available

— http:/people.csail.mit.edu/albert/ladypack/wiki/index.php/Known_implementations_of SIFT

Slide*eredit: Steve Seitz

Local invariant features: basic flow

1) Detect interest points
2) Extract descriptors

Descriptors map each region in
image to a (typically high-
dimensional) feature vector.
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Local representations

Many options for detection & description...

Maximally Stable
Extremal Regions
[Matas 02]

Shape context Superpixelé
[Belongie 02] [Ren et al.]

il LS - .-
Salient regions Harris-Affine Spin images Geometric Blur
25[Kadir 01] [Mikolajczyk 04] [Johnson 99] [Berg 05]

You Can Try It At Home...

For most local feature detectors, executables are
available online:

http://robots.ox.ac.uk/~vqga/research/affine
http://www.cs.ubc.ca/~lowe/keypoints/
http://www.vision.ee.ethz.ch/~surf
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K. Grauman, B. Leibe
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(EUVEN Biveia [@

Detector output

Image with

U m e m m

Parameters defining an affine region

wv.a,b.e m aix-a) (x-u) 42B (x=-u) (F=-v) +c{F=-Vv) [y=¥vI=1
with (0,01 at mmage top left comer

Code
provided by the smithors, see For detagls amd buks to authors web stes
Limnx binaries Examnple of ure Drisplayig 1

prompes . fh_affine.ln -haraff -i img o imgl.bharafe -chres 1000 matlabss

prompes./h_affine.ln -hesaff -1

o imgl.hesaff -chres SO0  marlabss

pim =6 imgl.meer mat Laliss

semlefactar 1,0 mat labs>

mp!
!
- Intenssy extrema bated detector prampes./ibr.in
p mar labe>
!

. - Edge based detector praom
pro

Sakient regon detectar

http://www.robots.ox.ac.uk/~vgg/research/affine/detectors.html#binaries

Applications of local invariant

features & matching

* Wide baseline stereo
* Motion tracking
* Panoramas
* Mobile robot navigation
» 3D reconstruction
* Recognition
— Specific objects
— Textures
— Categories
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Wide baseline stereo

[Image from T. Tuytelaars ECCV 2006 tutorial]

Panorama stitching

! |

(a) Matier data set (7 images)

(b) Matier final stitch

Brown, Szeliski, and Winder, 2005

15



http://www.cs.ubc.ca/~mbrown/autostitch/autostitch.html

Recognition of specific objects, scenes

Rothganger et al. 2003 Lowe 2002

2/5/2009
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Recognition of categories

Constellation model

Weber et al. (2000)
Fergus et al. (2003)

Bags of words

S EEES

Toanple chistvs 22

- EeNRN

e amhae

YT

B

ELHLN

Saldd

\
..‘E )\ -’

I-MHLlIFIII

Eilhk

Csurka et al. (2004)

Dorko & Schmid (2005)
Sivic et al. (2005)
Lazebnik et al. (2006), ...

[Slide from Lana Lazebnik, Sicily 2006]

Value of local features

* Critical to find distinctive and repeatable local
regions for multi-view matching

» Complexity reduction via selection of distinctive

points

» Describe images, objects, parts without requiring
segmentation; robustness to clutter & occlusion

* Robustness: similar descriptors in spite of
moderate view changes, noise, blur, etc.

Once we have the features themselves, how to
use for recognition, search?

2/5/2009
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Basic flow HHH“ | E
=

ELT

Index each one into pool
of descriptors from

previously seen images

[T

—
I
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Detect or sample Describe

features features
List of positions, Associated list of
scales, > d-dimensional -
orientations descriptors
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Pose clustering and verification with SIFT

To detect instances of objects from a model base:

1) Index descriptors (distinctive
features narrow possible matches)
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Indexing local features

J

i

c

B

e

Pose clustering and verification with SIFT

To detect instances of objects from a model base:

1) Index descriptors (distinctive
features narrow possible matches)

2) Generalized Hough transform

to vote for poses (keypoints have
record of parameters relative to
model coordinate system) [next week]

3) Affine fit to check for
agreement between model

and image features
(approximates perspective projection
for planar objects)

2/5/2009
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Planar
objects

Input image

Model keypoints
that were used to
recognize, get
least squares
solution.

Recognition result

[Lowe]

Indexing local features

= With potentially thousands of features per image, and
hundreds to millions of images to search, how to
efficiently find those that are relevant to a new
image?

> Low-dimensional descriptors : can use standard efficient
data structures for nearest neighbor search

> High-dimensional descriptors: approximate nearest
neighbor search methods more practical

> Inverted file indexing schemes
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K. Grauman, B. Leibe

2/5/2009
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Indexing local features: approximate
nearest neighbor search

Best-Bin First (BBF), a variant of k-d
trees that uses priority queue to
examine most promising branches
first [Beis & Lowe, CVPR 1997]

goit, ol 1
—— () Locality-Sensitive Hashing (LSH), a
oo | om0 o | randomized hashing technique using
a9 .= |?  hash functions that map similar
I points to the same bin, with high
woo | oo o oo probability [Indyk & Motwani, 1998]

(3) @)

Visual Object Recognition Tutorial

41

Indexing local features

= With potentially thousands of features per image, and
hundreds to millions of images to search, how to
efficiently find those that are relevant to a new
image?

> Low-dimensional descriptors : can use standard efficient
data structures for nearest neighbor search

> High-dimensional descriptors: approximate nearest
neighbor search methods more practical

> Inverted file indexing schemes

Visual Object Recognition Tutorial

K. Grauman, B. Leibe
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Visual Object Recognition Tutorial
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Indexing local features: inverted file index

“Rlong 175, From Dtroil o
Florida: Inside back cover
“Drive 185, From Boston {0
Filorias; inside BacK cover
1929 Spanish Trall Roagway:
101-162,104
511 Trahie Intarmsalion; 83
ATA (Bamier i5i) - 95 Access: 86
CAA) B3

o i
AAA Nativnad Office: 88
Abasatons,
Galarad 25 mile Maps; cover

Aqriculturs Inspaciion Stn: 126
AbTah-Thiki Musaurn; 160
Hir Concitiaring, First; 112

4

Alspaha, Name; 126

Alfied B Waclay Garders; 106

Allgator Alley, 154-156

Allgater Farm, S1 Augustine: 158
157

Butterlly Center, McGuire; 134
CAA (s0a AAA)

COC, The; 111,112,115,136,142
Ca wzan; 147

Calooeatatchon Phor; 152

Canierd Nkl Sasshors; 173
Cannon Crask Alrpark; 130

Cave Diving: 131
Cayo Costa, Mame; 150
Collrion: o8

Edisan, Thomas; 152
Egle AFB; e 1a

Eight Reals; 176
Ellénton; 144-145
Emanus Pt vrck 120
Emergency Catbowes;
EP\D"W% 1‘2168 15? 156

seambia Bay: 1
Bw;s Lo e
Esmo v53

Charats arbes 150
Chautauqua; 116
Chiplay; 114

Hame; 115
Choctawaiches, Nams; 115
Circus Musoum, Aingling: 147
Citrus; 88,97,130,136.140,180
CityPiace, W Paim Beachy 180

aps.
Ft Laudirdalo Expwys; 194-186
Jacksornie; 163

igator
Aligator, Bugdy; 155
Alligaiors: 100,135,138,147,156
Annsiasia lslsnd; 170
Anhaics; 108-109,146
Aplachicoia Rivor; 112

Mus of Art: 136

Sabis b Ve 184
Baker County: 9.
Baraloat Mallmen; 162

Sernard Casire: 136
Big '
iy Cypness 165,158

ig Foal Manster; 105
Bille Swamp Safai; 160
Bk o 55117
e

smm 7

m-um 1

18219
Miami Expressways: 194195
Ovlanda Expressways: 152-150
Pensacole:

T 3
5. Augsuting; 181

v War, 100,108,127, 138,141
e Nk el 2
Cater,Baney 92

Spanian Chssriens; 168
Calumbis Gounly; 101,128
Coquin Buikding Matorial; 185
Corkscrow Swamp. Nomne: 154

Grab Trag I 144
Crackor. Flodds; 88,985,132
Crostme Expr .30
Guban Breax)
Dace Bt 180
Dace, Wl i 30-140.181
Dania Beach Hus
Cariel Boone, Poian Wk 117
Daylona Buach: 172:173
De Land: 87
De Soio, Hon
Anhae 106,108 148
o 1o,

139140, 154160
Draining of 156,181
Wil bA; 160
Wonder Gardens: 154
Faling Waters SP 115
Fantasy of Fight. 95
Fayar Dyhos SP; 171
Firgs, Forest: 168
Fires, Prescrived ; 148
Flﬂwlwn‘sv\ﬂm 151
Flagher County;
Flagier, Herry; 9715‘3\15’1 dl
Flarida Aquarium; 185
Florida,
12.000 yaars ago: 187
Caverm 5P 114

3
i o Mol iy, 134
Mational Cemtery : 147

* For text documents,
an efficient way to
find all pages on
which a word occurs
is to use an index...

* We want to find all
images in which a
feature occurs.

* To use this idea,
we’ll need to map
our features to
“visual words”

Visual words: main idea

e Extract some local features from a number of images ...

Slide credit: D. Nister

e.g., SIFT descriptor space: each
point is 128-dimensional

44
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main I

Visual words

45

Slide credit: D. Nister
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Visual Object Recognition Tutorial

47

Slide credit: D. Nister

Visual words: main idea

Map high-dimensional descriptors to tokens/words by
quantizing the feature space
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Visual words: main idea

Map high-dimensional descriptors to tokens/words by
quantizing the feature space

Visual Object Recognition Tutorial

49

Visual words

e Example: each
group of patches
belongs to the
same visual word
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Inverted file index for images

comprised of visual words

Word  List of imags

number  numbers
(1)— 5,10, ...

2 — 10,...

frame #5 frame #10

Visual Object Recognition Tutorial

Image credit: A. Zisserman

Visual words

* First explored for texture
and material
representations

e Texton = cluster center of
filter responses over
collection of images

e Describe textures and
materials based on
distribution of prototypical
texture elements.

©
=
o
5
'_
=
o
=
=
o
5)
o
@
o
=
3]
D
9
(e}
©
S
a0
>

Hl‘.lllllltll il BEE-===E-8
lll idlEnn Es-sa=E=-8
OHOnT« VOAN s5-=-B-EB88

Leung & Malik 1999; Varma & OBEe BiooS BBoEnaRE
i . i RUMNITEmAY ¥l EEEEEEEEEE
leser_man, 2002; Lazepnlk, ='=!EHEEHE EHEEHEH—E
Schmid & Ponce, 2003; v IBE!?III EEEEE=EEES
/MONANRONN E=S=EEEEEEEE

g/ riinfonon EEE=Ea=E--80

26



Visual Object Recognition Tutorial

©
=
o
5
'_
=
o
=
=
o
5)
o
@
©
=
3]
D
9
(e}
©
S
a0
>

Visual words

* More recently used for
describing scenes and
objects for the sake of
indexing or classification.

| (B

1@&@&
7 b (o IEL

HOIE | o

et
=R
el

Sivic & Zisserman 2003; Csurka,

Bray, Dance, & Fan 2004; many

others.

53

Visual vocabulary formation

Issues:

e Sampling strategy: where to extract features?

e Clustering / quantization algorithm

e Unsupervised vs. supervised

e What corpus provides features (universal vocabulary?)
e Vocabulary size, number of words

2/5/2009
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Sampling strategies

Sparse, at
interest points

Multiple interest
operators

Image credits: F-F. Li, E. Nowak, J. Sivic

W = T
HEue IdEF! 1AL
o sr=E=SmAE
HEFEFSE=E=SE"T
EELpEESmEN) —
S lEEEEEENE _
SN EEEEEERER
ElEEENEEEEES
HEIEEEEEEEEEE

Dense, uniformly

Randomly

To find specific,
textured objects,
sparse sampling from
interest points often
more reliable.

Multiple
complementary
interest operators
offer more image
coverage.

For object
categorization, dense
sampling offers better
coverage.

See [Nowak, Jurie & Triggs,
ECCV 2006] , and
Gautam’s demo!

Clustering / quantization methods

e k-means (typical choice), agglomerative clustering,

mean-shift, ...

e Hierarchical clustering: allows faster insertion / word
assignment while still allowing large vocabularies
> Vocabulary tree [Nister & Stewenius, CVPR 2006]

2/5/2009

28



2/5/2009

Visual vocabulary formation

Issues:

e Sampling strategy: where to extract features?
Clustering / guantization algorithm

Unsupervised vs. supervised

What corpus provides features (universal vocabulary?)
Vocabulary size, number of words

Visual Object Recognition Tutorial

Supervised vocabulary formation

e Recent work considers how to leverage labeled images
when constructing the vocabulary

cat universal

/ \ \ vocabulary vocabulary

.n =D /n = i

¥y = O em :I

K | II T ciaswrer
5 T w / guem sl

= MAP A\ XN MAP " |

.S / universal vocabulary \ I I | dog |
= | ::1assmer
§’ cat's eye cat's tail dog'seye  gog's tail I l'l.ll 0

3 N\ c%saar A Ad“g”‘” dog  universal

o4 L \ —-/—-\—*L-J—‘ vocabulary vocabulary

o cat vocabulary dog vocabulary

g

Qo

© Perronnin, Dance, Csurka, & Bressan, Adapted Vocabularies for

g Generic Visual Categorization, ECCV 2006.

>

58
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Supervised vocabulary formation

* Merge words that don’t aid in discriminability

Histograms of textons .
. 9 8 Histogram space
5 Blue class Red class
2 4
@
== 1 — m 1
o
£
2 a b c a b c
E - ——=
o
@
8
B
b a b ec a b c
[
E (O Histogram from blue class
= © Histogram from red class

Winn, Criminisi, & Minka, Object Categorization by Learned
Universal Visual Dictionary, ICCV 2005

Visual Object Recognition Tutorial

Supervised vocabulary formation

e Consider vocabulary and classifier construction jointly.

{ }
| —_—
[, *

/ t

0 : *

Training Visual ... Visual  Visual <= Classifier
images bit 1 bitk bit k+1

Yang, Jin, Sukthankar, & Jurie, Discriminative Visual Codebook Generation
with Classifier Training for Object Category Recognition, CVPR 2008.

Visual Object Recognition Tutorial

60
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Basic flow

—_—d
TN

—
I

J

Index each one into pool
of descriptors from

previously seen images

or | —>I =

<
@ Detect or sample Describe Quantize to form -
S features features bag of words vector
= for the image
g List of positions, Associated list of
N - AT
& scales, d-dimensional
B orientations descriptors
()
2
(e}
©
=}
(2]
&
- et -~ ™
Bags of visual words - -
VN
e Summarize entire image §
based on its distribution ' H
(histogram) of word o1l o R
occurrences. Jhww™
VN
= I Analogous tc_) bag of words i
s representation commonly &0
F used for documents.
= T LW =
= e Set of patches -> vector =
o - -
il = Good empirical results for 4+
3 image classification. ‘
-
(e}
©
2 3 b oW
.S -
Image credit: Fei-Fei Li
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Bags of visual words for
Image recognition

Caltech 6 dataset

B

class bag of features ' _ bag of f_eatures Parts-and-shape model

Zhang et al. (2005) | Willamowski et al. (2004) | Fergus et al. (2003)
airplanes 98.8 97.1 90.2
cars (rear) 98.3 98.6 90.3
cars (side) 95.0 87.3 88.5
faces 100 99.3 96.4
motorbikes 98.5 98.0 92.5
spotted cats 97.0 — 90.0

Source: Lana Lazebnik

Bags of words: pros and cons

flexible to geometry / deformations / viewpoint
compact summary of image content

provides vector representation for sets

has yielded good recognition results in practice

+ + + +

- basic model ignores geometry - must verify afterwards,
or encode via features

- background and foreground mixed when bag covers
whole image

- interest points or sampling: no guarantee to capture
object-level parts

- optimal vocabulary formation remains unclear

©
=
o
5
'_
=
o
=
=
o
5)
o
@
o
=
3]
D
9
(e}
©
S
a0
>

32



2/5/2009

Basic flow

Index each one into pool
of descriptors from

previously seen images

Il

p——
T
T

—
I
)
i

J

%\
N~ A

Compute match
with another image

or
< — > hLI.L L
@ Detect or sample Describe Quantize to form -
o features features or bag of words vector
= for the image
S List of positions, Associated list of
(8] R — . -
& scales, d-dimensional R
B orientations descriptors Hn
() =
2
o
T
=
2
>

Local feature correspondences

= The matching between sets of local features helps to
establish overall similarity between objects or shapes.

e Assigned matches also useful for localization

Shape context Low-distortion matching [Berg & Malik 2005] Match kernel

[Bel_ongie & [Wallraven,
Malik 2001] Caputo & Graf
2003]
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Local feature correspondences

e | east cost match: minimize total cost between matched
points

\/\

ol B % e /
min, 3 7(0)

e Least cost partial match: match all of smaller set to
some portion of larger set.

Visual Object Recognition Tutorial

Pyramid match kernel (PMK)

e Optimal matching expensive relative to number of
features per image (m).

* PMK is approximate partial match for efficient
discriminative learning from sets of local features.

: 3 Optimal match: O(m3)
I \[ \.-2 | Greedy match: O(m?log m)
HindER ‘:-‘:'.“\/ Pyramid match: O(m)

[Grauman & Darrell, ICCV 2005]

Visual Object Recognition Tutorial
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Visual Object Recognition Tutorial

Visual Object Recognition Tutorial

Pyramid match kernel

e Forms a Mercer kernel -> allows classification with SVMs,
use of other kernel methods

e Bounded error relative to optimal partial match
* Linear time -> efficient learning with large feature sets

5t % e 3

Accuracy
Time (s)

g ¥4 B B B 8 @

18s elep 08-HL13

& @ m oW o e om me o @ M

Mean number of features Mean number of features

Match [Wallraven et al.] o(m2)

e ]

Pyramid match o(m)

]

Pyramid match kernel

e Forms a Mercer kernel -> allows classification with SVMs,
use of other kernel methods

Bounded error relative to optimal partial match
Linear time -> efficient learning with large feature sets

Use data-dependent pyramid partitions for high-d
feature spaces

. . . -

-

T J
= - . w0
T . SL
g e

Uniform pyramid bins Vocabulary-guided
pyramid bins

Code for PMK: http://people.csail.mit.edu/jjl/libpmk/

2/5/2009

35



2/5/2009

Matching smoothness & local geometry

e Solving for linear assignment means (non-overlapping)
features can be matched independently, ignoring
relative geometry (as in bag of words model).

* One alternative: simply expand feature vectors to
include spatial information before matching.

! [ fi,Fi28 %o Val

! :
)

o4

Visual Object Recognition Tutorial
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K. Grauman, B. Leibe

Spatial pyramid match kernel

e First quantize descriptors into words, then do one
pyramid match per word in image coordinate space.

Lazebnik, Schmid & Ponce, CVPR 2006

Visual Object Recognition Tutorial

K. Grauman, B. Leibe
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Matching smoothness & local geometry

* Use correspondence to estimate parameterized
transformation, regularize to enforce smoothness

5
J:
(‘?
.
;
i

{
I
a1
i
i
:

Shape context matching [Belongie, Malik, & Puzicha 2001]
Code: http://www.eecs.berkeley.edu/Research/Projects/CS/vision/shape/sc_digits.html

K. Grauman, B. Leibe

Matching smoothness & local geometry

e |Let matching cost include term to penalize distortion
between pairs of matched features.

Template Query
i? o)
\Rij [Si'j
@ @i
i =i

Approximate for efficient solutions: Berg & Malik, CVPR 2005;
Leordeanu & Hebert, ICCV 2005

Figure credit: Alex Berg K. Grauman, B. Leibe
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Matching smoothness & local geometry

* Compare “‘semi-local’ features: consider configurations
or neighborhoods and co-occurrence relationships

kemel P.

(@} Circular kemils

Correlograms of
visual words
[Savarese, Winn, &
Criminisi, CVPR 2006]

Proximity

distribution kernel Hyperfeatae stack Chitpiit featiaie
Hyperfeatures: Agarwal &

Triggs, ECCV 2006]

[Ling & Soatto, ICCV

2007]

Feature neighborhoods [Sivic

& Zisserman, CVPR 2004]

Tiled néighborhood [Quack, Ferrari,
Leibe, van Gool ICCV 2007]

K. Grauman, B. Leibe

Matching smoothness & local geometry

e Learn or provide explicit object-specific shape model
[Next week: part-based models]

MOUTH

2/5/2009
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Distance/metric/kernel learning

Exploit partially
labeled data and/or
(dis)similarity
constraints to
construct more

3 useful distance
function

Number of existing
techniques

Distance/metric/kernel learning

“Multiple kernel learning”: Optimize weights on kernel
matrices, where each matrix is from a different feature
type or similarity measure. “Align” to the optimal
kernel matrix.

— [e.g. Varma & Ray ICCV 2007, Bosch et al. CIVR 2007,
Kumar & Sminchisescu ICCV 2007]

Example-based distance learning: Optimize weights
on each feature within a training image

— [Frome et al. ICCV 2007]
Learn metric based on similarity / in-class constraints

— Often Mahalanobis distances [e.g. Hertz et al. CVPR 2004,
Kumar et al. ICCV 2007, Jain et al. CVPR 2008]

2/5/2009
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Example: impact of kernel combination

Caltech 256 dataset

60

w w S s @ o
=3 o o 1 =] @

~
o

Classification performance (%)

20

—B—0ur
—E&—Griffin SPM
——Shape 180
—+—Shape 360
—F—Self Sim
—&#—Colour
—=—Gray
——GB1
—+—GB2

Number of training images

Varma and Ray, ICCV 2007

Example Applications: Local Feature Matching

Sony Aibo
(Evolution Robotics)

SIFT usage

* Recognize
docking station

« Communicate
with visual cards

Other uses
» Place recognition

* Loop closure in SLAM

AIBO® Entertainment Robot

Official U.S. Resources and Online Destinations

Slide credit: David Lowe

2/5/2009
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Example Applications: Local Feature Matching

Mobile tourist guide

» Self-localization

* Object/building recognition
* Photo/video augmentation

[Quack, Leibe, Van Gool, CIVR’08]

Example Applications: Local Feature Matching

= iz e g [E=IRE ]

kooaba

. fouie .[..,....

50’000 movie
posters indexed

Query-by-image
from mobile phone
available in Switzer-
land

| Done LT BT

http://www.kooaba.com/en/products _engine.html#

K. Grauman, B. Leibe
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Summary

e Local features are a useful, flexible representation
» Invariance properties - typically built into the descriptor
» Distinctive, especially helpful for identifying specific textured

objects

» Breaking image into regions/parts gives tolerance to occlusions
and clutter

» Mapping to visual words forms discrete tokens from image
regions

e Efficient methods available for
» Indexing patches or regions
» Comparing distributions of visual words
» Matching features
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