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ABSTRACT

Whenusershandlelarge amountsof data,errorsarehardto
notice. Outlier findingis a new way to reduceerrorsby di-
recting the users attentionto inconsistentdatawhich may
indicateerrors. We have implementedan outlier finder for
text, which candetecthothunusuamatchesindunusuamis-
matchedo atext pattern. Whenintegratedinto the userin-
terfaceof a PBD text editorandtestedn a userstudy outlier
finding substantiallyreducecerrors.

KEYWORDS: programming-by-demuastration,PBD, intel-
ligent userinterfacestext editing, patternmatching,search-
and-replacel APIS, clusteranalysisunsupervisedearning

INTRODUCTION

The search-and-replaceommandin a typical text editor
forcesusersto choosebetweerntwo alternatves: replaceone
matchat a time with confirmation,or replaceall matchesat
once.Whenthedocuments longandthenumberof matches
large, neither choice is ideal. Confirming eachmatchis
tediousand errorprone. When most answersare Yes, a
boredor hurried usereventually startsto pressYeswithout
thinking. On the other hand, replacingall matcheswith-
out confirmationrequiresthe userto trust the precisionof
the searchpattern. Recklessapplicationsof global search-
and-replacénave beenfeaturedin comp.risks amongthem
“eLabourated’in a news report aboutthe British govern-
ment, “back in the African-American”in an article abouta
budgetcrisis, and “arjpgicial turf” on a web site that evi-
dently switchedfrom TIFF to JPEG[11].

We proposeanalternatveto thesetwo extremes:outlier find-
ing. In statisticsanoutlieris adatapointwhichappearso be
inconsistentvith therestof thedata[2]. Appliedto search-
and-replacethisideameanghatthetext editorhighlightsthe
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mostatypical patternmatchessothatthe usercanfocuson
the matcheghat are mostlikely to be problematic. Outlier
finding reomanizesthe search-and-repladask so that hu-
manattention— anincreasinglyscarceresource- is usedfar
moreefficiently.

Briefly, the outlier findertakesa setof text regionsmatching
atargetpatterngenerateslist of binary-valuedfeaturesde-
scribingthepatternmatchesndtheir context (suchas“starts
with S” or “at endof aline”), teststhe featuresagainsteach
matchto computea featurevectorfor the match,andfinally

sortsthematchesdasedntheirweightedEuclideardistance
from the medianmatchin featurevector space. Matches
which lie far from the medianare consideredutliers. We

have implementedanoutlier finderaspartof the LAPIS sys-
tem (Lightweight Architecturefor Processinglnformation
Structure),a text-editor/web-brevserdesignedor browsing

andediting semi-structuredext [7].

Outlier finding dependson two assumptions. First, most
matchesnustbe correct,sothaterrorsarethe needlesn the
haystacknot the hay. This assumptioris essentiabecause
theoutlier finderhasno way of knowing whatthe useractu-
ally intendsthepatternto match.Unlessthesetof matchess
roughlycorrectto begin with, theoutlier finder'ssuggestions
areunlikely to be helpful. Seconderroneousnatchesanust
differ from correctmatchedn waysthatarecapturedoy the
features.Althoughthe outlier findercanbe augmentedvith
domainknowledge— ourshasa substantiaknowledgebase,
including a Java parserandHTML parser— the knowledge
baseinevitably hasgaps,and the featurelanguagemay be
incomplete.Fortunately theseassumptiongarenot seriously
limiting. Outlierfinding actuallyhasmorevaluewhenerrors
arelike needlesn a haystacksothe first assumptiormeans
only thatit works betterwhenit's more useful. As for the
secondassumptionwe have found that mary errorsdiffer
in dramaticways from correctmatches often requiring no
domainknowledgeatall to detect.

Outlier finding is particularlyusefulfor focusinghumanat-
tentionwherehumanjudgmentis needed.The LAPIS sys-



temincludesa novel userinterfacefor automatingepetitve
editingtasks,calledsimultaneougditing[9]. Simultaneous
editing usesmultiple synchronizeccursorsto edit multiple
locationsin a documentat once, inferring the locationsof
othercursorsfrom thelocationof the cursorthe useris con-
trolling. Sometimesthe other cursorsare misplacedby a
wronginferenceresultingin thewrongedits,butauserstudy
found that usersoften overlook this error until it’s too late
[9]. In this paper we shav how outlier finding canbe used
to draw the users attentionto potentially-misplacedursors,
andpresentheresultsof asecondiserstudyin whichoutlier
finding substantiallyreducedhefrequeng of this error.

Ouitlier finding can explore both sidesof a setboundary—
not only borderlinematcesto a pattern,but alsoborderline
mismatchesBorderlinemismatchesanbe evenmorevalu-
ableto the userthanborderlinematchessincethe spaceof
mismatchess usuallymuchlarger. In practice finding near
mismatchego a text patternis complicatedby the factthat
the searchspaceis the setof all substringsn a document.
Theproblemcanbesimplifiedby reducinghesearctspace-
e.g.,searchingnly wordsor lines,or ruling out mismatches
thatoverlapa match.

RELATED WORK

Most work on outlierscomesfrom the field of statisticg[2],

focusingon statisticalteststo justify omitting outliersfrom

experimentaldata. A large numberof testshave beendevel-
opedfor variousprobability distributions. For the applica-
tionswe areinterestedn, however, thedistribution is rarely
simpleandusuallyunknown. Our outlier findercannotmake
strongstatisticalclaimslik e “this outlier is 95%lik ely to be
anerror” butontheotherhandit canbeappliedmorewidely,

with no assumptionaboutthedistribution of the data.

Ouitlierfinding hasbeenappliedto datamining by Knorr and
Ng [6], because@utliersin large databasesanyield insights
into the data.Knorr andNg proposea “distance-baseddef-
inition of anoutlier, which is similar to our approach.They
definea D B(p, D) outlier asa dataobjectthatlies at leasta
distanceD (in featurespace)rom atleasta fractionp of the
restof thedataset. The choiceof p and D is left to ahuman
expert. Our algorithmis simplerfor nonexpertusersbecause
it merelyranksoutliersin a single dimensionof weirdness.
Usersdon't needto understandhedetailsof theoutlierfinder
to useit, andappropriateveightsand parametersre deter
minedautomaticallyby thealgorithm.

Our outlier finding algorithm drawvs on techniquesbetter
known in the machinelearningcommunityas clusteringor
unsupervisedearning [1]. In clustering,objectsare classi-
fied into similar groupsby a similarity measurecomputed
from featuresof the object. Clusteringis commonlyusedin
informationretrieval to find similar documentstepresenting
eachdocumenby avectorof termsandcomputingsimilarity
betweenterm vectorsby Euclideandistanceor cosinemea-
sures.Ourapplicationdomain text patternmatching,is con-

cernedwith matchingsmall partsof documentgatherthan
retrieving whole documents so term vectorsare less suit-
ableasarepresentationFreitagconfirmedthis hypothesisn
his studyof inductive learningfor informationextraction[4],
which shavedthata relationallearnerusingfeaturessimilar
to ourswasmuchmoreeffective at learningrulesto extract
fieldsfrom text thanaterm-vectorbasedearner

Onewayto find borderlinemismatche text patternmatch-
ing is to allow errorsin the patternmatch. This is the ap-
proachtaken by agrep [15], which allows a boundednum-
ber of errors(insertions,deletions,or substitutions)vhenit
matchesa pattern.Agrepis particularlyusefulfor searching
documentsvhich may containspellingerrors.

Spellingandgrammarcheckingarewell-known waysto find
errorsin text editing. Microsoft Word pioneeredhe idea of
using thesecheclersin the background highlighting pos-
sible errorswith a jaggedunderlineasthe usertypes. Al-
thoughspell-checkingandoutlier-findingbothharethesame
goal — reducingerrors— the approachesre drastically dif-
ferent. Spelling and grammarcheclers comparethe text
with aknown model,suchasa dictionaryor languagegram-
mar. Outlier finding has no model. Instead,it assumes
that the text is mostly correctalready and searchedor ex-
ceptionsand irregularities. Whereasa conventional spell-
checlerwould beflummoxedby text thatdivergesdrastically
fromthemodel-suchasLewis Carroll's“The Jabberwcky”
[3] — a spell checler basedon outlier-finding might notice
thatoneoccurrencenf “Jabbervock” hasbeenmistypedbe-
causeit is spelleddifferently from the rest. On the other
hand, an outlier-finding spell checler would overlook sys-
tematicspellingerrors. Morris and Cherry built an outlier
finding spell-checkr[10] thatcomputegrigramfrequencies
for adocumentandthensortsthedocumentwordsby their
trigram probability, andfoundthatit workedwell on techni-
cal documents.We have not tried to apply our own outlier-
finding algorithmto spell-checkingbut it would make inter-
estingfuturework.

CASE STUDY: SIMULTANEOUS EDITING

Before delving into the details of the outlier-finding algo-
rithm, wefirst describehow we usedoutlierfindingto reduce
errorsin anintelligenttext editor.

Simultaneous Editing

Simultaneousditing is a new userinterfacetechniquefor
automatingepetitve tasksin text editing[9]. The userfirst
selectsa setof text regionsto edit, calledthe recods For
example,the recordsmight be the entriesin a bibliography
suchasFigurel. Theusercanselectthe recordsetin three
ways: by making a multiple selectionwith the mouse,by
writing a patternin the LAPIS patternlanguageor by giving
oneor moreexamplesandletting LAPIS infer therest.

After definingtherecords the usermakesa selectionin one
recordusingthe mouseor keyboard.In responsethe system
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Figure 1: Simultaneous editing in action. The record
set is a list of bibliography entries. The user selected
“1." in the first record, which the system generalized to
a selection in the other records.
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Figure 2: The final result of the bibliography-editing
task.

M Brant_hocad Trtanratinn Af fanaral

malkes an equivalentselectionin all otherrecords. Subse-
guentediting operations- suchastypedtext, deletions,or

cut-and-paste- affect all recordssimultaneouslyasif the

userhadappliedthe operationgo eachrecordindividually.

For examplethetaskin Figurel is to make eachentry start
with the authors nameandyearin squarebraclets.Figure2

shaws the desiredresult. To do part of this task, the user
selectsthe authors namein onerecordand copiesit to the

beginning of the record. Simultaneouslythe authors name
in every otherrecordis selectecandcopied.

A userstudy[9] foundthatnovice userscould do taskslike
this oneafteronly a 10-minutetutorial, andevensmalltasks
(fewer than 10 records)werefasterto do with simultaneous
editingthanwith manualediting.

Thegreatesthallengen simultaneougditingis determining
the equivalentselectionwhereediting shouldoccurin other
records. Givena cursorpositionor selectionin onerecord,
the systemmustgeneralizet to a descriptionwhich canbe
appliedto all otherrecords. Although our systems$ gener

alizationsare usuallycorrect(the userstudyfoundthat 84%
of users’selectionsveregeneralizeaorrectlyfrom only one
example),sometimeghe generalizatioris wrong. The user
cancorrectageneralizatiorby holdingdown theControlkey

andmakinga selectionin anotherecord- effectively giving

anotherexampleof the desiredselection- but the usermust
first noticethatthe generalizatiomeedgo becorrected.

In the userstudy we obsened that someincorrectgeneral-
izationsarefar morenoticeablethanothers.Figure3 shows
anincorrectgeneralizatiorthatwaseasyfor usersto notice.
The userhasselected'89”, the last two digits of the first
records publicationyear, which the systemhasmistalenly
generalizednto the description“from just after first “9” to
just afterfirst year”. This generalizatioris drastically visi-
bly wrong,selectingar morethantwo digitsin somerecords
andnearlythe entirelastrecord.All eightusersin the study
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Figure 3: Incorrect generalization of the last two digits
of the publication year. This misgeneralization is visibly
wrong, and all users noticed it.
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Figure 4: Incorrect generalization of the author’s name.
“Hayes-Roth” is only partially selected, but no users
noticed.

noticedandcorrectedhis misgeneralization.

Themistale in Figure4, ontheotherhand,wasmuchharder
to spot. The userhasselectedhe last nameof the first au-
thor, “Aha”. The systems generalizationis “first capital-
ized word”, which is correctfor all but record7, whereit
selectsonly the first half of the hyphenatechame“Hayes-
Roth”. The error is so visually subtlethat all seven users
who madethis selectionor a relatedselectioncompletely
overlookedtheerrorandusedtheincorrectselectioranyway.
(The eighth userluckily avoided the problemby including
thecommain theselectionwhichwasgeneralizedorrectly)
Althoughthreeuserslater noticedthe mistalke andmanaged
tochangeé[Hayes95]" to thedesired[Hayes-Roth95]", the
otherfour usermevernoticedtheerroratall. A similareffect
wasseenn anothetask,in whichsomeuserdailedto notice
thatthetwo-word basebalteam“Red Sox” wasnot selected
correctly resultingin errors.

Highlighting Outliers

In an effort to make incorrectselectionssuch as Figure 4
morenoticeablewe augmentedhe systemwith outlier find-
ing. Whenerer the systemmakesa generalizationit passes
theresultingsetof selectedegionsto the outlier finder The
outlier finder determines setof relevantfeaturesandranks
the setof regionshby the distanceof eachselections feature
vectorfrom the medianfeaturevector The algorithmis de-
scribedin moredetailin alater section.Using this ranking,
the systemhighlightsthe mostunusualregionsin a visually
distinctive fashion,in orderto attractthe users attentionso
thatthey canbechecledfor errors.

Two designquestionsmmediatelyarise: how mary outliers
shouldbe highlighted,andhow shouldthey be highlighted?
Outliers are not guaranteedo be errors. Highlighting too
mary outlierswhentheselectionis actuallycorrectmaylead
the userto distrustthe highlighting hint. On the otherhand,
an error may be an outlier but not the farthestoutlier, so
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Figure 5: Incorrect generalization with outlier highlight-
ing drawing attention to the possible error.

highlightingmore outliersmeansnoreactualerrorsmay be
highlighted. But highlighting a large numberof outliersis
unhelpfulto the user sincethe usermustexamineeachone.
Ideally, the outlier finder shouldhighlight only a handful of
selectionswhen the selectionis likely to have errors, and
noneatall if theselectionis likely to becorrect.

After someexperimentation,we found that the following
heuristicworks well. Let d be the weightedEuclideandis-
tanceof the farthestselectionfrom the medianandlet S be
the setof selectionghat are fartherthand/2 from the me-
dian. If S is small—- containingfewer than 10 selectionsor
fewer than half of all the selectionswhicheveris smaller—
thenhighlightevery memberof S asaoutlier. Otherwisedo
not highlight ary selectionsasoutliers. This algorithmputs
afixedupperboundon the numberof outlier highlights,but
avoids displayinguselessighlightswhenthe selectionsare
not significantlydifferentfrom oneanother

Thesecondlesigndecisionis how outlier highlightingshould
be renderedin the display One possibility is the way

Microsoft Word indicatesspelling and grammarerrors, a

jagged,brightly coloredunderline.ExperiencedNord users
are accustomedo this corvention and alreadyunderstand
thatit’s merelyahint. In simultaneougditing,however, out-

lier highlightingmuststandout throughselectedext, which

is renderedusing a blue background. A jaggedunderline
would betoo subtleto be noticedin this context, particularly

in peripheralision.

Instead,we highlight an outlier selectionby changingits
backgroundrom blue to red. To further enhancehe high-
lighting, the entirerecordcontainingthe outlier is alsogiven
a red backgroundandthe scrollbaris augmentedvith red
markscorrespondingo the highlightedoutliers. Simultane-
ouseditingalreadyaugmentshe scrollbarwith markscorre-
spondingo theselectionsotheredoutlier marksaresimply
paintedon top of the blue selectionmarks. Figure5 showvs
the resultingdisplay highlighting two outliersin the erro-
neousauthorselection.

User Study

To evaluatethe effectivenessof outlier highlighting, we re-
peatedour original userstudywith new subjects. The only
differencebetweertheoriginal studyandthe new studywas
the presencef outlier highlighting. The setupof both stud-
iesis briefly describedelow, andthentheresultsrelevantto
outlier highlightingarediscussed.

Userswerefoundby soliciting campusewnsgroups- 8 users
for theoriginal studywith nooutlierhighlighting,and6 users
for the new studywhich includedoutlier highlighting. All
werecollegeundegraduatesvith substantiatext-editing ex-
perienceandvarying levels of programmingexperience(in
eachgroup,roughlyhalf describedheir programmingexpe-
rienceas‘little” or “none; and half as “some” or “lots”).
All werepaidfor participating. Usersfirst learnedaboutsi-
multaneousediting by readinga tutorial and trying the ex-
amples. This tutorial took lessthan 10 minutesfor all but
two users,who spentextra time exploring the systemand
makingcomments.The two groupsrecevedslightly differ-
enttutorials. Both tutorialsdiscussedhe problemof incor-
rectgeneralizationgndgave usersan exercisein correcting
ageneralizationput the outlier-highlighting group’s tutorial
alsodiscussedvhatoutlier highlighting looks like andwhat
it means.

After completingthe tutorial, eachuserperformedthe fol-
lowing threetasksusingsimultaneougditing:

1. Putthe authornameandpublicationyearin front of each
citation.
Before:
1. Aha, D.W. andKibler, D. Noise-tolerantnstance-basetearning algorithms.
In Proceeding®f the EleventhInternationalloint Conferenceon Atrtificial Intelli-
gence MorganKaufmann,1989,pp. 794-799.
2. Brajnik, G. andTasso,C. A Shellfor developingnon-monotoniausermodeling
systemsInt. J. Human-ComputeBtudies40(1994),31-62.
... (T more)...
After:
[Aha 89] Aha, D.W. andKibler, D. Noise-tolerantinstance-basetearningalgo-
rithms. In Proceeding®f the EleventhinternationalJoint Conferenceon Artificial
Intelligence.MorganKaufmann,1989,pp. 794-799.
[Brajnik 94] Brajnik, G. andTasso,C. A Shellfor developingnon-monotoniaser
modelingsystemsint. J. Human-ComputeStudies40 (1994),31-62.
... (7T more)...

2. Reformatalist of mail aliasesrom HTML to text.

Before:

<DT><A HREF="mailto:cg@cs.umn.edNICKNAME="congra">ConceptuaGraphs</A>

<DT><A HREF="mailto:kif@cs.stanford.ediNICKNAME="kif"> KIF</A>
... (5more)...

After:

;; ConceptualGraphs

congra:mailto:cg@cs.umn.edu

5 KIF

kif: mailto:kif@cs.stanford.edu

... (5more)...

3. Reformatalist of basebalkcoresnto ataggedformat.

Before:

Cardinalsb, Pirates2.

RedSox12, Orioles4.

... (5more)...

After:
GameScore[winnéCardinals’;loser’Pirates’; scores[52]].
GameScore[winnéRed Sox’; loser’Orioles’; scores[12,4]].
... (5more)...

All taskswere obtainedfrom other authors(tasks1 and 2
from Fujishima[5] andtask3 from Nix [12]). Thetasksare
small enoughto fit entirely on the screenwithout scrolling.
After performinga taskwith simultaneougditing, usersre-
peatedthe taskwith manualediting in orderto estimatethe
benefitof simultaneougditing for thatuser but only on the
first threerecordsto avoid unnecessariedium.For all tasks,



userswereinstructedo work carefullyandaccuratehyattheir
own pace. All userswere satisfiedthatthey had completed
thetasks althoughthefinishedproductsometimegontained
unnoticederrors. Eachtaskdescriptionincludeda complete
printout of the desiredresult,leaving no ambiguityin what
wasexpected.

Results

Comparingthe two groupsof users,one with outlier high-
lighting andthe otherwithout, shaveda reductionin uncor
rectedmisgeneralizationsalthoughthe samplesizewastoo
smallfor statisticalsignificance Thesystem$incorrectgen-
eralizationdgn thesetasksfall into four cateyories:

e Year(task1): selectionof the lasttwo digits of the year
(Figure??)

e Author (taskl): selectionof theauthors nameor the posi-
tion justafterit, which errson “Hayes-Roth"(Figure4)

e Winner (task3): selectionof the winning teams nameor
justafterit, which errson“Red Sox”

e Loser(task3): selectionof thelosingteams nameor just
afterit, which errson (a differentinstanceof) “Red Sox”

Only tasksl and3 have misgeneralizationsAll selectionsn
task2 aregeneralizeatorrectlyfrom oneexample.

All usersin both groupsnoticedthatthe Yearselectionwas
misgeneralizednd correctedit, probablybecausdéhe mis-
generalizationis dramaticallywrong (Figure ??). For the
othertwo kinds of selectionsthe outlier highlighting algo-
rithm correctly highlightedthe errorsin the selection.As a
result,usersseeingtheoutlier highlightingcorrectedhe Au-
thor, Winner, and Losermisgeneralizationmore oftenthan
userswithout outlier highlighting (Table 1). In particular
the Author misgeneralizationwhich was never noticed or
correctedwithout outlier highlighting, wasnoticedand cor-
rected5 out of 8 times(63%) with the help of outlier high-
lighting. Usersconfirmedthevalueof outlier finding by their
commentgluringthe study Oneuserwassurprisedhatout-
lier highlighting wasnot only helpful but alsoconserative,
highlightingonly afew places.

Becauseutlierhighlightingencouragedsergo correctmis-
generalizationst alsoreducedheoverallerrorrateon tasks
1 and3, measure@sthenumberof tasksfinishedwith errors
in the final result (Table 2). Editing with a misgeneralized
selectiondoesnot alwaysleadto errorsin the final output,
becausesomeusersnoticedthe errorslater and fixed them
by hand.Theerrorrateontask2 increasedhowever, despite
thefactthattask2 hadno misgeneralizationt becorrected.
Oneof thesetask?2 errorsoccurredbecauséheuserprovided
multiple inconsistenexamplesof one selection,a problem
that was unfortunatelyexacerbatedy outlier highlighting.
This problemis discussedn moredetailin the next section.

Discussion
Although outlier highlighting reducedthe numberof errors
usersmade,it did not eliminatethementirely Onereason

Correctedmisgeneralizations
Year Author Winner Loser
Outliers (taskl) (taskl) (task3) (task3)
Not highlighted | 8/8(100%) | 0/7 (0%) | 1/8(13%) | 4/7 (57%)
Highlighted 717 (100%) | 5/8(63%) | 4/7(57%) | 5/6(83%)

Table 1: Fraction of misgeneralized selections that
were noticed and corrected by users (number cor-
rected / number total). Most users made each se-
lection once, but some avoided making the selection
or made it twice.

Taskscompletedwith errors
Outliers Task1 Task2 Task3
Not highlighted | 4/8 (50%) | 1/8(13%) | 3/8(38%)
Highlighted | 2/6(33%) | 2/6 (33%) | 1/6 (17%)

Table 2: Fraction of tasks completed with errors in final
result (number of tasks in error / number total).

is thatthe systemusuallytook 400-800millisecondsto com-
puteits generalizationwith or without outlier highlighting,
anduserdid notalwayswait to seethegeneralizatiorbefore
issuing an editing command. For example,in the outlier

highlighting condition, 2 of the 3 uncorrectedAuthor gener

alizationswentuncorrectedecausehe userissuedan edit-
ing commandeforethegeneralizatiormndoutlier highlight-
ing evenappearedAfter the userstudy we changedhe de-
sign so that recordscontainingoutliers remain highlighted
in red throughsubsequengditing operationsuntil the user
makesa new selection.As aresult,evenif the userdoesnt

notice an incorrectselectionbeforeediting with it, the per

sistentoutlier highlighting hopefully draws attentionto the
erroreventually

Outlier highlighting alsodraws attentionto correctgeneral-
izations,undeseredly. Several usersfelt the needto deal
with the outliersevenwhenthe selectionwascorrect,to “get
rid of thered” asoneuserputit. Our designinadwertently
encouragedhis behavior by erasingthe red highlight if the
userprovidedthe outlier asan additionalexample. As are-
sult, several usershabitually gave superfluousexamplesto
eraseall the outlier highlighting. Of the 143total selections
madeby userswith outlier highlighting, 16 were overspeci-
fiedin thisway, whereasho selectionavereoverspecifiecdy
theuserswithout outlier highlighting. To put it anothemway,
thetasksin the userstudyrequiredanaverageof 1.25exam-
plesperselectionfor perfectgeneralizationWithout outlier
highlighting, usersgave only 1.13 examplesper selection,
underspecifyingsomeselectionsandmakingerrorsasa re-
sult. With outlier highlighting, usersgave 1.40examplesper
selection,overspecifyingsomeselections.Giving unneces-
sary examplesis not only slower but also errorprone, be-
causehe extra examplesmay actuallybe inconsistent.This
happenedo oneuserin task2 — a correctgeneralizatiorbe-
cameincorrectaftertheusermisselecte@noutlierwhile try-
ing to erasats highlight, andthe usernever noticed.
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Figure 6: The Unusual Matches window showing oc-
currences of “copy” in an old UIST paper [8]. The
most prominent outlier, which is selected, is found in
an italicized word, “rcopy”.

After the study we madeseveral designchangego mitigate
the problemof overspecifiedselections. First, selectingan
outlier asan additionalexampleno longer erasests outlier
highlighting. Instead userswho wantto “get rid of thered”
mustright-click on anoutlier to dismissits highlight, elimi-
natingthe dangerof misselection(This designwasinspired
by Microsoft Word, which usesthe context menuin a simi-
lar fashionto ignoreor correctspellingandgrammatrerrors.)
Second,the outlier highlighting was changedto make the
outliers themseles blue, just like non-outliers,in orderto
male it clearerthata selectioncanbe usedfor editing even
if it containsoutliers. Now, only the recordcontainingthe
outlier is coloredred. In simultaneousditing, eachrecord
containsexactly oneselection sotherecanbe no ambiguity
aboutwhich selectionis the outlier.

MORE APPLICATIONS

Unusual Matches Display

In simultaneousediting, outlier finding is usedbehindthe
scenego directthe users attentionto possibleerrors. Some
usersmay want to accesshe outlier finder directly, in or-
der to explore the outliers and obtain explanationsof each
outlier's unusualfeatures. For example, supposea useris
writing a patternto searchandreplacea variablenamein a
largeprogram andtheuserwantsto delugthepatternbefore
usingit. For thiskind of task,the LAPIS text editorprovides
the UnusualMatcheswindow (Figure6).

The Unusual Matcheswindow works in tandemwith the
LAPIS patternmatcher Normally, whenthe userentersa
pattern,LAPIS highlightsall the patternmatchesn the text
editor WhentheUnusualMatcheswvindow is shaving, how-

ever, LAPIS alsorunstheoutlierfinderonthesetof matches.

Unlike the outlier highlighting techniquedescribedin the
previous section the UnusualMatcheswindow doesnot use
athresholdo discriminateoutliersfrom typical matchesin-

steadjt simply displaysall the matchesin orderof increas-
ing weirdness(distancefrom the median),andlets the user
decidewhich matchedook lik e outliers. Eachmatchis plot-
tedasasmallblock. Blocksneartheleft sideof thewindow
representypical matchesbeing very closeto the median,
andblocksneartheright siderepresenbutliers,farfrom the
median.Thedistancebetweertwo adjacenblocksis propor
tionalto their differencen weirdnessStrongoutliersappear
noticeablyalonein this visualization(Figure6).

Matcheswith identical featurevectorsare combinedinto a
cluster shavn as a vertical stackof blocks. Matchesthat
lie at the samedistancefrom the medianin featurespace,
but along differentvectors,are not combinedinto a stack.
Instead they aresimply renderedside-by-sidewith O pixels
betweerthem.

The usercanexplore the matchedy clicking on a block or

stackof blocks,which highlightsthe correspondingegions
in the text editor (using red highlights to distinguishthem
from the otherpatternmatchesalreadyhighlightedin blue).

Theeditorwindow scrollsautomaticallyto displaythe high-

lighted region. If a stackof blocks was clicked, thenthe

window scrollsto the first region in the stackand displays
redmarksin thescrollbarfor the others.To gotheotherway,

theusercanright-click onaregionin theeditingwindow and
chooséLocatein UnusuaMatcheswWindow”, which selects
thecorrespondingplockin the UnusualMatcheswindow.

Whena matchis selectedn the UnusualMatcheswindow,
the systemalsodisplaysan explanationof how it is unusual
(bottompanein Figure6). The explanationconsistsof the
highest-weightedeatures(at most 5) in which the region
differsfrom the medianfeaturevector If two featuresarere-
latedby generalizationsuchasstartswith Letter andstarts
with UpperCaseletteronly the higherweightedfeatureis
includedin the explanation. Next to eachfeaturein the ex-
planation,the systemdisplaysthe fraction of matchesthat
agreewith the medianvalue— a statisticwhich is relatedto
the features weight, but easierfor the userto understand.
Theexplanationgeneratois still rudimentaryandits expla-
nationssometimesnclude obscureor apparently-redundant
features Generatinggoodexplanationss ahardproblemfor
futurework.

Unusual Mismatches

The UnusualMatcheswindow can also shav mismatches
in the samedisplay (Figure 7). Whenmismatchesaredis-
played,the usercansearchfor both kinds of bugsin a pat-
tern: falsenegatives(mismatchesvhich shouldbe matches)
aswell asfalsepositivegmatcheavhich shouldnotbe).

Thetricky partof displayingmismatchess determiningthe
setof candidatemismatches.The searchspacefor pattern
matchingis thesetof all substring®f thedocumentA naive
approactwould let thesetof mismatchebethecomplement
of the matchegelative to the entiresearchspace.Sincethis
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Figure 7: The Unusual Matches window showing both
matches and mismatches to the pattern Line starting
“From:* in a collection of email message headers.
The most prominent mismatch, which is selected, is a
Sender line which appears where the From line would
normally appear in the message.

setis quadratian thelengthof the documentwe have come
up with threereasonablavaysto reducethe searchspace.
Currently LAPIS only implementghefirst:

1. Negated predicate. Many patternsin LAPIS arewritten
by appendingoneor more predicatedo a library pattern.
For example, Line containing “Truman” constrainsthe
Line pattern.If theusers patternfollowsthis schemethen
we cannegatethe predicateto find a setof candidatemis-
matches:Line not containing“Truman”. This technique
effectively restrictsthe searchspaceto the unconstrained
library pattern,Line.

2. All substrings between matches. Since most applica-
tionsof patternmatching(like search-and-replacegquire
nonoverlappingmatcheswe might definea mismatchas
ary substringthatdoesnot overlapa match. Eventhough
this setmay still be quadratic,t canbe represented¢om-
pactly using fuzzyregions[7]. We have not yet imple-
mentedthis strateyy.

3. Approximate matches. If theuserspecifies literal string
or regularexpressiorpattern thenasetof mismatchegan
be generatedy approximatestring matching[15], which
allows a boundednumberof errorsin the patternmatch.
We have notyetimplementedhis stratayy eithet

Regardlesof how the possiblemismatchesredefined,the
UnusualMatcheswindow plots eachmismatchon the same
graph as the matches. Mismatchesare colored white and
plottedbelow the horizontalmidline to clearlyseparatehem
from matchesLik e matchesmismatchesvith identicalfea-
turevectorsareclusteredogetherinto a stack.Clicking ona
mismatchhighlightsit in the text editoranddisplaysan ex-

planationof why it shouldbe consideredsapossiblematch.

The explanationconsistsof the highest-weightedeaturesn
which the mismatchagreeswith the medianmatch.Figure7
shavs the explanationfor amismatch.

Discussion

The UnusualMatchesdisplayoffers usersa new way to ex-
plore the setof patternmatchesin a document. Insteadof
steppinghroughmatchesn conventionalttop-to-bottondoc-
umentorder, the usercanjump aroundthe UnusualMatches
window. Clicking on outliers canhelp find exceptionsand
mistales in the pattern,while clicking on typical matches
cangive confidencethat the patternis matchingmostly the
right things. If the UnusualMatcheswindow were tightly
integratedwith a search-and-repladeinction — a stepwe
have not yet taken in LAPIS — thenthe usermight invoke
ReplaceAll on entirestacksof typical matcheshut give the
outliersmoreconsideratiorbeforereplacingthem.

OUTLIER FINDING ALGORITHM

We now turn to the detailsof the outlier finding algorithm
itself. The algorithmtakesasinput a setof dataobjectsi

(in this case,substringsof a document)andreturnsa rank-
ing of R by eachobject’s degreeof similarity to the other
memberof R. Similarity is computedoy representingach
objectin R by a binary-valuedfeaturevectorand comput-
ing the weightedEuclideandistanceof eachvectorfrom the
medianvectorof R. Thedistancecalculationis weightedso
thatfeatureswhich aremorecorrelatedwith membershipn

R recevemoreweight. Featuresindfeatureweightsaregen-
eratedautomaticallyfrom R, optionallyassistedy a knowl-

edgebase(in this casealibrary of usefultext patterns).

If we wantto find borderlinemismatcheswe usea related
algorithmthattakestwo disjoint sets,R and R, whereR is

the setof matchesand R is the setof mismatches.The al-

gorithm then ranksthe elementsof both setsaccordingto

their similarity to R. Sincethis algorithmis usedto find

bothmatchesandmismatchesye referto it asthetwo-sided
outlier finder. Thesimultaneougditingstudyonly usedone-
sidedoutlierfinding. The UnusualMatcheswindow useshe

two-sidedoutlier finder, but only whentheusers patterncan
benegatedusingthe“negatedoredicatetechniquedescribed
previously. Otherwise,the UnusualMatcheswindow falls

backto one-sidedutlier finding. The discussiorbelow fo-

cusenn one-sidedutlier finding, mentioningthetwo-sided
algorithmonly whereit differs.

Theonly partof thesealgorithmsthatis specificto text sub-
stringsis featuregeneration Applying thealgorithmto other
domainswould entail using a different set of features,but
otherwisethe algorithmwould remainthe same.

Region Sets

Beforedescribingthe outlier finder, we first briefly describe
the representationssedfor selectionsn a text file. More
detailcanbefoundin anearlierpaperaboutLAPIS [7].

A region [s, ¢] is a substringof a text file, describedby its



startoffset s andend offsete relative to the startof the text
file. A region setis a setof regions.

LAPIS hastwo novel representationfor region sets. First,
a fuzzyregion is a four-tuple [s1, s2; e1, e2] thatrepresents
the set of all regions [s,e] suchthats; < s < sy and
e; < e < es. Fuzzyregionsareparticularlyusefulfor repre-
sentingrelationshetweerregions. For example the setof all
regionsthatareinside|[s, ¢] canbecompactlyrepresentetly
the fuzzy region [s, e; s, e]. Similar fuzzy region represen-
tationsexist for otherrelations,including contains,befor,
after, just befom, just after, starting (i.e. having coincident
start points), and ending Theserelationsare fundamental
operatordn the LAPIS patternlanguageandarealsoused
in generalization.

Thesecondepresentatiors theregiontreg aunionof fuzzy
regionsstoredin an R-treein lexicographicorder[7]. A re-
giontreecanrepresenanarbitrarysetof regions,evenif the
regions nestor overlap eachother A region tree contain-
ing N fuzzy regionstakesO(N) space()(N log N) timeto
build, andO(log N) time to testa region for membershipn
theset.

Feature Generation

A featureis a predicatef definedover text regions. The
LAPIS outlierfindergenerateswo kindsof featureslibrary
features derived from a patternlibrary, andliteral features
discoreredby examiningthetext of the substringsn R.

LAPIS hasa considerabldibrary of built-in parsersandpat-
terns, including Java, HTML, characterclasseqe.g. dig-
its, punctuationletters),Englishstructurelwords,sentences,
paragraphskndvariouscodege.g.,URLs,emailaddresses,
hostnames]P addressesphone numbers). The user can
readily addnew patternsandparserdo thelibrary. Features
aregeneratedrom library patternsby prefixingoneof seven
relationaloperatorsequalto, just befor, just after, starting
with, endingwith, in, or containing For example,just be-
fore Numberis true of aregionif theregionis immediately
followedby a matchto the Numberpatternandin Comment
is true if theregion is inside a Java comment. In this way;,
featurescanreferto thecontext aroundsubstringsgvennon-
local context like Javaor HTML syntax.

Literal featuresaregeneratedby combiningrelationalopera-
torswith literal stringsderivedfrom the substringsn R. For
example startswith “http://” is aliteral feature.To illustrate
how wefind literal featuresconsidetthe startswith operator
Thefeaturestartswith “x” is usefulfor describingdegreeof
membershipn R if andonly if a significantfractionof sub-
stringsin R startwith the prefix z. To find z, we first find all
prefixesthataresharedy atleasttwo memberof R, which
is doneby sortingthe substringsn R andtakingthelongest
commonprefix of eachadjacenpairin the sortedorder We
thentesteachlongestcommonprefix to seeif it matchesat
leasthalfthestringsin R, atrivial testbecause is alreadyin

sortedorder For all prefixesz thatpasshetest,we generate
thefeaturestartswith “x” .

With a few tweaks,the samealgorithm cangeneratditeral

featuresfor endswith, just befor, just after, and equalto.

For example,the endswith versionsearchegor suffixesin-

steadof prefixes,andthejustbefore versionsearchefor pre-
fixesof the text after eachsubstringinsteadof in the sub-
stringitself. Only in andcontainsfeaturescannotbe gener

atedin thisway. The LAPIS outlierfinderdoesnot presently
generatditeral featuresusingin or contains

Thetwo-sidedoutlierfindergenerate$iteral featuresy sort-

ing both R and R togethersothatit considerditeral features
sharedby ary pair of matchesor mismatches.However, a

literal featuremustbe sharedby atleasthalf of R or atleast
half of R to beretainedasafeature.

Feature Weighting

After generatingp list of featuresthe next stepis determin-
ing how muchweightto give eachfeature.Without weights,
only the numberof unusualfeatureswould matterin deter

mining similarity. For example,without weights,two mem-
bersof R that differ from the medianin only one feature
wouldberankedthesameby theoutlierfinder, evenif onere-

gionwasthesoledissentein its featureandthe othershared
its valuewith 49% of the othermembersf R. We wantto

preferfeatureghatare strongly skewed, suchthat most (but

notall) memberf R have thesamevaluefor thefeature.

The one-sidedbutlier finder weightseachfeatureby its in-

versevariance.Let P(f|R) be the fraction of R for which

featuref is true. Thenthevarianceof f iso; = P(f|R)(1—

P(f|R)). Theweightfor featuref isw; = 1/oy if o5 # 0,

or zerootherwise.With inversevarianceweighting,features
that have the samevaluefor every memberof R (o; = 0)

receive zero weight, and henceplay no role in the outlier
ranking. Featureghat are evenly split receve low weight,
andfeatureghatdiffer on only onememberof R recevethe
highestweight(| R|/(|R| — 1)).

Two-sidedoutlier finding usesnot only R but also R to es-
timatethe relevanceof a feature. We wantto give a feature
high weightif it hasthe samevalueon mostmembersf R,

but the oppositevalue on mostof R. We usemutualinfor-

mationto estimateheweights[13]. The mutualinformation
betweerafeaturef andthe partition R, R is givenby

MI; = H(R) -~ H(R|f)

where H(R) is theentropy of R and H(R|f) is the condi-
tional entrogy of R given f:

H(R) =
H(R|f)

—P(R)log P(R) — P(R)log P(R)
P(f) (~P(R|f)log P(R|f) — P(R|f)log P(R|f))
+P(f) (—P(R[f)log P(R|f) — P(R|f)log P(RI]))

Mutualinformationis relatedto theinformationgainheuris-
tic usedto inducedecisiontrees[14].



Feature Pruning

After computingweightsfor the featureswe pruneout re-
dundantfeatures. Two featuresare redundantif the fea-
tures match the samesubsetof R (and R) and one fea-
ture logically implies the other For example,in a list of
YahooURLSs, the featuresstarts with URL and starts with
“http://www.yahoo.com”would be redundant.Keepingre-
dundantfeaturesgives themtoo muchweight, so we keep
only the morespecificfeatureanddropthe otherone.

We testfor redundang by sortingthefeaturesoy weightand
comparingfeaturesthat have identicalweight. Featuresare
representednternally asregion treescontainingall the re-

gionsin the documentthat matchthe feature,and the sys-
temcanquickly comparehetwo regiontreesto testwhether
the matchedo onefeaturearea subsebf the matchedo the

other Thusthe systemcanfind logical implicationsbetween
featureswithout heuristicsor preprogramme#nowledge. It

doesnt needto be told that Lowercasel ettes implies Let-

ters, or thatstartswith “http” implies startswith URL. The
systemdiscoverstheserelationshipsat runtimeby observing
their effects.

Pruningdoesnoteliminateall thedependenciesetweerfea-
tures. For example,in a web page,containsURL andcon-
tainsLink (whereLink is alibrary patternthatmatches<A>
elementspareusuallystronglycorrelated put neitherfeature
logically impliesthe other, soneitherwould be pruned.The
effectof correlatedeaturesouldbereducedy usingtheco-
variancesetweerfeaturesaspart of the weightingscheme,
but it is hardto estimatethe covariancesaccuratelywithout
alarge amountof data(accuratelyestimatingthe n? covari-
ancesamongrn featureswould requireO(n?) samples)An-
othersolutionwould beto carefully designthefeaturesetso
thatall featuresareindependentThis might work for some
domainsatthecostof makingthesystemmuchharderto ex-
tend. Oneof the benefitsof our approachs thatnew knowl-
edgecanbeaddedsimply by writing a patternandputting it
in thelibrary. Thusa usercanpersonalizehe outlier finder
with knowledgelike CampusBuilding®r ProductCodeor
MyColleaggueswithout worrying abouthow the new rules
might interactwith existing features.

Ranking

Thelaststepin outlierfindingis determiningatypicalfeature
vectorfor R andcomputingthe distanceof every elementof
R from this typical vector

For the typical featurevector we usethe medianvalue of
eachfeature computedbverall elementof R. Anotherpos-
sibility is the meanvector, but the meanof every nontrivial
featureis a value between) and 1, so every memberof R
differsfrom themeanvectoron mostfeaturesandlooksabit
like an outlier asa result. The medianvectorhasthe desir
ablepropertythatwhenamajority of elementsn R sharethe
samefeaturevector, thatvectoris the median.

After computingthe medianfeaturevectorm ¢, we compute
the weightedEuclideandistanced(r) betweereveryr € R

andm:
d(r) = \/Z wg(ry —my)?
f

R is thensortedby distanced(r). Elementsof R with smalll
d(r) valuesaretypical membersof R; elementswith large
d(r) valuesareoutliers.

The two-sidedoutlier finder also computesd(r) for mem-
bersof R. Membersof R with smalld(r) valuessharemary
featuresn commonwith R, andhenceareoutliersfor R.

Running Time

In practice the runningtime of the outlier finding algorithm
is dominatedby two stepsin the algorithm: (1) generating
library featureswhichtakesO(n|L|) timewhereL is theset
of library patternsandparsersandn is thelengthof thedocu-
ment;and(2) testinglibrary featuresagainstheregionsin R,
whichtakesO(|L|- | R|) time. Theremainingsteps- weight-
ing, pruning,andranking— areneggligible. Fortunately the
setof library featureds independentf R, sostep(1) canbe
performedn thebackgroundeforetheoutlierfinderis used
andcachedor all subsequentallsonthe samedocument.

FUTURE WORK

Althoughwe have only appliedoutlier finding to text pattern
matching,it isn’'t hardto imagineapplicationsin otherdo-
mains.Outlierfindingis well-suitedto dehuggingatricky se-
lectionor pattern.Examplesn otherdomainsincludeemail
filtering rules,databasegueries selectingfiles to packinto a
ZIP archive or backup to tape,or selectingthe outline of a
complicatedobjectin a bitmapeditor Outlier finding could
alsobe usedto searchfor irregularitiesin applicationdata,
suchasweird valuesin a spreadsheeir databaseMost do-
mainsareactuallyeasieifor outlier finding thantext because
the searchspaceconsistsof discreteobjects,so the set of
mismatchess obvious.

Somedomainswould requireextensiongto the outlier find-
ing algorithm.Ouroutlierfinderonly usesinary-valuedfea-
tures but otherdomainswouldrequireintegervaluedor real-
valuedfeaturege.g.file sizes spreadsheetalues pixel val-
ues). Text patternmatchingcould alsobenefitfrom integer
valuedfeatureqe.g.,the numberof occurrencesf alibrary
patternor a literal string). Our outlier finder alsoconsiders
only two classesof dataobjects,matchesand mismatches,
but morethantwo classesvould be usefulfor someapplica-
tions. Techniquedor thesekinds of extensionsareplentiful
in themachindearningliterature[1].

Outlier finding hasmary applicationsto programming-by-
demonstratioifPBD) systemssuchassimultaneougditing.
PBD systemsusuallyrely ontheuserto noticewhenthesys-
tem hasguessedvrong. With an outlier finder, however, a
PBD systemmight be ableto stopandaskthe userabouta



weird example,insteadof plowing blindly aheadand han-
dling it incorrectly Outlier finding might alsodetectwhen
the userhasprovided inconsistentexamples,anotherprob-
lem thatplaguesPBD systemsput only if the userprovides
enoughexamplesto find meaningfuloutliers. Simultaneous
editingrequiredvery few examplesin our userstudy— only
1.25examplesper concepton average— sowe wereunable
to testthisidea.

CONCLUSION

This paperpresentedan algorithm for finding outliersin a
text patternmatch,demonstratedts applicationin the user
interfaceof anadvancedext editor, andpresentediserstud-
iesthatshow thatoutlier finding reducecerrors.

Theoutlier-finding ideacanbe appliedto any setof dataob-

jects, regardlessof how it wascreated.The setmay be the
resultof adescriptionwrittenby auser(e.g.apatternmatch),
a descriptioninferredby a learningalgorithm(e.g. a gener

alizationin simultaneouditing), or even a selectionmade
by the user(e.g.,a groupof selectediles in afile browser).
Givenausefulsetof featuresthe outlier findercandraw at-

tentionto unusuaimembersn ary set.

Oneusabilitydangemf outlierfinding is thatusersmaygrow
torely ontheoutlierfinderto find all errors,whichin general
is impossible. The sameproblem exists with spell check-
ers, which have taken the placeof proof-readingfor mary
users,even thoughfriend and fiend are equally acceptable
to a spell-checkr. One approachto this problemis to run
othererrorcheclersthatfill in thegaps,muchasagrammar
checlercanfind someof themisspellingghataspell-checler
overlooks.

Outlier finding cansene asa usefulsubroutingn anintelli-
gentsystem suchassimultaneougditingandPBD, to help
the systemnotice unusualdataandbring it to the users at-
tention. Outlier finding enablesa humanuseranda software
agentto form a partnershipn which eachplaysarole suited
to their strengths:brute force computationto find possible
mistales,andfine humanjudgemento dealwith them.

AVAILABILITY

The systemdescribedin this paperis freely available for
downloadingfrom:

http://ww. cs. crru. edu/ ~rcni | api s/
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