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Abstract

Multiple selectionsthoughheavily usedn file managersind
drawing editors,arevirtually noneistentin text editing. This
paperdescribeow multiple selectionsanautomateepet-
itive text editing. Selectionguessinginfers a multiple se-
lectionfrom positive andnegative examplesprovidedby the
user The multiple selectioncanthenbe usedfor inserting,
deleting, copying, pasting,or otherediting commands.Si-
multaneousediting usestwo levels of inference first infer-
ring a group of recordsto be edited,theninferring multiple
selectionswith exactly one selectionin eachrecord. Both
techniquediave beenevaluatedby userstudiesandshovn to
befastandusablgfor novices. Simultaneougditingrequired
only 1.26examplesperselectionn theuserstudy approach-
ing the ideal of 1-examplePBD. Multiple selectionsbring
mary benefitsjncluding betteruserfeedbackfast,accurate
inference novel formsof intelligentassistanceandthe abil-
ity to overridesysteminferencesvith manualcorrections.

Keywords
programming-by-demnstration PBD, automatedext edit-
ing, patternmatching search-and-replaceAPIS

INTRODUCTION

Multiple selection— the ability to selectmultiple, discon-
tiguous objectsand apply the sameoperationor property
changeto all the selectedbjects— is commonin drawing

editorsandfile managers.But it is virtually unheard-ofin

text editing, which is unfortunate. In this paper we shov

that multiple selectioncan deliver a wide array of benefits,
including betteruserfeedback fastand accurateinference,
novel formsof intelligentassistanceandthe ability to selec-
tively overridesysteminferencesvith manualcorrections.

To experimentwith multiple selectionsin text editing, we
have developeda new text editor called LAPIS (Figure 1).
Although LAPIS offers severalwaysto make a multiple se-
lectionwithoutinferencejncludingmouseselectiorandpat-
ternmatching,our primary concernin this paperis inferring
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Figure1: LAPIS shaving amultiple selection.

a multiple selectionfrom examples. LAPIS hastwo tech-
niquesfor inferring multiple selections:

e Selectionguessings the mostgeneraltechnique.It takes
positive andnegative examplesfrom the userandinfersa
multiple selectionconsistentwith the examples. At ary
time, the usercaninvoke an editing operationon the mul-
tiple selection starta freshmultiple selectionsomevhere
else,or tell the systemto stopmakinginferencesandadd
or remove selectiongnanuallywith themouse.

e Simultaneougditingis a form of selectionguessingspe-
cializedfor a commoncasein repetitive text editing: ap-
plying a sequencef editsto eachof a group of text re-
gions. Simultaneousediting is a two-stepprocess. The
userfirst selectsa groupof recods suchaslinesor para-
graphsor postaladdressedyy giving positive andnegative
examples. Oncethe desiredrecordshave beenselected,
thesystementersamodein whichmultiple-selectionnfer-
enceis constrainedo make exactly oneselectionin every
record,essentiallysimulatingsingle-selectioreditingwith
the sameeditsappliedto eachrecord. The constraintsof
simultaneougditing permitfastinferencewith few exam-
ples, so few in fact that simultaneousditing approaches
the PBD ideal of single-exampleediting.

Multiple selectionsarea goodway to give feedbackto the
useraboutthe system$inference After theusergivesanex-
ampleandthe systemmakesa new inference,the usercan
scroll throughthe text editor to seewhatis selectecby the



systems inference,and whatisn’'t. LAPIS also describes
the inferred selectionwith a pattern. Providing both kinds
of feedbackreinforcesthe users understandingf whatthe
systemis doing.

Whenthefile is large, scrolling throughit to checkthe in-

ferredselectionsanbetedious.LAPIS alleviatesthis prob-
lem somavhatby augmentinghe scrollbarwith marksindi-

catingwhereselectionscanbe found. Even more usefulis

outlier highlighting, which draws attentionto unusualkelec-
tionsthatmightbeinferenceerrors.

Previouspapersave describedsomeof thesetechniquesSi-
multaneousediting was introducedin a USENIX paper[7]
thatdiscussednly its secondstep,inferring the users edit-
ing selectionsafter the recordsethasalreadybeendefined
someotherway (i.e. not by inference). This papercom-
pletesthe picture by describingthe first step,shaving how
the recordsetcanbe inferred from examples,with a novel
regularity heuristicto rank hypothesesndreducethe num-
berof examplesequired.Outlier highlightingwasdescribed
in aUIST paper[8], andis mentionechereasa new form of
intelligent assistancenabledby multiple selections.Selec-
tion guessings completelynew to this paper

RELATED WORK

LAPIS finds its roots in programming by demonstation
(PBD). In PBD, the userdemonstratesne or more exam-
plesof aprogram andthesystemgeneralizeshedemonstra-
tion into a programthat can be appliedto other examples.
PBD systemdor text editinghave includedEBE [10], Tour
maline[9], TELS[11], Eager[2], Cima[5], DEED [3], and
SMARTedit[12].

Noneof thesesystemausedmultiple selectionfor editing or
feedbackaboutinferences. Multiple selectionscompletely
reshapethe dialoguebetweena PBD systemand its user
While a traditional PBD systemrevealsits predictionsone
exampleat a time, multiple selectionsallow the systemto
exposeall its predictionssimultaneously The usercanlook
andseethatthe systemsinferenceis correct,at leastfor the
currentsetof exampleswhichin mary tasksis all thatmat-
ters. Novel forms of intelligent assistancesuchas outlier
highlighting, can help the userfind inferenceerrors. The
usercancorrecterroneougredictionsin any order, not just
theorderchoserby the PBD system Alternative hypotheses
canbe presentechot only abstractlyasa datadescriptionor
patternbut alsoconcretelyasamultiple selection.If thede-
siredconcepis unlearnablethe usermaystill be ableto get
closeenoughandfix the remainingmispredictionsy hand,
without stoppingthe demonstration.

The systemthatmostcloselyresemblesnultiple selectionn
LAPIS is Visual Awk [4]. Visual Awk allows a userto cre-
ateawk-lik efile transformersnteractiely. Lik e awk, Visual
Awk’s basicstructureconsistsof linesandwords. Whenthe
userselectsone or morewordsin a line, the systemhigh-
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Figure 2: Multiple selectionsn LAPIS: sentenceftop) and
words(bottom).

lights the words at the samepositionin all otherlines. For
otherkindsof selectionstheusermustselectheappropriate
tool: e.g.,Cutterselectshy charactenffset,andMatcherse-
lectsmatchego aregularexpression.In contrastLAPIS is
designedarounda corventionaltext editor, operateon arbi-
traryrecordqnotjustlines),usesstandaraditingcommands
like copy andpaste andinfersselectiondrom examples.

USER INTERFACE

This sectiondescribesmultiple selectionand inferencein
LAPIS from the users point of view. We first explain how
to usemultiple selectiondor text editingwithoutinference.
Thenwe discusgwo techniquedor inferring multiple selec-
tions: selectionguessingandsimultaneougditing.

Multiple Selections

LAPIS (Lightweight Architecturefor Processingnforma-
tion Structure)is basedon the idea of lightweight struc-
ture [6], alibrary of patternsaandparserghatdetectstructure
in text. The LAPIS library includesparserdor HTML, Java,
documentstructure (words, sentenceslines, paragraphs),
andvariouscodes(URLs, email addressegphonenumbers,
ZIP codesegetc). Thelibrary canbe easilyextendedby users
with new parsersand patterns. Part of the structurelibrary
canbeseenin thelower-right cornerof Figurel.

The structurelibrary is a powerful tool for both learning
agentsandusers. For a machine-learninggent,the library
is a collection of high-level, domain-specificconceptsthat
would bedifficult orimpossibleto learnotherwise(e.g. Jasa
syntax). For a usertrying to write a search-and-replageat-
tern,thelibrary offerspredefinegatternsasbuilding blocks.

The structurelibrary is alsothe easiestvay to make a mul-
tiple selectionin LAPIS. Clicking on a namein the library
selectsall the occurrencesf thatconceptin the editor. Fig-
ure 2 shavs somemultiple selectiongnadethis way.

A closelook at Figure 2 revealsthat LAPIS selectionhigh-
lighting is subtly differentfrom corventionaltext highlight-
ing. All GUI text editorsknown to the authorsusea solid
coloredbackgroundhat completelyfills the selectedext’s



bounds.Usingthis techniqueor multiple selectionsastwo
problems. First, two selectionghat are adjacentwould be
indistinguishabldrom a single selectionspanningboth re-
gions. We solve this problemby shrinkingthe coloredback-
groundby onepixel on all sides,leaving a two-pixel white
gapbetweeradjacenselectionsSecondiwo selectionsep-
aratedby aline breakwould beindistinguishabldrom a sin-
gle selectionthat spansthe line boundary We solve this
problemby addingsmallhandledo eachselectionpnein the
upperleft cornerandtheotherin thelowerright cornerto in-
dicatethestartandendof theselection.Thesesmallchanges
presenteahodifficultiesfor theusersn ouruserstudieswho
wereableto understanéndusethehighlightingwithoutany
explicit instruction.

Another way to make a multiple selectionis pattern-
matching. LAPIS hasa novel patternlanguagecalled text
constrints[6], whichis designedor combininglibrary con-
ceptswith operatordik e befow, after, in, andcontains Ex-
amplesof patternsinclude”-" in PhoneNumberLink con-
taining”My Yahod', last\Wbrd in SentenceandMethodcon-
taining MethodName="toStrin (Thecapitalizedwordsin
thesepatternsareconceptdrom the structurelibrary.) Run-
ning a patternselectsall matchego the pattern.

Theusercanalsomake a multiple selectionwith the mouse.
As in othertext editors, clicking and draggingin the text
clearsthe selectionand makes a single selection. To add
more selectionsthe userholdsdown the Control key while
clicking anddragging.To remove a selectionthe userholds
down Controlandclicks on the selection.Selectionsanbe
addedand removed from ary multiple selection,so a mul-
tiple selectioncreatecby patternmatchingcanbe manually
adjustedwith themouse.

A multiple selectioncanincludeinsertionpointsaswell as
regions.An insertionpointis azero-lengthselectiorbetween
two characters.As in othertext editors,an insertionpoint
is selectedy clicking without dragging. Multiple insertion
points are selectedby holding down Control and clicking.
Insertion points can also be selectedby a pattern,suchas

pointendingLine or pointjust before”,”.

Oncea multiple selectionhasbeencreatedgditing with it is
a straightforvard extensionof single-selectiorediting. Typ-
ing a sequencef charactergeplacesevery selectionwith
the typed sequence.PressingBackspaceor Deletedeletes
all the selectionsif the multiple selectionincludesat least
one nonzero-lengthregion, or elsejust the charactetefore
(or after) eachinsertionpoint if the selectionis all insertion
points. Othereditingcommandssuchaschangingcharacter
stylesor capitalization areappliedto eachselection.

Clipboardoperationsareslightly morecomplicated Cutting
or copying a multiple selectionputs a list of stringson the
clipboard,onefor eachselection,in documentrder If the
clipboardis subsequentlpastedackto a multiple selection
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Figure 3: SelectionGuessinglialogbox.

of the samelength,theneachstringin the clipboardlist re-

placesthe correspondingargetselection.If thetargetselec-
tion is longeror shorterthanthe copiedselection,thenthe
pasteoperations generallyprevented andadialogbox pops
up to explain why. Exceptionsto this rule occurwhenthe
sourceor the targetis a single selection. Whenthe source
is a singleselection,it canbe pastedto any nhumberof tar

getsby replication.Whenthetargetis a singleselectionthe
stringson the clipboard are pastedone after another each
terminatedby a line break,andan insertionpoint is placed
after eachpastedstring. Line breakswere chosenasa rea-
sonabladefault delimiter Theusercaneasilydeletetheline

breaksor replacethemwith a differentdelimiter usingthe
newv multiple selection.

Selection Guessing

The mostgeneralinferencetechniquein LAPIS is selection
guessingSelectionguessings amodein which every selec-
tion addedor removed by the mouseis usedasa positive or

negative examplefor inference producinga multiple selec-
tion thatis consistentwith the examples. The hypothesiss

displayedboth asa multiple selectionin the editor, andasa

patternin anothempane.

Aslongasselectiorguessingnodeis active, LAPIS displays
amodelesglialogbox shaving somealternatve hypotheses
for theuserto choosdrom (Figure3). Theusercanclick on
ary hypothesisto seethe correspondingnultiple selection
in the editor The hypothesesre ranked by a scorebased
partlyonthepatterns compleity andpartly ontheregularity
heuristicdescribeelow.

The dialog box alsoincludessomecontrolsthat inhibit in-
ference.When“Selectbestguessautomatically”is checled
(the default), the systemautomaticallychangeghe multiple
selectionafter eachexampleto reflectthe currentbesthy-
pothesis.Whenthis optionis unchedked however, the sys-



tem never changeghe selectionautonomouslybut merely
updateghe dialog box with its latesthypothesis. The user
mustclick on thehypothesigo view it.

Turning off automatioguessingallows theuserto make a se-
ries of correctionswithout having the selectionchangedby
anew hypothesisaftereachcorrection. Thesefeatureswvere
motivatedby userstudyobsenations.In principle,if aselec-
tion is learnable thenturning off automaticguessingvould
be unnecessarbecausehe users correctionswould even-
tually corverge to the desiredselection. In practice,how-
ever, usershave no way to predictwhetherthe desiredselec-
tion is learnableor how mary examplesit might take. As
a result, as soonas an almost-correchypothesisappeared,
usersexpressedh desireto make the systemstop guessing
andlet themfix the exceptionsmanually Turning off auto-
maticguessingnalkesthis possible.

If the desiredselectionis outsidethe hypothesisspace,in-
ferencewill eventuallyfail to find a hypothesisconsistent
with the examples. Wheninferencefails, the systemstops
guessing.The usercancontinuecorrectingthe lastsuccess-
ful hypothesismanually LAPIS keepsa history of recent
hypothesesso the usercanreturnto a previous hypothesis
which mighthave beencloserto thedesiredselection.

Oncethedesiredmultiple selectiornis made theusercanedit
with it asdescribedn the previous section. While the user
is typing or deletingcharactersno inferenceis done.When
theuserstartsa new selectionthe setof examplesis cleared
andthe systemgenerates freshhypothesis.

Simultaneous Editing

Many repetitvetaskshave acommonform: agroupof things
all needto bechangedn thesamewvay. Someexampledrom
thePBD literatureinclude:

e add“[author year]” to bibliographiccitations[5]
o reformatbasebalkcoreqd10]
e changehestylesof all sectionheadingg9]

Thesetaskscanbe representedsan iteration over a setof
text regions,which we call recodsfor lack of abettername,
wherethebodyof theloop performsafixedsequencef edits
on eachrecord. LAPIS addressethis classof taskswith a
specialmodecalledsimultaneougditing

The userenterssimultaneousditing modeby first describ-
ing therecordsetwith positive andnegative examplesusing
the sameinteractiontechniquesasselectionguessing.Once
thedesiredrecordsetis obtained the systementerssimulta-
neousediting modeandtherecordsetis highlightedin yel-
low (Figure 4). Now, whenthe usermakes a selectionin
onerecord,the systemautomaticallyinfers exactly onecor-
respondingselectionin every otherrecord. If the inference
is incorrecton somerecord,the usercancorrectit by hold-
ing down the Control key andmakingthe correctselection,
afterwhichthesystemgeneratea new hypothesiconsistent

paint (Fectang]ﬁ, o, 0);
for {int 1 = 0; 1
paint (Eirc]e[il, X, ¥

< circle.length; ++13) {

paint (Eirc]e[i].centeg, X + 2, ¥ + 2);

1

Figure 4: Simultaneougditing modeon Java sourcecode.
Therecordsarepaint() calls, highlightedin yellow. Theuser
gave oneexampleselection,‘rectangle”,andthe systemin-

ferred the patternfirst ActualRarameterto malke the selec-
tionsin theotherrecords.

with thenew example.As in selectionguessingtheusercan
edit with the multiple selectionat ary time. The useris also
freeto make selectionoutsiderecordshbut noinferencesre
madefrom thoseselections.

Simultaneouediting is more limited than selectionguess-
ing, becauseats hypothesesnusthave exactly one matchin
everyrecord.But theone-selection-perecordconstraintde-
liverssomepowerful benefits.First, it dramaticallyreduces
the hypothesissearchspace sothat far fewer examplesare
neededo reachthe desiredselection. In the userstudy of
simultaneousditing describedater in this paper the aver-
age selectionneededonly 1.26 examples,and 84% of se-
lectionsneededonly one. Secondthe hypothesissearchis
much faster Sincethe recordsetis specifiedin adwance,
LAPIS preprocessesto find commonsubstringsandlibrary
conceptghat occurat leastonce,significantlyreducingthe
spaceof featuresthat canbe usedin hypotheses.As a re-
sult, whereselectionguessingmight take several secondso
deliver a hypothesissimultaneouditing takes0.4-0.8sec,
makingit far more suitablefor interactve editing. Finally,
theone-selection-perecordconstrainimnakeseditingseman-
tically identicalto single-selectiorditingon eachrecord.In
particular aselectiorcopiedfrom oneplacein therecordcan
alwaysbe pastedsomeavhereelse sincethesourceandtarget
areguaranteedo have the samenumberof selections.

Outlier Highlighting

In along documentsomeof theinferredselectionamay lie
outsidethevisible scrollarea.LAPIS makestheseselections
easierto find by putting marksin the scrollbarcorrespond-
ing to lineswith selectiongsee,for example,the scrollbars
in Figure 2). The usercan scroll throughthe documentto
checkthat selectionsare correct before issuing an editing
commandWhentherearemary selectionshowever, check-
ing themall canbe tedious. LAPIS addressethis problem
with outlier highlighting.

An outlier is an unusualselection onethat differs from the
otherselectionsgn oneor morefeatures.For example,if all
but oneselectionis followedby a comma thenthe selection
that doesnt have a commacould be consideredan outlier.
The morefeaturesin which a selectiondiffers, the stronger
the casefor calling it an outlier. Briefly, our outlier finding
algorithm computeshe distanceof eachselections feature
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vectorfrom the medianfeaturevector If a smallnumberof
selectiondie far from the median,thenthoseselectionsare
consideredutliers.

Sinceoutliers might be inferenceerrors, LAPIS can high-
light the outliersto draw the users attention. The highlight-
ing takesdifferentforms dependingon the inferencemode.
In selectionguessingnode outlier selectionsarecoloredred
(insteadbf blue,thecolorusedfor ordinaryselections)In si-
multaneougditingmode however, theentirerecordcontain-
ing the outlier change<olor from yellow to red (Figure5).
Highlighting therecordis morelik ely to catchthe users eye
than highlighting just the selection,because recordoccu-
piesmorescreerareathana selection particularlyif the se-
lectionis justaninsertionpoint. Theredhighlightingis also
reflectedasa red markin the scrollbar so thatthe usercan
find andcheckon outliersoutsidethevisible scroll area.

Even when the documentfits in the window without
scrolling, however, outlier highlighting draws attentionto
inferenceerrors. A userstudy of simultaneousediting [8]
foundthatusersnoticedandcorrectednoreinferenceerrors
with outlier highlighting (75%) thanwithout (43%).

IMPLEMENTATION
Thissectiondescribeshealgorithmusedto infer multiple se-
lectionsfrom positive andnegative examples.Thealgorithm
describechereis usedfor selectionguessingandtherecord
definitionstepof simultaneougditing. Previouspapershave
describedhe otheralgorithmsfor simultaneousditing [7]
andoutlierfinding [8].

Likemostlearningsystemstheinferencealgorithmsearches
through a spaceof hypothesedor a hypothesisconsistent
with theexamples.Thehypothesispaces constructedrom
conjunctionsof featureswhereafeaturecaneitherbeacon-
ceptfrom the LAPIS structurdibrary or aliteral stringfound
in thetext. WhereastherPBD systemsnfer from afixedset
of low-level features| APIS canuseary concepin its struc-
turelibrary to form featuresjncluding conceptshatit would
not otherwisebe ableto learn(e.g. Java syntax). Extending
the featuresetis assimpleasaddinga patternto thelibrary,
which canbedoneby users.

Region Sets

Beforedescribingheinferencealgorithm,wefirst briefly de-
scribethe representationsisedfor selectionsin a text file.
More detail canbe found in an earlier paperaboutLAPIS

[6]. A region [s, €] is a substringof atext file, describedoy
its startoffset s andend offset e relative to the startof the
text file. A region setis a setof regions.Region setsareused
throughout_APIS: to represeninultiple selectionsstructure
library conceptsfeaturesandhypotheses.

LAPIS hastwo novel representationfor region sets. First,
a fuzzyregion is a four-tuple [s1, s2; e1, e2] that represents
the set of all regions [s,e] suchthats; < s < sy and
e1 < e < e2. Notethatary region [s, ¢] canberepresented
asthefuzzyregion[s, s; ¢, ¢]. Fuzzyregionsareparticularly
usefulfor representingelationsbetweerregions. For exam-
ple, the setof all regionsthatareinside [s, ¢] canbe com-
pactly representedy the fuzzy region [s, e; s,e]. Similar
fuzzy region representationexist for otherrelations,includ-
ing contains before, after, justbefor, justafter, starting(i.e.
having coincidentstartpoints),andending Theserelations
are fundamentaloperatorsin the LAPIS patternlanguage,
andarealsousedto form features.Theserelationsbetween
intervalsin a string arevery similar to Allen’s relationsfor
intervalsin time[1].

The secondnovel representatiofis the region tree a union
of fuzzy regionsstoredin a treein lexicographicorder|[6].
A region tree canrepresentin arbitrary setof regions,even
if the regionsnestor overlap. A region tree containing NV
fuzzy regionstakesO(N) space(N log N) time to build,
andO(log N) timeto testaregionfor membershigpn theset.

Feature Generation

A featureis a predicatedefinedover text regions. Theinfer-
encealgorithmusestwo kinds of features:library featues
derivedfrom thestructurdibrary, andliteral featuesdiscov-
eredby examiningthetext of thepositive examples Features
arerepresentedly aregion setcontainingeveryregionin the
documenthatmatcheghepredicate.

Library featuresare generatedy prefixing oneof sevenre-

lational operatorsto eachconceptin the structurelibrary:

equalto, just befor, just after, starting with, endingwith,

in, or containing For example,just before Numberis true
of aregionif theregionis immediatelyfollowed by a match
to the Numberpattern,andin Comments trueif the region

is inside a Javta comment. Thus, featurescanrefer to con-
text, evennonlocalcontext like Javaor HTML syntax.Since
theinferencealgorithmlearnsonly conjunctionsof features,
LAPIS discardsary library featuresthatdon't matchevery
positive example.

Literal featuresaregeneratedby combiningtherelationalop-
eratorswith literal stringsderived from the positve exam-
ples. For example,startswith “http://” is a literal feature.
We generatea starts with featurefor every commonprefix
of the positive examples,but if two prefixesare equivalent,
we discardthe longerone. For example,startswith “http”
is equivalentto startswith “http://" if “http” is alwaysfol-
lowed by “://" in the currentdocument. Similar techniques



generatditeral featuresfor endswith, just befor, just af-
ter, andequalto. Literal featuresfor containsaregenerated
from substringghatoccurin every positve example,which
canbefoundefficiently with a sufix treg a path-compressed
trie into which all suffixes of a string have beeninserted.
More detailsaboutthesefeaturegeneratioralgorithmscan
befoundelsavhere[7].

Hypothesis Generation

After generatingfeaturesthat matchthe positve examples,
LAPIS formsconjunctionsof featureso producehypotheses
consistentvith all theexamples.Sincea selectiormusthave
a clearly definedstart point and end point, not all conjunc-
tions of featuresareusefulhypothesesWe thereforereduce
the searchspaceby forming kernelhypothesesA kernelhy-
pothesisis eithera single featurewhich fixesboth the start
andend (equalto F), or a conjunctionof a start-pointfea-
ture (starts-withF or just-afterF) with anend-pointfeature
(ends-withF or just-befoe F). All possiblekernelhypothe-
sesaregeneratedrom thefeatureset,andhypothesegcon-
sistentwith the positive examplesarediscarded.

If thereare negative examples,then additionalfeaturesare

addedto eachkernelhypothesigo excludethem. Features
are chosengreedily to exclude as mary negative examples
as possible. For instance,after excluding negative exam-

ples, a kernel hypothesisequal to Link (which matchesan

HTML link elementjag¢ ...j/a¢might becomethe final hy-

pothesisequalto Link A contains”cmu.edu” A just-befoe

Linebreak Kernelhypothesesvhich cannotbe specialized
to excludeall the negative examplesarediscarded.

This simplealgorithmis capableof learningonly monotone
conjunctions. This is not as greata limitation asit might

seem becausenary of the conceptdn the LAPIS structure
library incorporatedisjunction(e.g. UppercaselLetterd,et-

ters,andAlphanumeric) It is easyto imagineaugmentingr

replacingthis simplelearnerwith a DNF learner suchasthe

oneusedby Cima[5].

Hypothesis Ranking

After generatinga setof hypothesegonsistentwith all the
exampleswe areleft with the problemof choosingthe best
hypothesis— in otherwords,definingthe prefeencebias of
our learner MostlearnerauseOccams Razor preferringthe
hypothesisvith the smallestdescription.Sinceour hypothe-
sescanreferto library conceptshowever, mary hypotheses
seemequally simple. Which of thesehypotheseshouldbe
preferred:Word, Javaldentifieror JavaExpessior? We sup-
plementOccams Razorwith a heuristicwe call regularity.

The regularity heuristic was designedfor inferring record
setsfor simultaneougditing. It is basedon the obsenation
that recordsoften have regular featues featuresthat occur
a fixed numberof timesin eachrecord. For instance most
postaladdressesontainexactly onepostalcodeandexactly

threelines. MostHTML links have exactly onestarttag,one
endtag,andoneURL.

It is easyto find featureghatoccuraregularnumberof times
in all the positive examples.Not all of thesefeaturesmaybe
regularin the entirerecordset,however, sowe find a setof
likely regular featureshby the following procedure For each
feature f thatis regularin the positive examples(occuring
exactly ny timesin eachpositive example),countthe num-
berof timesN; that f occursin theentiredocumentlf f is
aregularfeaturethatoccursonly in recordsthentheremust
be N¢/ny recordsin the entiredocument.We call N¢/n¢
therecod countpredictionmadeby f. Now let M bethe
recordcountpredictedby the mostfeatures.If M is unique
andintegral, thenthe likely regularfeaturesarethe features
that predictedM . Otherwise,we give up on the regularity
heuristic. The upshotof this procedureis that a featureis
keptasalikely regularfeatureonly if otherfeaturespredict
exactly the samenumberof records Featuresvhicharenon-
regular, occuringfewertimesor moretimesin somerecords,
will usually predicta fractional numberof recordsand be
excludedfrom the setof likely regularfeatures.

For example,supposeheuseris trying to selecthepeoples’
namesand useridsin the list below, and hasgiven the first
two itemsasexampleg(shavn underlined):

Acar, Umut (umut)

Agrawal, Mukesh(mukesh)
Balan,RajeshKrishna(rajesh)
Bauer Andrej (andrej)

Thetwo exampleshave severalregularfeaturesn common,
amongthem*,” (comma)which occursexactly oncein each
example; CapitalizedVird, occurring twice; Word, three
times; and Parenthesesonce. Computingthe recordcount
prediction Ny /ny for thesefeaturesgives4 for comma,4.5
for CapitalizedWrd, 4.33 for Word, and4 for Parentheses
The record count predictedby the most featuresis 4, so
the likely regular featureswould be commaand Parenthe-
ses This exampleis oversimplified,sincethe structureli-

brarywould find otherfeaturesaswell.

Likely regularfeaturesareusedto testhypotheseby assign-
ing ahigherpreferencescoreto ahypothesisf it isin greater
agreementvith likely regularfeatures.A usefulmeasureof

agreemenbetweena hypothesisH and a feature /' is the
category utility P(H|F)P(F|H), which was also usedin

Cimal[5]. If ahypothesisandafeaturearein perfectagree-
ment, then the catgyory utility is 1. We averagecataory
utility acrossall likely regular featuresto computea score
for the hypothesis.

Although the regularity heuristicwas originally developed
for inferring record setsin simultaneousediting, we have
foundthatit works for selectionguessingaswell. The no-
tion of regularfeatureamustbe generalizedeyond contains
features however, becauseselectionguessings often used



;; ConceptualGraphs

... etc. (5 morerecords)

<DT><A HREF="mailto:cg@cs.umn.ediRICKNAME="congra">ConceptualGraphs</A >
<DT> <A HREF="mailto:kif@cs.stanford.ediNICKNAME="kif" >KIF</A> — | ;; KIF

congra:mailto:cg@cs.umn.edu

kif: mailto:kif@cs.stanford.edu

... etc.

Figure 6: Userstudytask(from Fujishima[3]): reformatanannotatedist of emailaddressekom HTML to plain text.

Multiple-selection
inferencetechnique

Multiple-selectiontime  Single-selectioime

Equivalenttasksize
novices expert

Selectionguessing
Simultaneougditing

426.0[173-653]s
119.1[64-209]s

43.0[32-52]s/rec
32.3[19-40]s/rec

9.3[4.7-15.7]recs 2.3recs
3.6[1.9-5.8]recs 1.6recs

Table 1. Time taken by usersto performthe testtask(mean[min-max]). Equivalenttasksizeis the ratio betweenmultiple-
selectioneditingtime andsingle-selectioreditingtime, averagedover users;novicesareusersin the userstudy andexpertis
oneof theauthors providedfor comparison A taskwith morerecordshanequivalentasksizewould be fasterwith multiple

selectionghansingle-selectiorediting.

to infer selectionghatdon'’t containary text atall, i.e. inser
tion points. Thus,thefeaturegust-befoe F andjust-afterF
are consideredegular featuresif positve examplescontain
no otheroccurrencesf F', andin F is consideredegularif
every positive exampleis in adifferentinstanceof F'.

EVALUATION

Selectionguessingand simultaneouditing were evaluated
with two small userstudies. Userswere found by solicit-
ing campumewsgroups— 5 usersfor theselectionguessing
study and 8 usersfor the simultaneousediting study Al
werecollegeundegraduatesvith substantiatext-editingex-
perienceandvaryinglevelsof programmingexperience All
were paid for participating. Userslearnedaboutthe infer-
encetechniquethey weregoingto useby readinga tutorial
andtrying its examples.Thetutorial took lessthan 15 min-
utesfor all users.

After completingthe tutorial, eachuserwas asled to per

form onetesttask (Figure 6), obtainedfrom Fujishima[3].

After performing the task with multiple selections,users
repeatecthe first 3 recordsof the task with corventional,
single-selectiorediting, in orderto estimatethe users edit-
ing speed. Multiple-selectionediting always camefirst, so
time to learn and understandhe task was always chaged
to multiple-selectionediting. Single-selectiorediting al-

wayscamesecondecausave neededo measurehe users
asymptotic,steady-statediting speed without learningef-
fects,in orderto dothe analysisdescribedelow.

The simultaneousditing study alsohad usersdo two other
taskswhich wereomittedfrom the selectionguessingstudy
More detailsaboutthe full simultaneousediting study are
foundin apreviouspaper7].

All 8 simultaneous-editingiserswere ableto completethe
task entirely with simultaneousediting, and 4 out of 5
selection-guessingsersdid, too. The fifth useralsocom-
pletedit, but only by exiting selection-guessingiodeat one

point,doingatroublesomepartwith single-selectiorditing,
andthenresumingselection-guessing finish thetask.

Aggregatetimes for the task are shawvn in Table 1. Fol-

lowing the analysisusedby Fujishima[3], we estimatethe
leverageof multiple-selectioreditingby dividing thetime to

edit all recordswith multiple selectionsby the time to edit
just onerecordwith single selections.This ratio, which we

call equivalenttask size representshe numberof records
for which multiple-selectiorediting time would be equalto

single-selectiorediting time for a givenuser Sincesingle-
selectiontime increasedinearly with record numberand
multiple-selectiortime is roughly constant(or only slowly

increasing),multiple-selectionediting will be fasterwhen-
everthenumberof recordss greateithanthe equivalenttask
size. (Note thatthe averageequialenttasksizeis not nec-
essarilyequalto theratio of the averageeditingtimes,since
E[M/S] # E[M]/E[S].)

As Tablel shavs,theaverageequivalenttasksizesaresmall.

For instance the averagenovice userworks fasterwith si-

multaneouseditingif therearemorethan3.6 recordsin the

testtask. Thus simultaneousediting canwin over single-
selectionediting evenfor very smallrepetitive editingtasks,
andeven for userswith aslittle as 15 minutesof exposure
to theidea. Selectionguessings not asfastas simultane-
ousediting on this task, primarily becauseselectionguess-
ing requiresamoreexampledor eachselection.Both kinds of

multiple-selectioreditingcompardavorablywith otherPBD

systemghathave reportedpoerformancenumbers For exam-

ple,whenDEED [3] wasevaluatedwith novice usersonthe

sameask,thereportedequivalenttasksizesaveraged2 and
rangedfrom 6 to 200, which is worseon averageandmore
variablethanselectionguessingr simultaneougditing.

Anotherimportantpartof systemperformances generaliza-
tion accurag. Eachincorrectgeneralizatiorforcesthe user
to provide anothepositive or negative example.For all three
tasksin the simultaneou®diting userstudy[7], usersmade
atotal of 188selectionghatwereusedfor editing. Of these,



158 selections(84%) were correctafter only one example.
The remainingselectionsneededeither 1 or 2 extra exam-
plesto generalizecorrectly Onaveragel.26exampleswere
neededperselection.

In the selectionguessingstudy usersactuallyhadtwo ways
to correctanincorrectselection:eithergiving anotherexam-
ple or selectinganalternative hypothesis(Thethird method,
correctingthe hypothesiamanually wasnot availablewhen
the userstudywas done.) To judgethe accurag of selec-
tion guessingwe measurghe numberof actionsa usertook
to createa selection,wherean actionis eithergiving an ex-
ampleor clicking on an alternatie hypothesis. Of the 51
selectionsusedin selectionguessing34 (67%)werecorrect
afteronly oneaction. On average2.73actionswereneeded
to createeachselectionusedfor editing.

After the study userswere asled to evaluatethe systems
ease-of-usdrustworthinessandusefulnessnab-pointLik-
ert scale,with 5 beingbest. The questionswere also bor-
rowed from Fujishima[3]. The averagescoreswere quite
positive for simultaneougditing (easeof use4.5, trustwor-
thiness4.1,usefulnes4.3), but mixedfor selectionguessing
(easeof use3.6,trustworthiness3.0, usefulnes.8).

FUTURE WORK

Inferring selectiongrom examplesmayalsobe usefulin ap-
plicationsthatalreadyusemultiple selectionsuchasgraphi-
cal editors,spreadsheetgndfile managersEvenin thetext
domain,however, multiple-selectiorediting doesnot cover
all casesvherePBD is applicable. Multiple-selectionedit-
ing is bestsuitedto repetitve taskswhereall the examples
to be editedarepresenta singlefile — whatmight be called
repetitionover space But PBD is alsousedfor automating
repetitionover time, thatis, creatinga programthatwill be
executedfrom time to time on new data. Goodexamplesof
repetitionover time are email filtering rules and web page
wrappers.Multiple selectionediting might be appliedto au-
tomatingrepetitionover time by collectingsomeexamples
(e.g.,from anemail archive) and editing the exampleswith
multiple selection. Inferred selectionsandthe editing com-
mandsthat usethemwould be recordedasa scriptthat can
beappliedto futureexamples.If thescriptfails onsomenew
example,the userwould addthe exampleto the exampleset
andredemonstratéhe broken partof the scripton the entire
exampleset,therebyguaranteeinghat the script still works
onold examples.

The low examplecountand fastresponsdime of simulta-
neousediting make it a good candidatefor future refine-
ment. Supportingnestediterations(subrecordsnside each
record),conditionals(omitting somerecordsfrom amultiple
selection),and sequenceg¢l-2-3, A-B-C, or Jan-Feb-Mar)
would help simultaneougditing addresgnoretasks. Since
the userstudiestestedselectionguessingand simultaneous
editing separatelyit is still an openquestionwhetherusers
can understandhe differencebetweenthe two modesand

determinewhento useeachone, or whetherthe two modes
shouldbe somehav combinedinto one. In retrospectthe
name“simultaneousediting” is probablymisleading,since
all multiple-selectionediting is “simultaneous”’no matter
how the selectionis made.

CONCLUSION

Multiple selectionsoffer a new way to automaterepetitve

text editingtasks. Two techniquedor inferring multiple se-
lectionsfrom exampleswere presented:selectionguessing
andsimultaneougditing. Althoughselectionguessings the

moregenerakechniquesimultaneougditingrequiresfewer

examplesandhasfasterresponsgime.

Availability

LAPIS is afreely available,open-sourc@rogramwritten in

Java. It implementsll thetechniqueslescribedn this paper:

selectionguessing simultaneousediting, and outlier high-

lighting. LAPIS canbedownloadedrom:
http://www.cs.cmu.edu/"rcm/lapis/
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