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According to the China Agricultural Yearbook 2014, 

hog   yields in China achieved 83.73 million tons in 

2013, accounting for 65.6% of the total livestock yields 

in China. The livestock production sector in general 

and the hog production sector in particular, is the 

primary provider for the agricultural and domestic 

meat consumption in China.

Hog price has been exceptionally volatile in the 

recent years, reaching a low of 5.78 RMB/kg in May 

2003 and a high of 19.68 RMB/kg in September 2011. 

The extraordinary fluctuations of the hog price in 

China exert adverse effects on the people’s liveli-

hood and the development of the related industries. 

Thus, exploring the fluctuation mechanism of the hog 

price, and then establishing an effective hog price 

prediction model are of great practical significance 

for the participants in the hog industry as well as 

the policy makers.

According to the extant literature review, it is ob-

served that there have been few studies on the hog 

price forecasting though a considerable body of fore-

casting research focused on agricultural commodity 

price. Usually, hog is considered as one of the most 

important agricultural commodities. Thus, some 

analysis and discussions about the existing agricul-

tural commodity price forecasting approaches will 

help to provide some valuable suggestions on the hog 

price forecasting. Within this field of agricultural 
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commodity price forecasting, the traditional statisti-

cal techniques, such as the regression analysis and 

econometric modelling, have already been widely 

applied (Ramirez and Fadiga, 2003; Hahn 2004; Jumah 

and Kunst 2008; Adanacioglu and Yercan 2012; Felipe 

et al. 2012; Li et al. 2012; Martín-Rodríguez and 

Cáceres-Hernández 2012; Saengwong et al. 2012; 

Paul et al., 2015). However, the traditional statisti-

cal techniques can provide good prediction results 

only when the price series under study are linear 

and stationary. Unfortunately, the agricultural com-

modity price, especially the hog price, may appear 

nonlinear and non-stationary. In the recent years, 

the artificial intelligence (AI) tools have been applied 

to deal with the problem of agricultural commodity 

price forecasting (Zhang et al. 2005; Shih et al. 2009; 

Ribeiro and Oliveira 2011; Li et al. 2013; Jha and Sinha 

2014; Su et al. 2014). However, AI models have their 

own shortcomings, such as the local minima, time-

consuming, and over-fitting in the neural networks. 

In the view of the limitations for the traditional and 

AI techniques in the agricultural commodity price 

forecasting and the general lack of research in the 

hog price forecasting, a novel approach is required 

to deal with the forecasting tasks of the hog price 

with a high nonlinear and volatility. 

Following the “decomposition and ensemble” princi-

ple, the empirical mode decomposition (EMD)-based 

hybrid learning paradigm originally proposed by Yu 

et al. (2008) has been recently established and justi-

fied as a promising alternative to solve such tough 

forecasting tasks. In (Yu et al. 2008), the original 

complex crude oil price series is decomposed into 

several subseries first by the EMD technique, then they 

model them respectively and ensemble the forecasts 

obtained using neural networks finally. Since the work 

of Yu et al. (2008), the EMD-based hybrid learning 

paradigm has attracted a particular attention in the 

forecasting community and has been successfully 

applied to different areas (Yu et al. 2008; Napolitano 

et al. 2011; Chen et al. 2012; Kisi et al. 2014; Zhou et 

al. 2014). These works (Yu et al. 2008; Napolitano et 

al. 2011; Chen et al. 2012; Kisi et al. 2014; Zhou et al. 

2014) have some improvements, however, they also 

suffer from some limitations. The main reasons are 

twofold. On the one hand, most of these works ((Yu 

et al. 2008; Napolitano et al. 2011; Chen et al. 2012; 

Kisi et al. 2014; Zhou et al. 2014) are preoccupied 

with the one-step-ahead forecasting. For example, 

Kisi et al. (2014) proposed a nonparametric tech-

nique based on the EMD to forecast the next month’s 

monthly streamflows of the Kizilirmak river in Turkey. 

Zhou et al. (2014) developed an EMD-based general 

regression neural network model for one-day-ahead 

prediction of the PM
2.5

 concentrations in Xi’an, China. 

A novel forecasting model based on the EMD and 

neural network is proposed by Chen et al. (2012) 

to forecast the next month’s monthly tourist arriv-

als from Japan, Hong Kong, and Macao to Taiwan. 

Apparently, however, forecasting over short future 

horizons for the hog price series is of a great value 

to decision makers in the hog industry. For instance, 

the large-scale specialized producers could make a 

full use of the hog price forecasts over short future 

horizons when making plan on the number of hogs 

slaughtered. On the other hand, these works ((Yu et 

al. 2008; Napolitano et al. 2011; Chen et al. 2012; Kisi 

et al. 2014; Zhou et al. 2014) were apt to construct 

different models for each IMFs and residue, resulting 

in a complex and time-consuming training process, 

and more importantly, the economic meaning of 

the obtained IMFs is unclear and thus overlooked 

in the aforementioned works. Thus, by introducing 

the iterated strategy, a mainstream multi-step-ahead 

prediction strategy, and a fine-to-coarse reconstruc-

tion algorithm, which can compose the numerous 

IMFs into three main components, we develop an 

improved EEMD-based hybrid approach for the short-

term forecasting of the hog price in China. By doing 

so, we hope that this study would fill the two gaps 

mentioned above.

Inspired by the idea of “decomposition and ensem-

ble” principle (Yu et al. 2008), more specifically, this 

study proposes an improved ensemble empirical mode 

decomposition (EEMD)-based hybrid approach for 

the short-term hog price forecasting. Specifically, the 

original hog price series is decomposed via EEMD, 

which is a substantial improvement over the original 

EMD, into several IMFs and residue firstly. Then, 

the fine-to-coarse reconstruction algorithm (Zhang 

et al. 2008) is applied to compose the obtained IMFs 

and residue into a high-frequency fluctuation, low-

frequency fluctuation, and trend terms. Afterwards, 

three different modelling techniques are used to 

predict each component based on its own features. 

To this end, the extreme learning machine, a novel 

learning algorithm for the feed-forward neural net-

work with a fast learning speed and a high generali-

zation performance, is used to model and forecast 

the low-frequency fluctuation due to its nonlinear 

pattern, while the autoregressive integrated moving 

average (ARIMA), a commonly-used stochastic model, 



138

Original Paper Agric. Econ. – Czech, 63, 2017 (3): 136–148

doi: 10.17221/268/2015-AGRICECON

is employed to solve the high-frequency forecast-

ing. At the same time, the trend term is fitted by a 

polynomial function. For the implementation of the 

short-term hog price forecasting, the commonly used 

iterated prediction strategy is adopted here. The 

monthly hog price series from January 2000 to May 

2015 in China is employed to evaluate the forecast-

ing performance of the proposed approach with the 

selected counterparts by the goodness of forecast 

measure and testing approaches.

METHODOLOGY

Ensemble empirical mode decomposition

The ensemble empirical mode decomposition 

(EEMD) (Wu and Huang 2009) is a substantial im-

provement over the original EMD method developed 

by Huang et al. (1998) because it avoids the problem 

of mode mixing.

The two key parts of the original EMD as well as the 

EEMD method are the intrinsic-mode functions (IMF) 

and the sifting process. The term “intrinsic-mode 

function” is applied because it stands for the oscil-

lation mode embedded in the series. To be specific, 

an IMF is a function that satisfies two conditions: 

(1) the number of zero crossing and the number of 

extremes must either be equal or differ at most by one 

in the whole series; (2) at any point, the mean value 

of the envelope determined by the local maxima and 

the envelope determined by the local minima is zero.

Upon the above definition, the IMFs can be extracted 

step by step from the series x(t) on the basis of the 

following sifting process:

Step 1: Identify all local maxima and local minima;

Step 2: Connect the local maxima using a cubic 

spline to produce the upper envelope, x
up

(t), and the 

local minima using another cubic spline to produce 

the lower envelope, x
low

(t); 

Step 3: Calculate the point-by-point local envelope 

mean m(t) according to the upper and lower envelopes 

as m(t) = (x
up

(t) + x
low

(t))/2;

Step 4: Generate the component h by subtracting the 

local envelope mean from the data, h = x(t) – m(t);

Step 5: Repeat Step 1 to Step 4 as many times as it 

is required while treating h as a series until the stop 

criterion is satisfied;

Step 6: The final h is assigned as an extracted IMF 

component c;

Step 7: Obtain the residue r as r = x(t) – c; 

Step 8: Repeat Step 1 to Step 7 while treating r as 

a new series and until the final residue becomes a 

monotonic function.

Generally speaking, the IMF extraction process is 

made up of the process from Step 1 to Step 6, and the 

whole sifting process is composed by the process from 

Step 1 to Step 8. After finishing, the data series x(t) 

can be decomposed into the IMFs and a residue, i.e.,

=1
( ) = +

n

j n
i

x t c r
  

(1)

where n is the number of IMFs, c
j
 (j = 1, 2, …, n) are 

the IMFs, and r
n
 is the residue, which represents the 

overall trend of the data series x(t).

The underlying idea of the EEMD technique is that 

the observed series are amalgamations of the true 

series and noise; the observed series are closer to the 

true one by averaging the series with different noise 

levels. Thus, an additional step of adding the white 

noise is incorporated into the original EMD algorithm 

to solve the problem of mode mixing.

For the given data series x(t), the EEMD procedure 

can be described as follows:

Step 1: Generate series with the added white noise, 

x
i
(t) = x(t) + w

i
(t); 

Step 2: Decompose the x
i
(t) by the sifting process, 

and then obtain the IMF components,
=1

+
n

ij in
j

c r ;

Step 3: Repeat Step 1 and Step 2 m times with a differ-

ent white noise series each time; then generate a set 

of IMF components, 
1 =1

( + )
m n

ij in
i j

c j

  , where m denotes 

the ensemble number; 

Step 4: Obtain the means of the corresponding IMFs as 

the final result, i.e., the j
th

 ensemble IMF, 
=1

1 m

j ij
i

c c
m

  ,

and the ensemble residue, 
=1

1 m

n in
i

r r
m

  .

Fine-to-coarse reconstruction algorithm

The original hog price series is decomposed into 

several IMFs and one residue via the EEMD. Then, 

a fine-to-coarse reconstruction algorithm is applied 

to compose the obtained IMFs and residue into the 

high-frequency fluctuation, the low-frequency fluctua-

tion, and trend terms (Yu et al. 2015; Yu et al. 2016). 

Given the IMFs and residue of hog price decom-

posed by EEMD, the fine-to-coarse reconstruction 

algorithm can be described as follows:

Step 1: Calculating the mean of the sum of IMF
1
 to 

IMF
i
 for each IMFs;
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Step 2: Using the t-test to identify for which the mean 

significantly departs from zero. 

Step 3: From the first tested mean, once a mean is 

identified as a significant change point, a partial re-

construction with IMFs from the first one to this one 

is identified as the high-frequency fluctuation, the rest 

of IMFs are identified as the low-frequency fluctua-

tion. Finally, the residue is defined as the trend term.

Extreme learning machines 

The extreme learning machines (ELM) proposed by 

Huang et al. (2006) are a novel and powerful approach 

for the data classification and regression. Detailed 

discussions of the ELM can be found in ( Zhu et al. 

2005; Huang et al. 2006), but a brief description on 

the formulation of the ELM for hog price forecasting 

is provided here.

The ELM is an improved learning algorithm for 

the single feed-forward neural networks (SLFNs) 

architecture. The ELM is different from the tra-

ditional neural networks in the sense that all the 

input weights, biases, and hidden nodes are ran-

domly chosen in advance and the output weights are 

analytically tuned using the Moore-Penrose (MP) 

generalized inverse. Theoretically, the SLFNs with 

randomly chosen input weights, hidden layer biases 

and a nonzero activation function can approximate 

any continuous functions on any input set (Huang 

et al. 2006). The ELM not only outperforms the 

traditional gradient-based learning algorithm in 

terms of a faster learning speed with a higher gen-

eralization performance, but it also avoids many 

difficulties faced by the traditional gradient-based 

learning algorithm such as the stopping criteria and 

local minima (Huang and Babri 1998; Huang 2003; 

Huang et al. 2006; Shrivastava and Panigrahi 2014). 

Given a data set with N arbitrary distinct sample (x
i
, 

t
i
) where x

i
 = [x

i1
, x

i2
, …, x

in
]T ∈ Rn and  t

i
 = [t

i1
, t

i2
, …, t

im
]T ∈ Rm

and, the standard SLFNs with N  hidden neurons 

and activation function  g   are mathematically 

modelled as 

 
1

, 1, 2, ,
N

i i i i i i
i

g w x b y j N


   



  

(2)

where w
i
 = [w

i1
, w

i2
, …, w

in
]T denotes the weight of the 

connection from the input neurons to the ith hid-

den neuron, β
i
 = [β

i1
, β

i2
, …, β

im
]T denotes the weight 

vector which connects the output nodes with the 

ith hidden node, b
i
 is the threshold of the ith hidden 

node. The inner product of w
i
 and x

i
 is denoted by 

the operation w
i
∙x

i
. The above N equations can be 

written compactly as 

Hβ = T  (3)

Where H is the hidden layer output matrix. 
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The ELM theories claim that the input weights w
i
 

= [w
i1

, w
i2

, …, w
in

]T and hidden biases b
i
 are randomly 

generated and do not require any tuning. To minimize 

the cost function Y T , the evaluation of the output 

weights β
i
 = [β

i1
, β

i2
, …, β

im
]T is equivalent to find the 

least-square (LS) solution to the given linear system 

Hβ = T. The minimum norm LS solution is 

†ˆ H T
 

(6)

where †H is the Moore-Penrose (MP) generalized 

inverse of matrix H.

Autoregressive integrated moving average 

The autoregressive integrated moving average 

(ARIMA), proposed by Box and Jenkins (1976), is a 

most commonly-used univariate time series model. 

In the ARIMA, the future value is defined to be a 

linear function of several past observations and ran-

dom errors. The formulation of the ARIMA model 

is as follows.

x
t
 = θ

0
 +φ

1
x

t–1 
+ φ

2
x

t–2 
+ … φ

p
x

t–p 
+ ε

t
 – θ

1
ε

t–1
 – 

          θ
2
ε

t–2
 – … – θ

q
ε

t–q
 (7)

where x
t
 denotes the actual observation at time t, ε

t
 

denotes the random error at time t, φ
i
 (i = 1, 2, …, p)

and θ
j
 (j = 1, 2, …, q) are coefficients, p and q are 

the autoregressive and moving average polynomials, 

respectively.

THE IMPROVED EEMDBASED HYBRID 

APPROACH

In this section, the proposed improved EEMD-based 

hybrid approach is formulated and the corresponding 

steps involved in this implementation are presented 
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in details. Given the hog price series x(t) for t = 1, 2, 

…, n, we would like to make H-step-ahead forecast-

ing, i.e., x(t + H). A four-step modelling framework 

integrating the EEMD, the fine-to-coarse reconstruc-

tion algorithm, the ARIMA, the polynomial function, 

and the ELM can be formulated for the short-term 

hog price forecasting, see Figure 1.

As shown in Figure 1, the proposed improved 

EEMD-based ELM approach is generally made up 

of the following four main steps:

Step 1: The original hog price series is decomposed 

into several IMFs and a residue using the EEMD 

technique. 

Step 2: The fine-to-coarse reconstruction algorithm 

is applied to compose the obtained IMFs and residue 

into the high-frequency fluctuation, the low-frequency 

fluctuation, and trend terms.

Step 3: The ELM is used to solve the low-frequency 

fluctuation forecasting task, while the ARIMA and 

the polynomial function are employed to deal with 

the high-frequency fluctuation and trend item fore-

casting task, respectively. 

Step 4:The forecasts of the high-frequency fluctua-

tion, low-frequency fluctuation, and trend terms are 

aggregated using another independent ELM model, 

which models the relationship among the three parts, 

Input

Output

Step 1

Step 3

Step 4

Hog price series

Predicted hog price

IMF1 IMF2 IMFn Rn

Forecasted high-
frequency fluctuation

ELM2

EEMD 

ARIMA ELM1
Polynomial

Function

Fine-to-corase 
reconstruction algorithm 

High-frequency 
fluctuation

Low-frequency 
fluctuation Trend item

Step 2

Forecasted low-
frequency fluctuation Forecasted trend item

Figure 1. The proposed EEMD-based hybrid approach
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to generate and ensemble forecasts for the original 

hog price series.

For the comparison purposes, some popular indi-

vidual forecasting approaches, which have been used 

for the hog price forecasting, should be adopted as 

the benchmarks. According to the extant literature 

investigation aforementioned, the main methods 

are divided into two categories, i.e., the traditional 

statistical techniques and the AI tools. Concerning 

the former, the ARIMA is selected as a competitor 

here. Amongst the AI tools, three individual mod-

elling techniques, i.e., the feed-forward neural net-

works (FNN), the support vector regressive (SVR), 

and the ELM, can be seen as excellent benchmarks. 

Furthermore, some variations of the hybrid ensemble 

learning approaches without the fine-to-coarse re-

construction algorithm, i.e., the EEMD-ARIMA, the 

EEMD-FNN, the EEMD-SVR, and the EEMD-ELM 

are also employed as the hybrid ensemble bench-

marks. In summary, four individual approaches, i.e., 

the ARIMA, F the NN, the SVR, and the ELM, and 

four hybrid ensemble learning approaches, i.e., the 

EEMD-ARIMA, the EEMD-FNN, the EEMD-SVR, 

and the EEMD-ELM are performed as counterparts 

to compare with the proposed EEMD-based hybrid 

model in terms of the prediction performance. 

In order to verify effectiveness of the proposed 

EEMD-based hybrid approach, the hog price series 

in China is used as the testing target, as illustrated 

in the following section.

EXPERIMENTAL ANALYSIS

Data description and experiment design

In this study, the hog price in China is chosen as 

experimental sample. The data are freely obtained from 

the Ministry of Agriculture of the People’s Republic of 

China1. The object of the current study is to develop 

an improved EEMD-based hybrid approach for the 

short-term hog price forecasting with various predic-

tion horizons. By doing so, the monthly series of hog 

price from January 2000 to May 2015, with a total 

185 observations, is employed for various prediction 

horizons H (in our case H = {1,3,6}). Hog price series 

is split into an estimation sample and hold-out sam-

ple. The data from January 2000 to March 2010 are 

used for the estimation sample (123 observations), 

and the last 62 observations from April 2010 to May 

2015 is used as the hold-out sample. The original 

data are showed in Figure 2. Each examined model is 

trained on the estimation sample, and the forecasts 

are produced for the whole hold-out sample. The 

forecasts are then compared to the hold-out sample 

to evaluate the performance of each model.

Table 1 reports the summary statistics of the hog 

price. The estimated measure of skewness suggests 

that the hog prices have non-symmetric distribu-

tions. Moreover, the large positive value of kurtosis 

statistic, 1.806, suggests that the hog price is fat-tailed 

and sharply peaked around the mean in comparison 

to the standard normal distribution. The large value 

of the Jarque-Bera statistic further suggests that the 

null hypothesis of following the normal distribution 

is rejected for the hog price at 5% level. 

In this paper, we adopt the liner transference to 

adjust the original hog price series scaled into the 

range of [0, 1] as shown in Equation 8. The two main 

advantages of scaling are to avoid inputs in greater 

numeric ranges from dominating those in smaller 

numeric ranges, and to prevent numerical difficulties 

during the calculation.

     
   

min
max min

x t x t
y t

x t x t





  (8)

where x(t) is the original hog price, y(t) is the scaled 

hog price, max x(t) and min x(t) are the maximum 

1The datasets are available at http://www.moa.gov.cn/
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Figure 2. Monthly hog price series in China

Table 1. The statistical description of the hog price

Statistic Value Statistic Value

Sample size 182 Median 9.630

Mean 10.610 Skewness 0.310

Standard deviation 3.944 Kurtosis 1.806

Minimum 5.560 Jarque-Bera test 13.726

Maximum 19.680
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and minimum values of hog prices, respectively. After 

the pre-processing step, we applied the forecasting 

model on this time series, once the forecasts have 

been obtained, we unwind the pre-processing.

Additionally, the performances of the proposed 

approach with the selected competitors on the short-

term forecasting (prediction horizon H = {1,3,6}) 

are investigated here. It should be noted that the 

commonly-used iterated strategy for the short-

term forecasting is employed in this study due to 

its simplicity and popularity in literatures (Guo et 

al. 2012; Taieb et al. 2012; Xiong et al. 2014; Xiong 

et al. 2015).

To investigate the performance of different models, 

no single accuracy measure can capture the distri-

butional features of the errors. Here, we consider 

two alternative forecast accuracy measures: the root 

mean squared error (RMSE) and the symmetric mean 

absolute percentage error (SMAPE). The RMSE and 

SMAPE are the absolute and relative error measures 

of the actual and predicted values, respectively. The 

definitions of them are shown as follows:

  2

1

ˆ( )
N

t
x t x t

RMSE
N







 (9)

 1

ˆ1 ( ) ( )
ˆ( ) ( ) 2

N

t

x t x tSMAPE
N x t x t




  (10)

where x(t) denotes the observation at period t, ˆ( )x t  

denotes the forecast of x(t), N is the number of fore-

casting periods. Note that these accuracy measures 

are computed after rolling back the normalization 

step performed.

The filter method, which selects the best subset of 

input variables on the basis of dataset, is adopted for 

the input selection in the current study. By doing so, 

a pre-defined criterion, which measures the relation-

ship between each subset of inputs and the outputs 

(Xiong et al. 2015), should be designed in advance 

for choosing the best subset of inputs. Specifically, 

the partial mutual information (PMI) (Sharma 2000) 

is used as the input selection criterion here. The 

maximum embedding order d is set to 15.

Figure 3 shows the experimental procedure using 

the hog price series. Firstly, the original hog price 

series is split into the estimation sample and hold-out 

sample. Then, both the input selection and model 

selection are conducted using the aforementioned 

filter method and the fivefold cross-validation with 

the iterated prediction strategies. Finally, the out-

of-sample performance of each attained model is 

justified on hold-out samples, the RMSE and SMAPE 

are calculated for each prediction horizon H (H = 

1, 3, 6). Furthermore, the modelling process for hog 

price series is repeated thirty times. Afterward, the 

performance of each model on each prediction hori-

zon is compared on the basis of the mean, averaged 

by thirty, of the RMSE and SMAPE. In addition, the 

Diebold-Mariano (DM) test (Diebold and Mariano 

1995) is used to test the statistical significance of 

different forecasting models at the 0.05 significance 

level.
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Figure 3. Experiment procedures
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Experimental results

In this subsection, the forecasting performances of 

the proposed model are justified with the hog price 

series against eight selected counterparts.

In the proposed model, the first step is to use the 

EEMD technique to decompose the original hog price 

series into several independent components. As shown 

in Figure 4, all obtained IMF components are listed 

in the order from the highest frequency to the lowest 

frequency, and the last one is the residue. It is clear 

that the original hog price series is decomposed into 

six IMF components and one residue component. The 

summary characteristics of the IMFs and residue are 

reported in Table 2.

It should be noted th  at the residue accounts for the 

vast majority of the variance. Indeed, the residue ac-

counts for 66.496% of the total variability of the hog 

price, which suggests that the hog price is determined 

mainly by its long-term trends (that is, the residue). 

In addition, the Pearson correlation coefficient and 

the Kendal coefficient between the original price and 

residue are the highest. When looking deeply on the 

IMFs, we find that the second important mode is 

the high frequency IMF, i.e., the IMF4, which has a 

mean period of nearly 27.36 months (nearly 3 years). 

In the previous step, the original hog price series is 

decomposed into 6 IMFs and one residue component. 

In the current step, the IMFs are grouped into the 

high-frequency fluctuation and the low-frequency 

fluctuation. The mean of the fine-to-coarse recon-

struction as a function of IMFs index K is shown in 

Figure 5. The mean of the fine-to-coarse reconstruc-

tion departs significantly from zero at the IMF 4. 

Therefore, the partial reconstruction with the IMF1, 

IMF2 and IMF3 represents the high frequency compo-

nent and the partial reconstruction with IMF4, IMF5 

and IMF6 represents the low frequency component. 

The residue is treated separately. Figure 6 shows 

the three components. The statistical measures of 

these components and the observed price are given 

in Table 3. Looking at Table 3, it is clear that the 

residue is also the dominating one, regardless of the 

correlation coefficient and the percentage of variance 

Table 2. Measures of the IMFs and the residue for the hog price

Observed
Mean period 

(month)
Pearson 

correlation
Kendall 

correlation
Variance

Variance as % of 
observed

Variance as % of 
(Σ IMFs + residue)

IMF1 3.64 0.141* 0.067 0.085 0.545 0.561

IMF2 8.66 0.202*** 0.118** 0.290 1.867 1.922

IMF3 22.75 0.392*** 0.268*** 0.981 6.306 6.492

IMF4 27.36 0.329*** 0.193*** 2.515 16.173 16.650

IMF5 60.66 0.436*** 0.234*** 0.864 5.553 5.716

IMF6 91.00 0.513*** 0.478*** 0.031 0.197 0.203

Residue 0.848*** 0.645*** 10.342 66.496 68.455

Sum 97.139 100.000

Correlation is significant at ***0.01 level (2-tailed), **0.05 level (2-tailed), *0.1 level (2-tailed)
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Figure 5. The mean of the fine-to-coarse reconstruc-

tion as a function of index K. The vertical dash-line at 

K = 4 indicates that the mean departs significantly from 

zero (p < 0.01)

Figure 6. The three components of hog price from Janu-

ary 2000 to May 2015
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considered. At the same time, noteworthy, the mean 

period of the high and low frequency components 

are near 5.2 and 45.5 months, respectively. 

The third and fourth steps of the proposed model are 

the individual forecasting and the ensemble forecast-

ing as mentioned in Figure 1. In this study, the ELM 

is implemented using the ELM package2. The input 

weights and hidden biases of the ELM are randomly 

generated in advance; the number of hidden nodes 

is tuning in a trial-error fashion. By doing so, we 

construct ten ELM models with different numbers 

of hidden nodes varying from 5 to 14. Each ELM 

model is trained repeatedly 20 times and the average 

MSE of each ELM model is computed. The number 

of hidden nodes in the best ELM model is chosen.

For the ARIMA estimation, the package ‘forecast’3 

in R software developed in (Hyndman and Khandakar 

2007) is used in this study. The FNN models used in 

this experiment are implemented using the MATLAB 

(Version R2006b) ANN toolbox. The architecture of 

the FNN model is as follows: the number of hidden 

nodes varies from 3 to 12 and the optimum num-

ber of hidden nodes that minimizes the error rate 

on the validation set is determined; the number of 

output nodes is set at one. For the stopping criteria, 

the number of learning epochs is chosen as 1000 as 

there is no prior knowledge of this value before the 

experiment. In the training phase, a gradient descent 

with momentum algorithms is applied to update the 

weight and bias values. The learning rate is chosen 

as 0.9 and the momentum constant is chosen as 0.1. 

The activation function of the hidden layer is sigmoid 

and the output node uses the linear transfer function. 

The LibSVM (version 2.86) (Chang and Lin 2011) 

is employed for the SVR modelling in this study. 

The Radial basis function (RBF) is selected as the 

kernel function through preliminary simulation. To 

determine the hyper-parameters, namely C, ε, γ, the 

commonly used grid search is applied in this study. 

With respect to the polynomial function estimation, 

the MATLAB functions ‘polyfit’ and ‘polyval’ are 

used here. 

Figures 7–8 show the comparisons of performance 

of different models in all prediction horizons across 

two indices.

As per the results presented, one can deduce the 

following observations.

– Overall, the top three models across two indices 

and three prediction horizons turned out to be the 

proposed EEMD-based hybrid model, the EEMD-

ELM and the EEMD-SVR are almost a tie. It is 

clear that the proposed EEMD-based hybrid model 

outperforms all other counterparts.

– It is clear that the proposed EEMD-based hybrid 

model outperforms the EEMD-ARIMA, EEMD-

FNN, EEMD-SVR, and the EEMD-ELM prediction 

models without a fine-to-coarse reconstruction 

algorithm. As such, we argue that the superior 

performance of the proposed prediction model with 

the fine-to-coarse reconstruction algorithm relative 

to the EEMD-ARIMA, EEMD-FNN, EEMD-SVR, 

and EEMD-ELM as a result of composing the IMFs 

and residue into three components. 

– Focusing on the modelling techniques (i.e., the 

ARIMA, FNN, SVR, and ELM) in hybrid models 

without the fine-to-coarse reconstruction algorithm, 

the EEMD-ELM and the EEMD-SVR are almost 

a tie. In addition, the EEMD-ELM, EEMD-SVR, 

and EEMD-FNN outperform the EEMD-ARIMA.

– As far as the comparison between the hybrid models 

(i.e., the proposed model, the EEMD-ELM, EEMD-

SVR, EEMD-FNN, and EEMD-ARIMA) and the 

Table 3. Measures of three components for the hog price

Observed
Mean period 

(month)
Pearson 

correlation
Kendall 

correlation
Variance

Variance as % of 
observed

Variance as % of 
(Σ IMFs + residue)

15.553 

HIGH 5.20 0.281*** 0.181*** 0.957 6.156 6.268

LOW 45.50 0.633*** 0.466*** 3.975 25.560 26.026

TREND 0.848*** 0.645*** 10.342 66.495 67.706

Sum 98.211 100.000

High-frequency component, Low-frequency component, and Trend are given under the rows ‘HIGH’,‘LOW’, and ‘TREND’. 

Correlation is significant at ***0.01 level (2-tailed), **0.05 level (2-tailed), *0.1 level (2-tailed)

2ELM package is available at http://www.ntu.edu.sg/home/egbhuang/elm_codes.html
3R package ‘forecast’ is available at http://ftp.ctex.org/mirrors/CRAN/
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corresponding individual models (i.e., the ELM, 

SVR, FNN, and ARIMA), the hybrid models are 

better than those of the individual models with-

out exception. The main reason could be that the 

decomposition technique does effectively improve 

the forecasting performance.

– When considering the comparison among the four 

individual techniques, the ELM seems to produce 

forecasts, which are more accurate than those of 

the SVR (though only marginally). In addition, the 

ELM and SVR can yield better prediction accuracy 

than the FNN and ARIMA. The ARIMA is consist-

ently the worst performing model for prediction.

Following the experimental procedure mentioned 

early, we perform the DM test to examine the sta-

tistical significance of different forecasting models. 

The results of the DM test results for each prediction 

horizon are respectively reported in Table 4, where 

the S statistics are listed. Note that * denotes that 

the difference between the tested model and refer-

ence model is significant at the 0.05 level (2-tailed). 

According to the obtained results in Table 4, one can 

deduce the following observations:

– When the proposed model is treated as the testing 

target, the DM statistics are all negative and marked 

with the asterisk, indicating that the proposed 

improved EEMD-based hybrid model performs 

statistically better than all other models in all cases, 

under the confidence level of 95%. But some excep-

tions occur when the EEMD-SVR and EEMD-ELM 

are selected as the reference models in which the 

proposed model does not perform significantly 

better than the EEMD-SVR and EEMD-ELM. 

– Concerning the four EEMD-based models, the 

EEMD-SVR and EEMD-ELM yield better results 

than the EEMD-FNN and the EEMD-ARIMA with 

the statistical significance of 95% in all cases. 

– As far as the comparison of the EEMD-SVR and 

EEMD-ELM, the difference in the prediction perfor-

mance between these two models is not significant 

at 0.05 level.

– Whatever the forecast horizon and whatever the 

modelling technique, the hybrid ensemble model-

ling frameworks (i.e. the EEMD-ELM, EEMD-SVR, 

EEMD-FNN, and EEMD-ARIMA) outperform the 

corresponding single models without exception at 

95% statistical significance, implying the effective-

ness of the “decomposition and ensemble” principle 

for the time series forecasting.

– Comparing the four single models, we can see that, 

whatever the prediction horizon, the ELM and 

SVR provide consistently better forecasts than the 
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FNN and the ARIMA at 95% statistical significance 

in most cases, suggesting that the FNN and the 

ARIMA are quite inferior in the multi-step-ahead 

time series modelling and forecasting.

The difference in prediction performance between 

the SVR and ELM is not significant at the 95% sta-

tistical confidence level in most cases, even with a 

few exceptions. 

In addition, using the proposed EEMD-based hybrid 

approach, an out-of-sample forecasting for the period 

June 2015 to November 2015 is reported in Figure 9, 

where the data from January 2000 to May 2015 are also 

shown for consistency. As can be seen from Figure 9, 

it is easy to find that the overall tendency of the hog 

price in China continues to be choppy since 2014. 

CONCLUSIONS

In this study, we propose an improved EEMD-

based hybrid approach for the short-term hog price 

forecasting, in which the original hog price series 

is first decomposed into several IMFs and a residue 

by the EEMD technique. Then, the fine-to-coarse 

reconstruction algorithm is used to compose the 

obtained IMFs and the residue into the high-frequen-

cy fluctuation, the low-frequency fluctuation, and 

trend terms. Afterwards, the ELM is used to model 

the low-frequency fluctuation, while the ARIMA 

and the polynomial function are employed to fit 

the high-frequency fluctuation and the trend term, 

respectively. Finally, the forecasts of the three com-

ponents are aggregated using another independent 

Table 4. DM test results for different models on the hold-out sample

Tested model
Reference model

ARIMA FNN SVR ELM EEMD-ARIMA EEMD-FNN EEMD-SVR EEMD-ELM

Prediction horizon H=1

FNN –0.32

SVR –2.14* –1.55

ELM –1.97* –1.38 1.97

EEMD-ARIMA –1.82* –1.43 0.24 0.21

EEMD-FNN –3.05* –2.64* –0.56 –0.62 –1.08

EEMD-SVR –3.65* –2.87* –3.15* –3.22* –3.64* –2.41*

EEMD-ELM –3.80* –3.17* –2.84* –3.01* –3.57* –2.28* 1.02

The proposed method –4.21* –4.02* –3.42* –3.63* –3.89* –3.07* –0.57 –0.85

Prediction horizon H=3

FNN –2.54*

SVR –2.17* 2.14

ELM –1.96* 1.85 1.57

EEMD-ARIMA –2.08* 2.08 –0.08 –0.21

EEMD-FNN –3.34* –2.08* –2.21* –2.42* –2.51*

EEMD-SVR –3.51* –2.97* –3.12 –3.24* –3.29* –2.58*

EEMD-ELM –3.82* –3.54* –3.29* –3.51* –3.37* –2.71* –0.55

The proposed method –4.37* –3.93* –4.12* –3.97* –3.86* –2.84* –0.86 –0.39

Prediction horizon H=6

FNN –0.27

SVR –2.58* –1.85*

ELM –2.61* –1.96* –0.25

EEMD-ARIMA –2.75* –2.01* –0.37 –0.19

EEMD-FNN –3.21* –3.26* –1.83* –1.81* –1.68*

EEMD-SVR –3.96* –3.85* –2.42* –2.28* –2.12* –1.89*

EEMD-ELM –3.82* –3.92* –2.28* –2.10* –2.03* –1.81* 1.86

The proposed method –4.31* –4.19* –2.67* –2.72* –2.64* –2.38* –0.41 –0.58

The entries are the DM statistics. In addition, *denotes that the difference between the tested model and reference 

model is significant at the 0.05 level (2-tailed)
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ELM model. The empirical results on the hog price 

series in China for short-term forecasting show that 

the proposed improved EEMD-based hybrid approach 

outperforms the selected counterparts, indicating 

that it is a promising alternative for the short-term 

hog price forecasting.

The limitations of this study lie in two aspects. 

First, although we have examined the fine-to-coarse 

reconstruction algorithm for the purpose of compo-

sition, there are many other possible algorithms in 

composing the IMFs and the residue, which may shed 

a different light on the modelling issue. Second, our 

experimental study focuses on the iterated strategy 

for the short-term forecasting. A further research is 

needed to investigate the performance of the short-

term time series prediction with richer strategies.
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