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ABSTRACT
In this paper, we summarize our results for the semantic
indexing task at TRECVID 2011. Last year, we showed
that the use of object detection results as additional mid-
level features improved the overall performance of a bag-
of-visual-words (BoVW) approach. This year, we repeated
the experiment on a large concept vocabulary of 346 classes.
In addition, we investigated whether feature descriptions of
object regions can also improve the concept detection per-
formance. Due to the large number of face-related concepts,
like “adult”, “female”, “male”, “dark skinned person”, “first
lady”, “glasses”, or “arafat”, BoVW features are extracted
from face regions and are used as an additional feature rep-
resentation. Furthermore, a new post-processing scheme is
introduced, that leads to a rescoring of shots based on con-
cept relations. The experiments showed that the use of addi-
tional object-based features significantly improved the con-
cept detection performance. Further improvements are at-
tained using region-based BoVW features and relation-based
rescoring. Altogether, our best run achieved a mean inferred
average precision of 12.3% and we submitted the best results
for the concepts “overlaid text” and “two persons”.

1. INTRODUCTION
The results of our participation in the semantic indexing
task (also known as high-level feature extraction task) are
presented in this section in form of the requested structured
abstract. In the following sections, we present our system
for semantic indexing along with the experimental results.
In Section 2, the the different feature types of the semantic
indexing system are described. The multiple kernel learning
(MKL) framework and the relation-based rescoring scheme
are explained in Section 3 and 4, respectively. The exper-
imental results are discussed in Section 5, while Section 6
concludes the paper.

“What approach or combination of approaches did
you test in each of your submitted runs?”
Considering the complete list of 346 concepts the following
four runs of category “A” were submitted:

• F A Marburg1 4: Baseline (BoVW with densely sam-
pled RGB-SIFT features and spatial pyramids)

• F A Marburg2 3: Baseline plus object-based features
using MKL

• F A Marburg3 2: Marburg2 plus BoVW features of
face regions

• F A Marburg4 1: Marburg3 plus relation-based rescor-
ing

“What, if any significant differences (in terms of
what measures) did you find among the runs?” and
“Based on the results, can you estimate the relative
contribution of each component of your system/ap-
proach to its effectiveness?”
The supplementation of state-of-the-art BoVW features with
object-based features is investigated. The different feature
representations are combined using MKL. The runs using
additional object-based features significantly improved the
overall performance of the baseline system. The relative per-
formance improvement of Marburg2 compared to the base-
line system amounts to 9.1%. Besides confidence scores of
object detectors, we used an additional BoVW-based fea-
ture representation for face regions. Most face-related con-
cepts, like “old people” or “speaking to camera”, could be
slightly improved by adding these features. Furthermore,
a post-processing framework that rescores shots based on
concept relations is introduced. The relative performance
improvement of the relation-based rescoring framework ob-
tained 3.7% compared to the reference system. Overall, the
last run (Marburg4) achieved our best result with 12.3%
mean inferred average precision compared to 10.7% of the
baseline system, which is a relativ performance improvement
of 14.8%.

“Overall, what did you learn about runs/approaches
and the research question(s) that motivated them?”
The experiments revealed the usefulness of object-based fea-
tures. The additional use of object-detection results as addi-
tional mid-level features yielded significant performance im-
provements. Many concepts clearly profited from the addi-
tional object-based features, such as “anchor person”, “car”,
“quadruped”, “streets”, “speaking to camera”, “table”, “traf-
fic” or “two people”. Further improvements of the overall
performance were obtained by adding BoVW-based features
for face regions and by applying relation-based rescoring. In
particular, the concepts “news” and “studio with anchorper-
son” took advantage of the relation-based rescoring frame-
work. In comparison to other teams we achieved the best
results for the concepts “overlaid text” with 14.2% inferred
average precision and “two people” with 6.7%.



2. CONCEPT DETECTION SYSTEM
Since state-of-the-art semantic concept detection systems
mainly rely on the BoVW approach, our current baseline
system employs this feature representation. Based on the
success of object-based features in our last years’ systems
[8][9][10], we incorporated again the results of specialized
object detectors trained on separate public data sets. In ad-
dition, BoVW features are extracted from face regions, since
a large set of concept classes is related to the object class
“face” or “person”, respectively. As an appropriate fusion
scheme, MKL is used to combine different feature repre-
sentations. Furthermore, we introduced a post-processing
framework to integrate concept relations. While the ex-
tracted BoVW features are introduced in Section 2.1, the
object-based features, including additional BoVW features
from detected face regions, are presented in Section 2.2. The
MKL framework is described in Section 3 followed by the
relation-based rescoring scheme in Section 4.

2.1 Bag-of-Visual-Words
A dense sampling strategy is performed to extract SIFT
[7] descriptors, because the sparse representation using key-
point detectors like Harris-Laplace or DoG is often insuffi-
cient to describe natural images. To extract dense sampled
SIFT features, the Vision Lab Features Library (VLFEAT)
[14] is used. It provides a fast algorithm for the calculation
of a large number of SIFT descriptors of densely sampled
features of the same scale and orientation. The SIFT de-
scriptor geometry is specified by the number and size of the
spatial bins and the number of orientation bins. A sampling
step size of 5 pixels, 8 orientation bins, and 4x4 spatial bins
with a spatial bin size of 5 pixels were used. Thus, the re-
sulting keypoint descriptors form a 128-dimensional feature
vector. Similar to the representation of documents in the
field of text retrieval, an image is represented by a bag of vi-
sual words. Therefore a visual vocabulary is needed, which
is generated from a set of training images. The extracted
keypoint descriptors are clustered in their feature space us-
ing K-means and the cluster centers are interpreted as visual
words. Due to the huge amount of keypoints per image we
only used 10 positively labeled training shots or keyframes,
respectively, per concept to construct a 2000-dimensional
vocabulary. Based on this vocabulary, histograms are gen-
erated per shot by mapping the extracted SIFT descriptors
to the visual words. Instead of just considering the nearest
neighbor, a soft-weighting scheme similar to the one of Jiang
et al. [4] is used to reduce the quantization loss.

Color Information
Color information is integrated using RGB-SIFT descrip-
tors. The SIFT descriptors are computed independently for
the three channels of the RGB color model. Thus, the final
keypoint descriptor is the concatenation of the individual
descriptors, resulting in a 3x128-dimensional feature vector.
Due to the normalization during the SIFT feature extrac-
tion, the RGB-SIFT descriptor is equal to the transformed
color SIFT descriptor, and is therefore invariant against light
intensity and color changes or shifts, respectively [13].

Spatial Information
Since all geometric information gets lost during histogram
generation, a spatial pyramid representation is additionally
used. Histograms of visual words are calculated for the

whole image as well as for a spatial image partitioning of
2x2 regions, resulting in a concatenated feature vector of
10000 dimensions.

2.2 Object-based Features
State-of-the-art object detectors [3][15] are utilized to find
object appearances for the following 21 object classes: “face”,
“aeroplane”, “bicycle”, “bird”, “boat”, “bottle”, “bus”, “car”,
“cat”, “chair”, “cow”, “dining table”, “dog”, “horse”, “motor-
bike”, “person”, “potted plant”, “sheep”, “sofa”, “train”, “tv-
monitor”. The object detectors, trained on separate pub-
lic data sets, are applied to the keyframe images and shot-
based confidence scores as well as further derived features are
computed. Frontal faces are detected using the Adaboost-
based approach provided by the OpenCV library [2], which
is an implementation of the approach suggested by Viola
and Jones [15] with Lienhart’s extensions [6]. Since this ap-
proach usually reports many detections for a face of slightly
different sizes and positions, an average rectangle is com-
puted based on the reported detections, and the number
of detections is used as a confidence score. For each shot,
the number of faces, the average and maximum confidence
score, as well as the average and the maximum size of the de-
tected bounding boxes are used as features. The remaining
object classes are detected using an approach based on de-
formable part models [3]. Each object model consists of six
components, which intuitively corresponds to the different
views of an object. Per shot the maximum component-based
detection scores for each object class are used as mid-level
features, resulting in 120 feature values. Together with the
face detection results, we obtain a 125 dimensional feature
vector.

Furthermore, histograms of visual words are extracted from
detected face regions. The face class is chosen exemplarily
due to the very good face detection results and the large
number of face-related concepts. Therefore, an additional
face-related codebook of 1000 visual words is constructed.
For the codebook as well as for the histogram generation,
the face regions are scaled to 50x50 pixels and dense sampled
RGB-SIFT descriptors are extracted with a sampling step
size of 2 pixels, 8 orientation bins, and a spatial bin size of 4.
The integration of color and the soft weighting scheme are
employed as described in Section 2.1. If several face regions
are detected in an image, they are summarized in a single
histogram.

3. MULTIPLE KERNEL LEARNING
Object-based features and BoVW features are combined us-
ing MKL. This fusion strategy tries to find an optimal kernel
weighting

kcombined = α · kbovw + β · kobj with α ≥ 0, β ≥ 0 (1)

where the kernel functions kbovw and kobj take into account
both feature modalities. For all feature representations the
χ2-kernel is used to measure the similarity between two data
instances. It is based on the corresponding histogram dis-
tance:

kχ2(x, y) = e−γχ
2(x,y) (2)

with

χ2(x, y) =
∑
i

(xi − yi)2

xi + yi
. (3)



Since the l2-norm gained the best results in our last year’s
system this norm is exclusively used to control the sparsity
of the kernel weights in the MKL framework. Throughout
our experiments, we use the MKL framework provided by
the Shogun library [12] in combination with the SVM im-
plementation of Joachims [5], called SVM light.

4. RELATION-BASED
RESCORING

In a post-processing step, concept relations are exploited in
order to improve the concept detection results. Two types of
relations between the semantic concepts are provided by the
organizers of the semantic indexing task: implications and
exclusions. The relation“A⇒ B”for example is valid, if con-
cept A is a subclass or specification, respectively, of concept
B. This relation is also true if concept B is a part of con-
cept A. Besides implications, two concepts can exclude each
other such as “Indoor” and “Outdoor”. The given set of con-
cept relations contains 427 implications and 559 exclusions.
The relations are implemented in a simple post-processing
framework by adding and subtracting scores from the indi-
vidual concept detection results. The two types of relations
are processed as follows:

A implies B

The relation “A⇒ B” is realized by taking the positive shots
of concept A into account and increasing the corresponding
scores of concept B by this value (see lines 1-7 of Listing 1).
Additionally the logically implicated relation “¬B ⇒ ¬A”
is considered and the confidence scores of concept A are
reduced for shots with a negative score for concept B (see
lines 1-7 of Listing 1). But this relation is only applied if the
detector of concept B predicted at least one positive shot on
the test set (see line 9 of Listing 1). Otherwise, we do not
trust the corresponding results of concept B.

Listing 1: A implies B.
1 f o r each shot in shots

do
3 i f (scoreA(shot) > 0)

then
5 scoreB(shot) + = scoreA(shot)

f i
7 done

9 i f ( max
shot ∈ shots

(scoreB(shot)) > 0)

then
11 f o r each shot in shots

do
13 i f (scoreB(shot) < 0)

then
15 scoreA(shot) + = scoreB(shot)

f i
17 done

f i

A excludes B

Exclusions are bidirectional, which means that “A excludes
B” as well as “B excludes A” is valid. For both directions
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Figure 1: Performance evaluation of the four sub-
mitted runs in terms of mean inferred average pre-
cision.

a simple kind of confidence prediction as already described
in the previous section is performed (see lines 1 and 9 of
Listing 2) in order to decide whether the relation is useful.
The relation “A excludes B” is realized by subtracting the
confidence scores of concept A from the corresponding scores
of concept B and vice versa (see Listing 2).

Listing 2: A excludes B.
i f ( max

shot ∈ shots
(scoreA(shot)) > 0)

2 then
fo r each shot in shots

4 do
scoreB(shot) − = scoreA(shot)

6 done
f i

8

i f ( max
shot ∈ shots

(scoreB(shot)) > 0)

10 then
fo r each shot in shots

12 do
scoreA(shot) − = scoreB(shot)

14 done
f i

5. EXPERIMENTAL RESULTS
In this section the experimental results of the four submitted
runs are presented. These runs are “full” submissions and
belong to the category “A”. 50 out of the 346 semantic con-
cepts were evaluated by the TRECVID team [11] based on
the inferred average precision measure suggested by Aslam
et al. [1]. Additionally, the official partial randomization
test [11] is used to determine whether a system is signifi-
cantly better than the reference system. Figure 1 shows the
results of the four submitted runs in terms of mean inferred
average precision. The BoVW approach in combination
with spatial pyramids served as a baseline system for our
experiments (Marburg1). In the second experiment (Mar-
burg2), the BoVW features are combined with object-based
features using MKL. This approach considering additional
object-based features was significantly better than the base-



line system at a significance level of 0.01. Many concepts
clearly profited from the additional object-based features,
for example, “anchor person”, “car”, “quadruped”, “streets”,
“speaking to camera”, “table”, “traffic” or “two people”. In
a further experiment the feature representations are supple-
mented by histograms of visual words from detected face
regions. These region-based BoVW features are again com-
bined with the previous representations using MKL. This
run (Marburg3) achieved only slight performance improve-
ments compared to Marburg2. Most face-related concepts
could be slightly improved like “old people” or “speaking to
camera”. In the last run (Marburg4), concept relations are
exploited in a post-processing step to improve the detection
results. Compared to the reference system (Marburg3), a
relative performance improvement of 3.8% is achieved. In
particular, the concepts “news” and “studio with anchorper-
son” took advantage of the relation-based rescoring. Using
all extensions, the last run achieved our best overall perfor-
mance for the semantic indexing task improving our baseline
system from 10.7% to 12.3% mean inferred average precision.

6. CONCLUSIONS
In this paper, we presented our experiments for the semantic
indexing task. Based on the success of object-based features
in our last year’s system, object detection results are again
incorporated as additional mid-level features. Due to the
large number of face-related concepts, region-based BoVW
features are additionally extracted from face regions. The
different feature representations are combined using MKL.
The experiments revealed that the approaches employing
additional object-based features significantly improved the
overall performance of the baseline system. The region-
based BoVW features could also achieve slight performance
improvements. Furthermore, concept relations are exploited
in a post-processing step to improve the detection results.
The relation-based rescoring framework further improved
the results and yielded our best overall performance with
a mean inferred average precision of 12.3%. In comparison
to other teams, we achieved the best results for the con-
cepts “overlaid text” with 14.2% inferred average precision
and “two people” with 6.7%. Overall, we were among the
five best teams for the concepts “car”, “female human face”,
“overlaid text”, “two people” and “text”.
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