
8 Vector space

8.1 Introduction

Our study of vectors in Rn has been based on the two basic vector operations,
namely, vector addition and scalar multiplication. For instance, the notion of a
linear combination of vectors,

α1x1 + α2x+ · · ·+ αsxs,

uses these two operations. And so do all of the definitions involving linear
combinations, such as span, linear independence, basis, and coordinate vector.
Even the idea of a linear function L : Rn → Rm is based on these two operations:

L(x+ y) = L(x) + L(y), L(αx) = αL(x).

There are sets besides Rn that also have naturally defined addition and scalar
multiplication. For example, the set M2×3 of 2× 3 matrices:

[

1 −3 4
−2 0 6

]

+

[

5 1 −2
7 −1 −3

]

=

[

6 −2 2
5 −1 3

]

,

2

[

−3 1 2
−1 4 0

]

=

[

−6 2 4
−2 8 0

]

.

Both Rn and M2×3 are “vector spaces.” A vector space is a set having an
addition and a scalar multiplication that satisfy some properties. In this section,
we study vector spaces in general. This allows for efficiency in that we can apply
anything we learn about a general vector space to any particular vector space
that we encounter.

1
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8.2 Definition

Vector space.

A vector space is a set V (the elements of which are called
vectors) with an addition and a scalar multiplication satisfying
the following properties for all u,v,w ∈ V and α, β ∈ R:

(V1) v +w = w + v,

(V2) (u+ v) +w = u+ (v +w),

(V3) there exists a vector 0 in V such that v + 0 = v,

(V4) for each vector v in V , there exists a vector −v in V such
that v + (−v) = 0,

(V5) α(v +w) = αv + αw,

(V6) (α+ β)v = αv + βv,

(V7) (αβ)v = α(βv),

(V8) 1v = v.

Although property (V3) allows for the possibility of more than one vector in V
satisfying the stated property for 0, it can be shown using the other properties
that there can be only one such vector (see Section 8.8); it is called the zero

vector. Similarly, for any vector v in V , there is only one vector −v satisfying
the stated property in (V4); it is called the inverse of v.

8.3 Example: Euclidean space

The set V = Rn is a vector space with usual vector addition and scalar multi-
plication. To verify this, one needs to check that all of the properties (V1)–(V8)
are satisfied. Here, we check only a few of the properties (and in the special
case n = 2) to give the reader an idea of how the verifications are done.

8.3.1 Example Show that R2 satisfies properties (V1), (V3), (V4), and
(V5).

Solution
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(V1) If x,y ∈ R2, then

x+ y =

[

x1

x2

]

+

[

y1
y2

]

=

[

x1 + y1
x2 + y2

]

=

[

y1 + x1

y2 + x2

]

=

[

y1
y2

]

+

[

x1

x2

]

= y + x.

(V3) The vector 0 = [0, 0]T satisfies the property since, for each x ∈ R2,

x+ 0 =

[

x1

x2

]

+

[

0
0

]

=

[

x1 + 0
x2 + 0

]

=

[

x1

x2

]

= x.

(V4) If x ∈ R2, then the vector −x = [−x1,−x2]
T satisfies the property since

x+ (−x) =

[

x1

x2

]

+

[

−x1

−x2

]

=

[

x1 + (−x1)
x2 + (−x2)

]

=

[

0
0

]

= 0.

(V5) If x,y ∈ R2 and α ∈ R, then

α(x+ y) = α

([

x1

x2

]

+

[

y1
y2

])

= α

[

x1 + y1
x2 + y2

]

=

[

α(x1 + y1)
α(x2 + y2)

]

=

[

αx1 + αy1
αx2 + αy2

]

=

[

αx1

αx2

]

+

[

αy1
αy2

]

= α

[

x1

x2

]

+ α

[

y1
y2

]

= αx+ αy.

The vectors in the properties (V1)–(V8) are written using letters like v and
w. Particular vector spaces usually already have a common notation for their
vectors. For instance, Rn uses letters like x and y for its vectors. We use the
common notation when we work with the particular vector space.

8.4 Example: Matrix space

The set V = Mm×n of m × n matrices is a vector space with usual matrix
addition and scalar multiplication. The m × n matrix with 0 in every entry
satisfies (V3); it is called the zero matrix and it is denoted 0.

If A is a general matrix, we write aij for the entry in its ith row and jth column.
For instance, if A is a 2× 3 matrix, then

A =

[

a11 a12 a13
a21 a22 a23

]

.

8.4.1 Example Show that M2×3 satisfies property (V7).
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Solution For A ∈ M2×3 and α, β ∈ R, we have

(αβ)A = (αβ)

[

a11 a12 a13
a21 a22 a23

]

=

[

(αβ)a11 (αβ)a12 (αβ)a13
(αβ)a21 (αβ)a22 (αβ)a23

]

=

[

α(βa11) α(βa12) α(βa13)
α(βa21) α(βa22) α(βa23)

]

= α

[

βa11 βa12 βa13
βa21 βa22 βa23

]

= α

(

β

[

a11 a12 a13
a21 a22 a23

])

= α(βA).

As vector spaces, M2×3 and R6 are essentially the same. The only difference
is in the way the six entries are displayed (three columns with two entries each
versus one column with six entries). More generally, Mm×n is essentially the
same as Rmn.

8.5 Example: Polynomial space

We denote by Pn the set of all polynomials of degree less than n (the “degree” of
a polynomial is the highest power of x that appears). For instance, P3 contains
the polynomials

4x2 + 5x− 3, x− 7, 5,

and generally any expression of the form p = ax2 + bx+ c with a, b, and c real
numbers (possibly zero). The set Pn has a naturally defined addition and scalar
multiplication. For instance, in P3 we have

(4x2+5x−3)+(3x2−6x+9) = 7x2−x+6 and 2(4x2+5x−3) = 8x2+10x−6.

With this addition and scalar multiplication the set V = Pn is a vector space.
The role of the zero vector 0 is played by the zero polynomial 0. The inverse
of a polynomial is obtained by distributing the negative sign. For instance,

−(4x2 + 5x− 3) = −4x2 − 5x+ 3.

In order to check that Pn satisfies the vector space properties, we need to know
what it means to say that two polynomials are equal. We will say that two
polynomials are equal if and only if their corresponding coefficients are equal.
For instance,

ax2 + bx+ c = a′x2 + b′x+ c′

if and only if a = a′, b = b′, and c = c′.

8.5.1 Example Show that P3 satisfies property (V5).
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Solution Let p = ax2 + bx+ c and q = dx2 + ex+ f be polynomials in P3 and
let α ∈ R. We have

α(p+ q) = α((ax2 + bx+ c) + (dx2 + ex+ f)) = α
(

(a+ d)x2 + (b+ e)x+ (c+ f)
)

= α(a+ d)x2 + α(b + e)x+ α(c+ f) = (αa+ αd)x2 + (αb + αe)x+ (αc+ αf)

=
(

(αa)x2 + (αb)x+ (αc)
)

+
(

(αd)x2 + (αe)x + (αf)
)

= α(ax2 + bx+ c) + α(dx2 + ex+ f) = αp+ αq.

8.6 Example: Function space

We denote by FI the set of all real-valued functions on the interval I. For
instance, F[0,1] contains the functions

sinx,
√
1− x,

1

x+ 1
,

and generally any function that is defined for all x in the interval [0, 1]. (The
function 1/x is not contained in F[0,1] since it is not defined when x is 0.) We
allow the possibility I = R, so FR is the set of all functions that are defined for
every input x in R.

As usual, letters like f , g, and h, are used to refer to functions in FI . For
instance, we might say “Let f be the function in F[0,1] given by f(x) = sinx.”

If f and g are two functions in FI , their sum f + g is defined by saying what it
does to an input x:

(f + g)(x) = f(x) + g(x).

For instance, if f(x) = sinx and g(x) =
√
1− x, then

(f + g)(x) = f(x) + g(x) = sinx+
√
1− x.

If f and g are defined on I, then their sum is as well, so this defines an addition
on the set FI .

If f is a function in FI and α is a real number, we define the product αf by

(αf)(x) = αf(x).

For instance, if f(x) = sinx, then

(2f)(x) = 2f(x) = 2 sinx.

This defines a scalar multiplication on the set FI .

With this addition and scalar multiplication, the set V = FI is a vector space.
The role of the zero vector 0 is played by the zero function, denoted 0, given
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by 0(x) = 0. The inverse of a function f in FI is given by (−f)(x) = −f(x).
For instance, if f(x) = sinx, then (−f)(x) = − sinx.

Two functions f and g in FI are equal if f(x) = g(x) for all x in I. For instance,
if f and g are the functions in FR given by f(x) = sin2 x+cos2 x and g(x) = 1,
then f = g since

f(x) = sin2 x+ cos2 x = 1 = g(x)

for all x in R (due to a trigonometric identity).

8.6.1 Example Show that FI satisfies property (V6).

Solution Let f ∈ FI and α, β ∈ R. We need to show that (α+β)f = αf +βf .
Each side represents a function, so we need to show that

[

(α + β)f
]

(x) =
[

αf + βf
]

(x) for all x ∈ I. For all x ∈ I, we have

[

(α+ β)f
]

(x) = (α+ β)f(x) = αf(x) + βf(x) = (αf)(x) + (βf)(x) =
[

αf + βf
]

(x).

Therefore, (α+ β)f = αf + βf .

8.7 Nonexample

To check that a set with an addition and scalar multiplication is a vector space
one has to verify that all of the properties (V1)–(V8) are satisfied.

On the other hand, to show that a set with an addition and scalar multiplication
is not a vector space it is only necessary to exhibit a single explicit counterex-
ample to one of the properties.

8.7.1 Example Let V be the set of ordered pairs (x, y) of real numbers.
Define addition to be usual addition, but define scalar multiplication by the rule
α(x, y) = (xα, yα). Show that V is not a vector space.

Solution Let v = (1, 1), w = (1, 1), and α = 3. Then

α(v +w) = 3
(

(1, 1) + (1, 1)
)

= 3(2, 2) = (23, 23) = (8, 8),

while

αv + αw = 3(1, 1) + 3(1, 1) = (13, 13) + (13, 13) = (1, 1) + (1, 1) = (2, 2).

Therefore, α(v +w) 6= αv + αw and property (V5) fails.

8.8 Elementary theorems

The eight properties in the definition of a vector space are called the vector
space axioms. These axioms can be used to prove other properties about vector
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spaces called theorems. Any theorem that is obtained can be used to prove
other theorems. This is the way that the study of vector spaces proceeds.

In this section, we provide a couple of elementary theorems. They show that fa-
miliar properties of addition and scalar multiplication in Rn hold in an arbitrary
vector space.

Theorem. Let V be a vector space.

(i) There is only one vector 0 in V such that v + 0 = v for

all v in V .

(ii) For each v in V , there is only one vector −v such that

v + (−v) = 0.

Proof. (i) Suppose that 0′ also satisfies v + 0′ = v for all v in V . Then

0′ = 0′ + 0 (V3)

= 0+ 0′ (V1)

= 0 assumption about 0′

(ii) Let v ∈ V and suppose that v′ ∈ V also satisfies v + (v′) = 0. Then

v′ = v′ + 0 (V3)

= v′ + (v + (−v)) (V4)

= (v′ + v) + (−v) (V2)

= 0+ (−v) (V1) and assumption about v′

= −v (V1) and (V3)

Theorem. Let V be a vector space and let u,v,w ∈ V .

(i) If v + u = w + u, then v = w.

(ii) 0v = 0.

(iii) If v + u = 0, then u = −v.

(iv) (−1)v = −v.
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Proof. (i) Assume that v + u = w+ u. Then

v + u = w + u

(v + u) + (−u) = (w + u) + (−u) (Add −u to both sides)

v +
(

u+ (−u)
)

= w +
(

u+ (−u)
)

(V2)

v + 0 = w + 0 (V4)

v = w (V3)

(ii) We have

(0 + 0)v = 0v 0 + 0 = 0

0v + 0v = 0+ 0v (V6),(V3),(V1)

0v = 0 part (i)

(iii) Assume that v + u = 0. By part (ii) of the previous theorem, −v is the
only vector in V such that v + (−v) = 0. Therefore, u = −v.

(iv) We have

v + (−1)v = 1v + (−1)v (V8)

= (1 + (−1))v (V6)

= 0v 1 + (−1) = 0

= 0 part (ii)

Therefore, by part (iii), we have (−1)v = −v.

8.9 Linear function

The main example of a vector space is Rn. Working with Rn we have intro-
duced the notions of linear combination, linear function, subspace, span, linear
independence, basis, coordinate vector, and dimension. These notions involve
only addition and scalar multiplication, so they make sense for a general vec-
tor space as well (in the definitions we need only replace Rn with V ). For
instance, a linear combination of vectors v1,v2, . . . ,vs in a vector space V is
an expression of the form

α1v1 + α2v2 + · · ·+ αsvs.

This is the same as the definition for Rn.

In this section and the next few, we provide the definitions and some theorems in
the general setting and give some examples using the vector spaces Rn, Mm×n,
Pn, and FI .
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Linear function.

Let V and V ′ be vector spaces. A function L : V → V ′ is linear
if

(i) L(v +w) = L(v) + L(w),

(ii) L(αv) = αL(v),

for all v,w ∈ V , α ∈ R.

8.9.1 Example Show that the function L : R2 → P2 given by

L(x) = x1x+ x2

is linear.

Solution We check the two properties:

(i) For all x,y ∈ R2, we have

L(x+ y) = L

([

x1 + y1
x2 + y2

])

= (x1 + y1)x+ (x2 + y2) = (x1x+ x2) + (y1x+ y2)

= L(x) + L(y).

(ii) For all x ∈ R2 and α ∈ R, we have

L(αx) = L

([

αx1

αx2

])

= (αx1)x + (αx2) = α(x1x+ x2) = αL(x).

8.9.2 Example Show that the function L : M2×2 → R given by

L

([

a b
c d

])

= a+ d

is linear. (Here, R is viewed as the vector space R1 with [x] written as just x.)

Solution We check the two properties:
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(i) For all A,B ∈ M2×2, we have

L(A+B) = L

([

a11 a12
a21 a22

]

+

[

b11 b12
b21 b22

])

= L

([

a11 + b11 a12 + b22
a21 + b21 a22 + b22

])

= (a11 + b11) + (a22 + b22) = (a11 + a22) + (b11 + b22)

= L

([

a11 a12
a21 a22

])

+ L

([

b11 b12
b21 b22

])

= L(A) + L(B).

(ii) For all A ∈ M2×2 and α ∈ R, we have

L(αA) = L

(

α

[

a11 a12
a21 a22

])

= L

([

αa11 αa12
αa21 αa22

])

= αa11 + αa22 = α(a11 + a22) = αL

([

a11 a12
a21 a22

])

= αL(A).

The next example shows that differentiation can be construed as a linear func-
tion.

8.9.3 Example Let DR denote the set of differentiable functions on R

(this is a vector space using function addition and scalar multiplication). Define

L : DR → FR by L(f)(x) =
d

dx
[f(x)]. Show that L is linear.

Solution We check the two properties:

(i) For f, g ∈ DR, we have

L(f + g)(x) =
d

dx
[(f + g)(x)] =

d

dx
[f(x) + g(x)] =

d

dx
[f(x)] +

d

dx
[g(x)]

= L(f)(x) + L(g)(x) = [L(f) + L(g)](x)

for every x ∈ R, where we have used the derivative sum rule for the third
equality. Therefore, L(f + g) = L(f) + L(g).

(ii) For f ∈ DR and α ∈ R, we have

L(αf)(x) =
d

dx
[(αf)(x)] =

d

dx
[αf(x)] = α

d

dx
[f(x)] = αL(f)(x) = [αL(f)](x)

for every x ∈ R, where we have used the derivative constant multiple rule
for the third equality. Therefore, L(αf) = αL(f).
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Therefore, L is linear.

Integration can also be construed as a linear function (see Exercise 8–10).

8.10 Subspace

Subspace.

Let V be a vector space. A subset S of V is called a subspace

if the following hold:

(i) 0 ∈ S,

(ii) u,v ∈ S implies u+ v ∈ S,

(iii) v ∈ S, α ∈ R implies αv ∈ S.

8.10.1 Example Let S be the subset of M2×2 consisting of all matrices of
the form

[

a b
c −a

]

.

Show that S is a subspace of M2×2.

Solution We check the three properties of subspace:

(i) We have

0 =

[

0 0
0 0

]

=

[

0 0
0 −0

]

∈ S

(the (2, 2)-entry is the negative of the (1, 1)-entry).

(ii) Let A,B ∈ S. (Must show that A + B ∈ S.) Since A and B are in S,
they can be written

A =

[

a b
c −a

]

, B =

[

d e
f −d

]

.

Therefore,

A+B =

[

a b
c −a

]

+

[

d e
f −d

]

=

[

a+ d b+ e
c+ f −a− d

]

=

[

a+ d b+ e
c+ f −(a+ d)

]

∈ S

(the (2, 2)-entry is the negative of the (1, 1)-entry).
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(iii) Let A ∈ S and α ∈ R. (Must show that αA ∈ S.) Since A is in S, it can
be written as in part (ii), so that

αA = α

[

a b
c −a

]

=

[

αa αb
αc −αa

]

∈ S

Therefore, S is a subspace of M2×2.

8.10.2 Example Let S be the subset of FR consisting of all functions f
for which f(1) = 0. Show that S is a subspace of FR.

Solution We check the three properties of subspace:

(i) The role of the zero vector 0 is played by the zero function 0 given by
0(x) = 0. We have 0(1) = 0, so 0 ∈ S.

(ii) Let f, g ∈ S. (Must show that f + g ∈ S.) We have

(f + g)(1) = f(1) + g(1) definition of f + g

= 0 + 0 f, g ∈ S

= 0,

so f + g ∈ S.

(iii) Let f ∈ S and α ∈ R. (Must show that αf ∈ S.) We have

(αf)(1) = αf(1) definition of αf

= α0 f ∈ S

= 0,

so αf ∈ S.

Therefore, S is a subspace of FR.

Let S be a subspace of a vector space V . By the closure properties of subspace,
S has an addition and a scalar multiplication. In fact, with these operations, S
is a vector space in its own right.

Theorem. If S is a subspace of a vector space V , then S is a vector space using

the same addition and scalar multiplication as that in V .

Proof. The vector space axioms (V1)–(V8) need to be checked. By the definition
of subspace, S contains the zero vector 0 of V , which acts as a zero vector for S,
so (V3) is satisfied. If v is a vector in S, then −v = (−1)v is in S as well (using
the second theorem of Section 8.8 and closure of S under scalar multiplication),
and −v acts as an inverse for v in S, so (V4) is satisfied. The other axioms
hold for every u,v,w in V , so they automatically hold for every u,v,w in S.
Therefore, S is a vector space.
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This theorem applies in particular to the case V = R3 to show that every line
through the origin is a vector space and every plane through the origin is a
vector space.

Let L : V → V ′ be a linear function. The kernel of L and the image of L are
defined just as before:

kerL = {v ∈ V |L(v) = 0},

imL = {L(v) |v ∈ V }.
Also as before, kerL is a subspace of V and imL is a subspace of V ′.

8.10.3 Example The function L : M2×2 → R given by

L

([

a b
c d

])

= a+ d

is linear (see Example 8.9.2).

(a) Find kerL.

(b) Find imL.

Solution

(a) A matrix A =

[

a b
c d

]

is in kerL if and only if L(A) = 0, that is a+d = 0,

which is the same as d = −a. Therefore,

kerL = {
[

a b
c −a

]

| a, b, c ∈ R}.

(In Example 8.10.1, we saw that this last set is a subspace of M2×2, so
this example illustrates the fact that kerL is always a subspace.)

(b) From the definition of L, we see that imL ⊆ R. We claim that in fact
imL = R. We need to show that R ⊆ imL, that is, we need to show that
every element of R is an output. If x ∈ R, then

x = x− 0 = L

([

x 0
0 0

])

∈ imL,

so R ⊆ imL. Therefore, imL = R.
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8.11 Basis

Span.

Let {v1,v2, . . . ,vs} be a set of vectors in a vector space V . The
span of {v1,v2, . . . ,vs} (denoted Span{v1,v2, . . . ,vs}) is the
set of all linear combinations of the vectors v1,v2, . . . ,vs. In
symbols,

Span{v1,v2, . . . ,vs} = {α1v1 + α2v2 + · · ·+ αsvs |αi ∈ R}.

The span of a set of vectors in V is a subspace of V (cf. Section 4.4).

8.11.1 Example In the vector space P3, determine whether −5x+ 3 is in

Span{x2 − 2x+ 3, x+ 4, −2x2 + 1}.

Solution We are wondering whether there are scalars α1, α2, and α3 such that

−5x+ 3 = α1(x
2 − 2x+ 3) + α2(x + 4) + α3(−2x2 + 1)

= (α1 − 2α3)x
2 + (−2α1 + α2)x+ (3α1 + 4α2 + α3)

Since two polynomials are equal if and only if their corresponding coefficients
are equal, we get a system of equations with augmented matrix





1 0 −2 0
−2 1 0 −5
3 4 1 3





2 −3
∼





1 0 −2 0
0 1 −4 −5
0 4 7 3



−4

∼





1 0 −2 0
0 1 −4 −5
0 0 23 23





A solution α1, α2, and α3 exists, so −5x+ 3 is in the span of the given polyno-
mials.

https://web.auburn.edu/holmerr/2660/Textbook/spanandsubspace-print.pdf#subsection.4.4
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Linear dependence/independence.

We say that vectors v1,v2, . . . ,vs in a vector space V are lin-

early dependent if there are scalars α1, α2, . . . , αs not all zero

such that
α1v1 + α2v2 + · · ·+ αsvs = 0.

We say that the vectors are linearly independent if they are
not linearly dependent, that is, if

α1v1 + α2v2 + · · ·+ αsvs = 0 implies αi = 0 for all i.

8.11.2 Example Let f(x) = sinx, g(x) = cosx, and h(x) = sin 2x. De-
termine whether the functions f, g and h are linearly independent in the vector
space FR.

Solution Suppose we have

α1f + α2g + α3h = 0. (*)

(Must show that α1, α2, α3 = 0.) Each side of this equation is a function, so
according to the definition of equality of functions, we have for all x ∈ R

[α1f + α2g + α3h](x) = 0(x)

(α1f)(x) + (α2g)(x) + (α3h)(x) = 0

α1f(x) + α2g(x) + α3h(x) = 0.

where we have used the definitions of function addition and scalar multiplication.
Therefore,

α1 sinx+ α2 cosx+ α3 sin 2x = 0 (**)

for all x ∈ R. (For future reference, note that the equation involving function
names (*) gives rise to an equation involving the output expressions (**), which
holds for all x.) Since the above equation holds for all x ∈ R, it holds in
particular for x = 0:

α1 sin 0 + α2 cos 0 + α3 sin 2(0) = 0

α1(0) + α2(1) + α3(0) = 0.

Therefore, α2 = 0 and the middle term goes away leaving α1 sinx+α3 sin 2x = 0.
Next, setting x = π/2 gives

α1 sin(
π

2
) + α3 sin 2(

π

2
) = 0

α1(1) + α3(0) = 0,
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so that α1 = 0, leaving α3 sin 2x = 0. Finally, setting x = π/4 gives

α3 sin 2(
π

4
) = 0

α3(1) = 0,

so that α3 = 0.

We have shown that α1, α2, α3 = 0. Therefore, the functions are linearly inde-
pendent.

Basis.

Let b1,b2, . . . ,bs be vectors in a vector space V . The set
{b1,b2, . . . ,bs} is a basis for V if

(i) Span{b1,b2, . . . ,bs} = V .

(ii) b1,b2, . . . ,b2 are linearly independent.

8.11.3 Example Show that {e11, e12, e21, e22} is a basis for M2×2, where

e11 =

[

1 0
0 0

]

, e12 =

[

0 1
0 0

]

, e21 =

[

0 0
1 0

]

, e22 =

[

0 0
0 1

]

.

Solution We check the two properties of basis:

(i) (Span{e11, e12, e21, e22} = M2×2?) Since every linear combination of 2×2
matrices is a 2× 2 matrix, the first set is contained in the second set. For
the other inclusion, we note that if A ∈ M2×2, then

A =

[

a11 a12
a21 a22

]

= a11

[

1 0
0 0

]

+ a12

[

0 1
0 0

]

+ a21

[

0 0
1 0

]

+ a22

[

0 0
0 1

]

= a11e11 + a12e12 + a21e21 + a22e22 ∈ Span{e11, e12, e21, e22}.
Therefore, Span{e11, e12, e21, e22} = M2×2.

(ii) (e11, e12, e21, e22 linearly independent?) Suppose we have

α1e11 + α2e12 + α3e21 + α4e22 = 0.

Then

α1

[

1 0
0 0

]

+ α2

[

0 1
0 0

]

+ α3

[

0 0
1 0

]

+ α4

[

0 0
0 1

]

=

[

0 0
0 0

]

[

α1 α2

α3 α4

]

=

[

0 0
0 0

]

.
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Since matrices are equal only if their corresponding entries are equal, we
conclude that α1, α2, α3, α4 = 0, so that the matrices are linearly inde-
pendent.

Therefore {e11, e12, e21, e22} is a basis for M2×2.

More generally, if eij denotes the matrix with 1 in the ith row and jth column
and zeros elsewhere, then

{eij | 1 ≤ i ≤ m, 1 ≤ j ≤ n}

is a basis forMm×n. It is called the standard basis for Mm×n. (This coincides
with the standard basis forRmn if we form a single column matrix from anm×n
matrix by writing the columns one after the other.)

8.11.4 Example Show that {x2, x, 1} is a basis for P3.

Solution We check the two properties of basis:

(i) (Span{x2, x, 1} = P3?) The span of x2, x, and 1 consists of all linear
combinations of these three polynomials, so all polynomials of the form
α1x

2 + α2x+ α31. Therefore,

Span{x2, x, 1} = {α1x
2 + α2x+ α31 |α1, α2, α3 ∈ R} = P3.

(ii) (x2, x, 1 linearly independent?) Suppose we have α1x
2 + α2x + α11 = 0.

Then
α1x

2 + α2x+ α11 = 0x2 + 0x+ 0 · 1,
and, since two polynomials are equal only if their corresponding coeffi-
cients are equal, we conclude that α1, α2, α3 = 0, so that the polynomials
are linearly independent.

Therefore, {x2, x, 1} is a basis for P3.

More generally, {xn−1, xn−2, . . . , x, 1} is a basis for Pn. It is called the stan-

dard basis for Pn.

8.11.5 Example Show that {2, cos2 x} is a basis for the subspace S =
Span{1, cos 2x} of FR. (Hint: cos2 x = 1

2 (1 + cos 2x).)

Solution We have introduced a new notation. For instance, the expression
cos2 x is to be interpreted as the unnamed function x 7→ cos2 x, that is, the
function that sends the input x to the output cos2 x. This keeps us from having
to name the function by writing something like “Let f be the function given by
f(x) = cos2 x.”
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We check the two properties of basis:

(i) (Span{2, cos2 x} = S?) First,

2 = 2 · 1 + 0 cos 2x and cos2 x = 1
2 · 1 + 1

2 cos 2x

for all x ∈ R (where we have used the hint). Therefore 2 and cos2 x are
in Span{1, cos 2x} = S. Now S is a subspace of FR (since it is a span of
vectors), so every linear combination of 2 and cos2 x is also in S, that is,
Span{2, cos2 x} ⊆ S.

For the other inclusion, we first note that

1 = 1
2 · 2 + 0 cos2 x and cos 2x = − 1

2 · 2 + 2 cos2 x

for all x ∈ R (again using the hint), so S = Span{1, cos 2x} ⊆ Span{2, cos2 x}.
Therefore, Span{2, cos2 x} = S.

(ii) (2, cos2 x linearly independent?) Suppose that we have α1·2+α2 cos
2 x = 0

for all x ∈ R (cf. solution to Example 8.11.2). Since the equation holds
for all x ∈ R, it holds in particular for x = π/2, so

α12 + α2 cos
2 π

2
= 0

α12 + α2(0) = 0,

Therefore, α1 = 0, leaving α2 cos
2 x = 0. Letting x = 0 then shows that

α2 = 0. We have shown that α1, α2 = 0, so the functions are linearly
independent.

Therefore, {2, cos2 x} is a basis for S.

The next theorem says that a linear function can be prescribed by just saying
where it sends basis vectors.

Theorem. Let V and V ′ be vector spaces, let {b1, . . . ,bs} be

a basis for V , and let {c1, . . . , cs} be vectors in V ′. There is a

unique linear function L : V → V ′ such that

L(bi) = ci

for each i.

Proof. We prove only the special case with s = 2 since this shows all of the main
ideas. Since {b1,b2} is a basis for V , every vector in V can be written uniquely
as a linear combination of b1,b2, so we can define a function L : V → V ′ by

L(α1b1 + α2b2) = α1c1 + α2cs.
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By letting α1 = 1 and α1 = 0, we get L(b1) = c1. Similarly, L(b2) = c2, so L
satisfies the given equation.

We claim that L is linear. Let v,w ∈ V . We can write v = α1b1 + α2b2 and
w = β1b1 + β2b2. Then

L(v +w) = L
(

(α1b1 + α2b2) + (β1b1 + β2b2)
)

= L
(

(α1 + β1)b1 + (α2 + β2)b2

)

= (α1 + β1)c1 + (α2 + β2)c2

= (α1c1 + α2c2) + (β1c1 + β2c2)

= L(α1b1 + α2b2) + L(β1b1 + β2b2)

= L(v) + L(w).

Similarly, L(αv) = αL(v). Therefore, L is linear.

Finally, if L′ : V → V ′ is a linear function satisfying L′(b1) = c1 and L′(b2) =
c2, then

L′(α1b1 + α2b2) = α1L
′(b1) + α2L

′(b2)

= α1c1 + α2c2

= L(α1b1 + α2b2)

for all α1, α2 ∈ R, so L′ = L. This shows that L is unique.

8.11.6 Example The vector space P3 has standard basis {x2, x, 1}. Let
L : P3 → R2 be the unique linear function satisfying

L(x2) =

[

−1
2

]

, L(x) =

[

3
0

]

, L(1) =

[

5
1

]

.

Find L(6x2 − 2x+ 4).

Solution Using the two properties of linear function, we get

L(6x2 − 2x+ 4) = L(6x2 + (−2)x+ (4)1)

= 6L(x2) + (−2)L(x) + 4L(1)

= 6

[

−1
2

]

+ (−2)

[

3
0

]

+ 4

[

5
1

]

=

[

8
16

]

.
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8.12 Matrix of a linear function

Coordinate vector.

Let V be a vector space with ordered basis B = (b1,b2, . . . ,bn),
and let v be a vector in V . The coordinate vector of v
relative to B is

[v]B = [α1, α2, . . . , αn]
T ,

where v = α1b1 + α2b2 + · · ·+ αsbn.

8.12.1 Example Find the coordinate vector of p = 5x2 + 3x − 2 relative
to the standard ordered basis B = (x2, x, 1) of P3.

Solution Since p = 5x2 + 3x+ (−2)1, we have [p]B = [5, 3,−2]T .

8.12.2 Example Find the coordinate vector of

A =

[

7 −2
0 3

]

relative to the ordered basis B = (e11, e12, e21, e22) of M2×2. (See Example
8.11.3 and following remark for notation.)

Solution Since

A =

[

7 −2
0 3

]

= 7

[

1 0
0 0

]

+(−2)

[

0 1
0 0

]

+0

[

0 0
1 0

]

+3

[

0 0
0 1

]

= 7e11+(−2)e12+0e21+3e22,

we have [A]B = [7,−2, 0, 3]T .

8.12.3 Example Let B = (2, cos2 x), an ordered basis for the subspace
S = Span{1, cos 2x} of FR (see Example 8.11.5).

(a) Find [5 + 4 cos 2x]B.

(b) Find f(π) given that [f ]B = [−3, 4]T .

Solution

(a) We need to write 5 + 4 cos 2x as a linear combination of 2 and cos2 x.
Using the identity cos2 x = 1

2 (1 + cos 2x) we get

5 + 4 cos 2x = 5 + 4
(

2 cos2 x− 1
)

= 1 + 8 cos2 x = (12 )2 + 8 cos2 x.

Therefore [5 + 4 cos 2x]B = [ 12 , 8]
T .
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(b) By the definition of coordinate vector,

f = −3 · 2 + 4 cos2 x = 4 cos2 x− 6,

so f(π) = 4 cos2 π − 6 = 4(−1)2 − 6 = −2.

Matrix of a linear function.

Let L : V → V ′ be a linear function and let B = (b1,b2, . . . ,bn)
and B′ = (b′

1,b
′
2, . . . ,b

′
m) be ordered bases of V and V ′, respec-

tively. There is a unique m× n matrix A such that

[L(v)]B′ = A[v]B ,

for every vector v in V . Moreover,

A =
[

[L(b1)]B′ [L(b2)]B′ · · · [L(bn)]B′

]

.

The matrix A is the matrix of L relative to the bases B
and B′.

Proof. Both [L(v)]B′ and A[v]B are linear functions of v as the reader can
check. By the last theorem of the previous section, these two functions are
equal if they produce the same output for each basis vector b1,b2, . . . ,bn. Now
[b1]B = [1, 0, . . . , 0]T , so A[b1]B is the first column of A, which is [L(b1)]B′ .
Similarly, A[bi]B = [L(bi)]B′ for all i. This proves the theorem.

If E is the standard ordered basis for Rn, then [x]E = x for each x ∈ Rn.
Therefore, when V = Rn and V ′ = Rm, and B and B′ are the standard ordered
bases, there is no need to compute coordinate vectors and we get the earlier
theorem (see Section 3.5).

8.12.4 Example Let L : P3 → P2 be the derivative function:

L(p) = p′.

(a) Find the matrix A of L relative to the standard ordered bases B =
(x2, x, 1) and B′ = (x, 1) of P3 and P2, respectively.

(b) Use part (a) to find L(3x2 − 2x− 5) and check the answer by computing
this quantity directly.

Solution

https://web.auburn.edu/holmerr/2660/Textbook/linearfunction-print.pdf#subsection.3.5
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(a) According to the theorem,

A =
[

[L(x2)]B′ [L(x)]B′ [L(1)]B′

]

so we can construct A one column at a time. We have

[L(x2)]B′ = [2x]B′ = [2x+ 0 · 1]B′ =

[

2
0

]

,

[L(x)]B′ = [1]B′ = [0x+ 1 · 1]B′ =

[

0
1

]

,

[L(1)]B′ = [0]B′ = [0x+ 0 · 1]B′ =

[

0
0

]

,

so

A =

[

2 0 0
0 1 0

]

.

(b) The theorem tells us how to get the coordinate vector of L(3x2 − 2x− 5):

[L(3x2 − 2x− 5)]B′ = A[3x2 − 2x− 5]B =

[

2 0 0
0 1 0

]





3
−2
−5



 =

[

6
−2

]

.

Therefore, L(3x2 − 2x− 5) = 6x+ (−2)1 = 6x− 2.

Computing directly, we get L(3x2 − 2x − 5) = (3x2 − 2x − 5)′ = 6x − 2,
in agreement with what we just found.

8.12.5 Example Let S be the subspace ofFR spanned by the set {sinx, cos x}.
Let L : S → M2×2 be the linear function given by

L(f) =

[

f(0) f(π/2)
f(π) f(3π/2)

]

(see Exercise 8–9).

(a) Find the matrix A of L relative to the ordered bases B = (sinx, cos x) and
B′ = (e11, e12, e21, e22) of S and M2×2, respectively.

(b) Use part (a) to find L(2 cosx− sinx) and check the answer by computing
this quantity directly.

Solution (a) According to the theorem,

A =
[

[L(sinx)]B′ [L(cosx)]B′

]
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so we can construct A one column at a time. We have

[L(sinx)]B′ =

[[

sin 0 sin π
2

sinπ sin 3π
2

]]

B′

=

[[

0 1
0 −1

]]

B′

= [0e11 + 1e12 + 0e21 + (−1)e22]B′ =









0
1
0
−1









and

[L(cosx)]B′ =

[[

cos 0 cos π
2

cosπ cos 3π
2

]]

B′

=

[[

1 0
−1 0

]]

B′

= [1e11 + 0e12 + (−1)e21 + 0e22]B′ =









1
0
−1
0









so

A =









0 1
1 0
0 −1
−1 0









.

(b) The theorem tells us how to get the coordinate vector of L(2 cosx− sinx):

[L(2 cosx− sinx)]B′ = A[2 cosx− sinx]B =









0 1
1 0
0 −1
−1 0









[

−1
2

]

=









2
−1
−2
1









.

Therefore, L(2 cosx−sinx) = 2e11+(−1)e12+(−2)e21+1e22 =

[

2 −1
−2 1

]

.

Computing directly, we get

L(2 cosx− sinx) =

[

2 cos 0− sin 0 2 cos π
2 − sin π

2
2 cosπ − sinπ 2 cos 3π

2 − sin 3π
2

]

=

[

2 −1
−2 1

]

in agreement with what we just found.

8.13 Dimension

We defined the dimension of a subspace S of Rn to be the number of vectors in
any basis for S. This definition made sense only after we proved that any two
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bases for S must have the same number of vectors. That same proof shows that
any two bases of any vector space V must have the same number of vectors so
we can define the dimension of V to be the number of vectors any any basis of
V just as before.

There is a difficulty that arises in the general case that did not arise for subspaces
of Rn: a vector space might not have a basis consisting of finitely many vectors
(see Example 8.13.2). When this happens, we say that the vector space is
“infinite dimensional.”

Dimension.

Let V be a vector space. If V has a basis consisting of n vectors,
we say that V is finite dimensional and has dimension n
(written dimV = n). If V does not have a basis consisting of
finitely many vectors, we say that V is infinite dimensional.

8.13.1 Example

(a) Find dimM2×3.

(b) Find dimP5.

Solution

(a) The set {e11, e12, e13, e21, e22, e23} is a basis forM2×3 (see Example 8.11.3
and following remark). Therefore, dimM2×3 = 6.

(b) The set {x4, x3, x2, x, 1} is a basis for P5 (see Example 8.11.4 and following
remark). Therefore, dimP5 = 5.

8.13.2 Example The set of all polynomials P∞ (of all possible degrees)
is a vector space using usual addition and scalar multiplication of polynomials.
Show that P∞ is infinite dimensional.

Solution We need to show that P∞ does not have a basis consisting of finitely
many polynomials. We can do this by supposing it does have such a basis and
deriving a contradiction.

Suppose that B = {p1, p2, . . . , pn} is a basis for P∞. Let m be the largest degree
of the polynomials p1, p2, . . . , pn. Then xm+1 is a polynomial in P∞ that is not
in the span of the polynomials p1, p2, . . . , pn (since any linear combination of
these vectors has degree at most m).
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This shows that Span{p1, p2, . . . , pn} is not equal to P∞ contradicting our as-
sumption that B is a basis for P∞. We conclude that P∞ is infinite dimensional.

The theorems about dimension stated for subspaces ofRn (see Section 7.3) have
analogs for a general vector space V . We state two of the analogs here and give
examples.

Theorem. If V is a vector space of dimension n and S is a

subspace of V , then dimS ≤ n.

8.13.3 Example Show that FR is infinite dimensional.

Solution The vector space P∞ of all polynomials can be viewed as a subspace
of FR if we regard a polynomial as a function on R (addition and scalar mul-
tiplication of polynomials and the definition of equality of polynomials do not
change when polynomials are viewed as functions). If FR were finite dimen-
sional, then P∞ would be finite dimensional as well according to the preceding
theorem. But this would contradict Example 8.13.2. Therefore, FR is infinite
dimensional.

Theorem. If L : V → V ′ is a linear function and dimV = n,
then

dim imL+ dim kerL = n.

8.13.4 Example Verify that the linear function L : M2×2 → R given by

L

([

a b
c d

])

= a+ d

satisfies the preceding theorem.

Solution In Example 8.10.3 we found that

imL = R, kerL = {
[

a b
c −a

]

| a, b, c ∈ R}.

We claim that the set {e11 − e22, e12, e21} is a basis for kerL.

(i) (Span{e11 − e22, e12, e21} = kerL?) The matrix e11 − e22 is in kerL
(a = 1, b = 0, c = 0) and similarly e12 and e21 are in kerL. Since kerL is
a subspace of M2×2 every linear combination of these matrices is in kerL,

https://web.auburn.edu/holmerr/2660/Textbook/dimension-print.pdf#subsection.7.3
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so Span{e11 − e22, e12, e21} ⊆ kerL. On the other hand,

[

a b
c −a

]

= a

[

1 0
0 −1

]

+ b

[

0 1
0 0

]

+ c

[

0 0
1 0

]

= a(e11 − e22) + be12 + ce21,

so kerL ⊆ Span{e11 − e22, e12, e21}. Therefore, these sets are equal.

(ii) (e11 − e22, e12, e21 linearly independent?) Suppose that

α1(e11 − e22) + α2e12 + α3e21 = 0.

Then, combining the terms on the left, we get
[

α1 α2

α3 −α1

]

=

[

0 0
0 0

]

so that α1, α2, α3 = 0. Therefore, e11 − e22, e12, e21 are linearly indepen-
dent.

This establishes the claim that {e11−e22, e12, e21} is a basis for kerL. Therefore,
dimkerL = 3. Also, dim imL = dimR = dimR1 = 1 and dimM2×2 = 4 (see
Example 8.11.3), so

dim imL+ dimkerL = 1 + 3 = 4 = dimM2×2

in agreement with the preceding theorem.

8 –Exercises

8–1 Show that M2×3 satisfies property (V6).

8–2 Show that P3 satisfies property (V1).
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8–3 Show that FI satisfies property (V2).

8–4 Let V be the set of positive real numbers. Define a new addition ⊕ and
scalar multiplication ⊙ on V by

x⊕ y = xy, α⊙ x = xα.

(We have used ⊕ and ⊙ to keep from confusing these new operations with usual
addition and multiplication of numbers.) For instance, 2⊕ 5 = (2)(5) = 10 and
3⊙ 2 = 23 = 8. Then V is a vector space.

(a) What element of V plays the role of the zero vector 0 in property (V3)?
Explain.

(b) Given x ∈ V , what element of V plays the role of −x in property (V4)?
Explain.

(c) Show that V satisfies property (V5).

8–5 Let V be the set of ordered pairs (x, y) of real numbers. Define addition to
be usual addition, but define scalar multiplication by the rule α(x, y) = (αx, y).
Show that V is not a vector space.

8–6 Let V be a vector space and let v ∈ V and α ∈ R. Prove each of the
following and give a reason for each step.

(a) α0 = 0. (Hint: 0+0 = 0. See proof of part (ii) in second theorem of 8.8)

(b) If αv = 0 and α 6= 0, then v = 0. (Hint: If α 6= 0, then α−1 exists. At
some point, use part (a).)

8–7 Let V be a vector space and let v ∈ V and α ∈ R. Prove that (−α)v =
−(αv) and give a reason for each step.

Hint: See proof of part (iv) in second theorem of 8.8.
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8–8 Show that the function L : P2 → M2×2 given by

L(ax+ b) =

[

a 0
0 b

]

is linear.

8–9 Show that the function L : FR → M2×2 given by

L(f) =

[

f(0) f(π/2)
f(π) f(3π/2)

]

is linear.

8–10 Let CR denote the set of continuous functions on R (this is a vector
space using function addition and scalar multiplication). Define L : CR → FR

by

L(f)(x) =

∫ x

0

f(t) dt.

Show that L is linear.

8–11 Let S be the subset of FR consisting of all functions f for which f(−x) =
f(x) for all x ∈ R. Show that S is a subspace of FR.

8–12 Let L : M2×2 → P2 be the linear function given by

L

([

a b
c d

])

= (a− d)x+ (b+ c).

(a) Find kerL.

(b) Find imL.

8–13 Let L : V → V ′ be a linear function, let a ∈ V ′ and let vp be a particular
vector in V such that L(vp) = a.
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(a) Show that if v0 is in kerL, then L(vp + v0) = a.

(b) Show that if v is a vector in V such that L(v) = a, then v = vp + v0 for
some v0 ∈ kerL. (Hint: If you show that v − vp ∈ kerL, then you can
conclude that v − vp = v0 for some v0 ∈ kerL.)

(c) Recall that L−1(a) is the set of all v in V such that L(v) = a. Show that
L−1(a) = {vp + v0 |v0 ∈ kerL}. (Hint: Use parts (a) and (b) to show
that each set is contained in the other.)

8–14 Let L : DR → FR be the function given by

L(y) = y′ + 3y

(DR is the vector space of differentiable functions).

(a) Show that L is linear.

(b) Let yp be a particular solution to the linear differential equation y′+3y = 1.
Show that every solution of y′ + 3y = 1 is of the form y = yp + y0 where
y0 is a solution to the corresponding homogeneous equation y′ + 3y = 0.
(Hint: Use part (a) and Exercise 8–13(b).)

8–15 In the vector space M2×2, determine whether

[

5 6
1 −5

]

is in

Span{
[

1 −3
−4 −1

]

,

[

−2 6
8 2

]

,

[

2 1
−1 −2

]

}.

8–16 Let

f(x) = 1 +
3

x
, g(x) = 2− 4

x
, h(x) = 1 +

8

x
.

Determine whether the functions f, g, and h are linearly independent in the
vector space FR+ , where R+ is the set of positive real numbers.

Hint: At some point, make three choices for x to get a system of three equations.

8–17 Show that {x2 − 1, 2x2 + x} is a basis for the subspace S = Span{−x−
2, x2 + x+ 1} of P3.
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8–18 The set {2, cos2 x} is a basis for the subspace S = Span{1, cos 2x} of FR

(see Example 8.11.5). Let L : S → R be the unique linear function satisfying

L(2) = 3 and L(cos2 x) = 1.

Find L(4 cos 2x− 6).

Hint: cos2 x = 1
2 (1 + cos 2x).

8–19 Let B = (x2 − 1, 2x2 + x), an ordered basis for the subspace S =
Span{−x− 2, x2 + x+ 1} of P3 (see Exercise 8–17).

(a) Find [4x2 + 3x+ 2]B (if defined).

(b) Find p given that [p]B = [5,−1]T .

8–20 Let L : P2 → M2×2 be the linear function given by

L(ax+ b) =

[

a 0
0 b

]

(see Exercise 8–8).

(a) Find the matrix A of L relative to the standard ordered bases B = (x, 1)
and B′ = (e11, e12, e21, e22) of P2 and M2×2, respectively.

(b) Use part (a) to find L(4x − 3) and check the answer by computing this
quantity directly.

8–21 Let L : R2 → R2 be the linear function given by

L(x) =

[

x1

0

]

(projection onto the x1-axis).

(a) Find the matrix A of L relative to the ordered basis B = (b1,b2) of R
2,

where b1 = [1, 1]T and b2 = [−1, 1]T (with B′ this same ordered basis).

(b) Use part (a) to find L([2, 2]T ) and check the answer by computing this
quantity directly.
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8–22 Verify that the linear function L : P3 → P2 given by

L(p) = p′

satisfies the theorem before Example 8.13.4.
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