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ABSTRACT

Data lakes (DL) have become popular resources for organizations
managing data science projects. As ethical debates around data-
driven decision-making mechanisms grow, the concept of responsi-
ble AT has become more visible. Responsible Al frameworks heavily
rely on high-quality data, which has brought into focus the assess-
ment of the quality of the data used and new perspectives and
dimensions of data quality. Moreover, data quality can only be as-
sessed by considering the context in which it is evaluated. This
paper presents our approach to context-aware data quality man-
agement, which offers a comprehensive solution to data quality
issues in DL. Our approach is designed to adapt to different con-
texts, ensuring data quality management throughout the entire
data lifecycle. We achieve this by defining different components
of context and data quality management processing within the DL
architecture, representing a novel contribution to existing work.
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1 INTRODUCTION

Data lakes (DL) are becoming increasingly popular as a data storage
and management mechanism in organizations engaged in data sci-
ence projects [9]. Unlike traditional data warehouses, DL store data
in its raw format, providing flexibility for various data types and
analytical processes. They can handle large volumes of data from
diverse sources, making them ideal for data science projects that
process massive datasets. DL also facilitates integrating diverse data
sources, allowing data scientists to consolidate data from different
departments, systems, and sources into a single repository without
extensive data transformation upfront. This integration stream-
lines the data preparation process, enhancing data accessibility. By
providing a unified platform for storing and accessing raw data,
DL empower data scientists to perform complex analyses, build
predictive models, and derive valuable insights from the data [6].
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Data management and governance in DL present several chal-
lenges, such as the discovery of relevant datasets to answer a certain
question [2, 5], the proper treatment of metadata [23], and definitely,
the management of data quality throughout the lifecycle of data
within the DL [9]. Data quality (DQ) is a multidimensional and
highly context-dependent concept that the data quality and data-
base communities have extensively studied, but few works deal
with DQ management in DL [18].

On the other hand, the relationship between the quality of the
data used to train and test models and the quality of the models
obtained is undeniable. So much so that it is often stated that “an al-
gorithm is only as good as the data it works with” [1]. In particular,
poor-quality data can lead to biased or unreliable results, reduc-
ing the reliability and usefulness of AI applications. Conversely,
high-quality data improves Al models’ accuracy, fairness, and ro-
bustness, increasing their value and impact. Over time, various
DQ dimensions were defined. Recently, some work has explored
ethical or social dimensions of DQ, such as diversity and bias in
data [7, 20, 27].

Complementary, the concepts of responsible AI [14] and respon-
sible data management [28] have emerged in reaction to ethical
discussions about the consequences of data-driven decision-making
mechanisms, particularly those using machine learning techniques
or Al Responsible Al frameworks, such as fairness, transparency,
accountability, and privacy, require high-quality data as a founda-
tion for ethical Al development and deployment [12].

DQ requirements for data science projects are highly depen-
dent on the problem to be solved. In particular, when dealing with
human-related data, they may incorporate requirements on the rep-
resentation and coverage of specific populations to mitigate biases
in the models to be generated. Moreover, the notion of adequate
representation may be different depending on the analysis to be
performed. For example, in some instances, it may be necessary to
ensure enough data from specific subpopulations (e.g., data from
people with breasts in the case of a model used to diagnose thoracic
diseases from X-ray images [15]).

Imagine the following example from the healthcare domain:

(Example 1.) Consider a scenario where a health research insti-
tution wants to develop a model that can predict diseases based on a
person’s symptoms. To accomplish this, they gather datasets from var-
ious countries containing information about symptoms and diagnoses
for different populations, including age, sex, ethnicity, etc. The user
needs to ensure that each population subset is adequately represented.
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The reason behind this is that if there is a lack of sufficient representa-
tion, it can lead to representation bias, which can significantly impact
the accuracy of the generated models [25]. Suppose the researchers
need to analyze a disease that affects persons differently according
to their biological sex. In this case, it is necessary to balance female
and male persons’ data. This need may be expressed through a DQ
requirement that specifies that the DQ dimension “coverage” must
satisfy the mentioned balance.

DL, and particularly data science applications, require flexible
and effective mechanisms to manage DQ that capture diverse views
and uses of data. These mechanisms should document DQ notions
and enable traceability of decisions, promoting transparency. It’s
essential to consider multiple perspectives on DQ, requiring DQ
management mechanisms that are flexible enough to capture and
reconcile these distinct views.

This paper proposes a method for including context-aware DQ
management in a DL by capturing DQ requirements and data char-
acteristics as part of the context. DQ requirements consideration
allows for preventing bias in the data that may lead to inaccurate
analysis, while the DL zone as part of the data context allows deal-
ing with heterogeneities, such as differences in underlying data
types (text, images, videos, geospatial data, time-series data, and
more), data models (relational data, document-oriented data, graph
data), data volume, etc.

In Section 2, we begin with a brief introduction to related work. In
Section 3, we illustrate our proposed approach through an example,
and in Section 4, we present our conclusions.

2 BACKGROUND

Data quality management is crucial in big data platforms and has
been extensively studied in the literature. Data quality has been
described as "fitness for use" [29] for almost 30 years, which implies
that it cannot be evaluated or enhanced without considering the
context. There are several approaches to context-dependent data
quality, such as assessing data quality based on user and location as-
pects [16, 17], defining contextual data quality dimensions [22, 29],
and establishing context-aware data quality methodologies [24].
However, solutions still need to address big data quality manage-
ment from a contextual perspective. Fadlallah et al. [3] reviewed the
existing context-aware data quality assessment solutions, surveyed
existing big data quality solutions, and then covered context-aware
solutions. They found none of the current data quality assessment
solutions could guarantee context awareness while handling big
data. Some of their findings are mentioned below. The surveyed
papers addressed only a partial view of the context, and some so-
lutions focused only on data cleaning operations, which, unlike
quality assessment solutions, do not allow determining whether
the dataset can be used for its intended purpose. Some of the pa-
pers included in the survey use declarative operators based on the
author’s definition of quality dimensions, which may not match the
quality dimensions required by the data context or the consumer’s
perspective. Finally, some of the papers reviewed only considered
specific data quality dimensions.

Focusing on the weaknesses found in the literature review, in [4]
the authors propose a big DQ assessment framework that considers
context. In their framework data domain represents context, which

is used to determine the quality dimensions that are being used. Our
work propose a context definition that includes the data domain
among other components. Furthermore, the quality dimensions
are not determined by the data domain, instead are selected by an
expert for each particular case. The main difference between the
framework in [4] and our approach is that in we use the context
to define the metrics for each data quality dimension, but not to
select the dimensions that are being used.

3 CONTEXT-AWARE DATA QUALITY
MANAGEMENT IN DATA LAKES

As mentioned above, DL give support to the co-existence of hetero-
geneous datasets, data storage for different levels of data processing,
and various user profiles and requirements [9, 10]. Most authors
agree that DL architectures should offer different zones for data,
each meeting diverse storage and data consumption needs. It is
also common for zone proposals to mention different processing
and maturity levels of data. DL architectures should also consider
how data is ingested into the DL and the metadata related to all the
DL content and processes. Several proposals exist in the literature
for DL architectures, which vary in many aspects. We suggest that
readers interested in this topic refer to existent surveys [9, 11].

To ensure effective DQ management in the DL, it is important to
identify specific locations and moments where DQ processes will
be applied. Our approach to integrating DQ management in the DL
considers the context in which the data is being processed. This
means that we consider the data zone’s characteristics, the data
processing stage, and the user and task at hand. All of these factors
significantly impact the data quality. This section will present a
general DL architecture and our proposal for integrating context-
aware DQ management into it.

3.1 Data Lake Architecture

We present a DL architecture designed to be as versatile as possible,
considering the various needs that may arise in a big data anal-
ysis scenario. It draws inspiration from existing proposals, with
the primary basis being the Zaloni Architecture [26]. However,
we incorporate aspects from other DL architectures, such as those
presented in [8, 13, 21, 30]. The following text describes our archi-
tecture’s various zones and is illustrated in Figure 1. Single arrows
indicate the flow of data, while double arrows indicate the flow of
new data produced from analysis tasks. We provide the relevant
reference if a component or aspect is based on an existing proposal.

(1) Landing Zone: This zone handles data ingestion and meta-
data extraction from the sources. If needed, it can run
DQ, data compliance, and security (masking, anonymiz-
ing) checks. Data does not persist in this zone. [8, 26]

(2) Raw Zone: Data that has passed checks from the Landing
Zone is stored in this zone in their raw form. [26]

(3) Archival Zone: Cold data (not frequently used data) from
any of the zones is stored in this zone through offloading
processes [11, 13]. In the future, if data is needed for anal-
ysis, it is sent to the same zone that it came from through
offloading processes. Note that, to be able to send data to
the same zone where it was previously stored, metadata
about where data was persisted is needed.
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Figure 1: A general Zone-Based Data Lake architecture

(4) Trusted Zone: Data copied from the Raw Zone goes through
transformations like data cleaning, integration, validation,
etc. [8, 26] If new metadata is created, it should be stored
in the metadata repository (Governance Zone)

(5) Refined Zone: Data copied from the Trusted Zone is mod-
eled for business use cases and external tools [26]. This
zone can store systems such as Data Warehouses to sup-
port Business Intelligence and Report tools.

(6) Sandbox: Data scientists access this zone to use and explore
data from different zones in the DL [26]. Data obtained from
analysis done in this zone can be sent to the Raw Zone.

(7) Governance Metadata Zone: This zone is in charge of
managing general metadata (e.g.: dataset structure, pro-
cesses, etc.) and DQ metadata (e.g.: DQ measures, DQ di-
mensions, etc.). It stores repositories for DQ and general
metadata that any zone can access [19, 30].

3.2 Including Data Quality Management in the
Data Lake

In this section, we emphasize the need for DQ management in the
DL using an example to show the data lifecycle in the DL and the
problems that arise. Then, we present our proposal to address them.

Consider the example presented in Section 1 and the DL architec-
ture presented in Section 3.1. As mentioned above, an international
health research institution wants to create a model to predict dis-
eases based on a patient’s symptoms. To achieve this, they receive
heterogeneous data from multiple countries, which is then ingested
into the DL. Each dataset contains information about the patient’s
age, gender, if the patient is a woman, whether she has given birth,
chronic diseases, and existing illnesses in family members. This
relevant information is extracted from the patient’s clinical records.

We first present an example scenario without DQ management.
Initially, data is sent to the landing zone, and metadata is extracted
and stored in the governance metadata zone, while data is saved in
the raw zone. Before any analysis is done, the data from different
countries must be integrated to solve various heterogeneity issues.
The trusted zone is used to achieve this because that is where the
data is cleaned. The trusted zone is the zone where the data is
supposed to be of reliable quality. As a result, the institution has

a dataset that combines the symptoms of patients worldwide. The
data is then sent to the sandbox to be used as an asset to train the
model that predicts a patient’s disease. However, the main problem
in our example is that the training dataset contains biased data
for some reason, with female population being under-represented.
This biased data generates a model that predicts a patient’s disease
more accurately for males than females.
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Figure 2: Data Quality Management in the Data Lake

We propose to include context-aware DQ in the DL, and Figure
2 shows how DQ processes are integrated into the DL. In this
Figure, single black arrows indicate the flow of data, dotted blue
arrows indicate the flow of DQ metadata and dotted red arrows
indicate process improvements, derived from the DQ measurement
assessment. DQ measurement and DQ metadata generation are
carried out in the processing of each zone. The context relevant
to this scenario includes DQ requirements and the DL zone from
where the dataset will be extracted for usage. Accordingly, our
DQ assessments depend on the DQ requirements posed by the
researcher and the zone that stores the data being used.

Let C denote the context, such that C =< R, Z, M >, where Ris a
set of DQ Requirements, Z is the DL Zone, and M is the DQ metadata



repository, and let D denote the dataset. Consider a DQ assessment
algorithm that, given a dataset D and a context C, returns the
percentage of tuples of D that satisfy the DQ requirements R. The
obtained DQ measure is stored in the repository M, which is located
in the Governance Metadata Zone.

After the DQ assessment, DQ improvement may be applied. For
this, the data processing applied in Z is modified, considering the
DQ measures stored in M. When D is processed in the zone Z, it is
cleaned so that it satisfies R, obtaining a DQ assessment of 100%.

Returning to our example, data arriving at the trusted zone is
stored as an integrated dataset D. Considering that there is a DQ
requirement Ry that expresses the following: “This dataset must
include the same quantity of female and male data registries”, then
R = {R;}. We don’t have any DQ metadata at this point so we can
formalize our context as C =< R, landing zone, ) >

For the DQ management process, the DQ dimension coverage
is assessed considering the context. In this case, the context states
a requirement, Ry, that the coverage dimension must include in
its assessment. The value obtained in this assessment will reflect
that the dataset D does not satisfy R; since it is not balanced be-
tween male and female data. This DQ metadata is stored in the
DQ metadata repository, and the context is updated consequently
(changing M). Later, DQ improvement is applied as a consequence
of the assessment value stored in M, leading to modifications to
the data processing of the trusted zone. These modifications cause,
for example, data filtering so that the coverage requirements are
satisfied and the resulting dataset becomes balanced. After that, the
dataset is loaded into the sandbox and used for training the model.

4 CONCLUSION

This work introduced an adaptable approach for context-aware
DQ management in a DL. Our mechanism accommodates various
quality notions and is flexible enough to handle heterogeneous data
types, models, and volumes. We also presented an example of a
context-aware DQ metric that is geared towards enhancing fairness
in the prediction model’s result. In our approach, context includes
user DQ requirements and the DL zone where data is utilized.
Future work is aimed at providing a more comprehensive pro-
posal for DQ management in DL, with a specific focus on delineating
the roles of the quality management components in each of the ar-
chitecture zones and their interplay. Furthermore, we are working
on implementing the proposal in a real-world scenario, with the
potential to contribute to data quality management research.
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