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Abstract

This paper is concerned with the multiplicity of nontrivial solutions
in an Orlicz-Sobolev space for a nonlocal problem with critical
growth, involving N-functions and theory of locally Lispchitz continuous
functionals. More precisely, in this paper, we study a result of multiplicity
to the following multivalued elliptic problem:







−M

(
∫

Ω

Φ(|∇u|)dx

)

∆Φu ∈ ∂F (., u) + αh(u) in Ω,

u ∈ W 1
0LΦ(Ω),

where Ω ⊂ R
N is a bounded smooth domain, N ≥ 3, M is a continuous

function, Φ is an N-functions, h is an odd increasing homeomorphism from
R to R, α is positive parameter, ∆Φ is the corresponding Φ−Laplacian and
∂F (., t) stands for Clarke generalized of a function F linked with critical
growth. We use genus theory to obtain the main result.

1 Introduction

Let Ω ⊂ R
N , N ≥ 3, be a bounded domain with smooth boundary ∂Ω and

consider a continuous function φ : (0,+∞) → [0,+∞). The purpose of this
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article is to investigate the multiplicity of nontrivial solutions to the multivalued
elliptic problem

(Pα)





−M

(∫

Ω

Φ(|∇u|)dx

)
∆Φu ∈ ∂F (., u) + αh(u) in Ω,

u ∈W 1
0LΦ(Ω),

where α > 0 is a parameter, Φ is defined for t ∈ R by setting

Φ(t) =

∫ |t|

0

φ(s)sds,

∆Φ is the operator,
∆Φu := div(φ(|∇u|)∇u),

F : Ω× R → R is mensurable and

∂F (x, t) =
{
s ∈ R;F 0(x, t; r) ≥ sr, r ∈ R

}
.

Here F 0(x, t; r) denotes the generalized directional derivative of t 7→ F (x, t) in
direction of r, that is,

F 0(x, t; r) = lim sup
h→t,s↓0

F (x, h+ sr)− F (x, h)

s
.

In this paper we consider

F (x, t) =

∫ t

0

f(x, s)ds,

where f : Ω× R → R is mensurable and f(x, .) is locally bounded in R and

f(x, t) = lim
ǫ↓0

ess inf {f(x, s); |s− t| < ǫ} and f(x, t) = lim
ǫ↓0

ess sup {f(x, s); |s− t| < ǫ} .

It is well known that

∂F (x, t) = [f(x, t), f (x, t)], (see [14]), (1.1)

and that, if f(x, .) is continuous then ∂F (x, t) = {f(x, t)}.
Problem (Pα) with N = 3 and φ(t) = 4, that is,

(∗)





−M

(∫

Ω

|∇u|2dx

)
∆u ∈ ∂F (., u) + αh(u) in Ω,

u ∈ H1
0 (Ω)

is called nonlocal because of the presence of the term M

(∫

Ω

|∇u|2dx

)
which

implies that the equation (∗) is no longer a pointwise identity. This phenomenon
causes some mathematical difficulties which makes the study of such a class of
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problem particularly interesting. Besides, this class of problems has physical
motivation. Indeed, the operator M(

∫
Ω |∇u|2dx)∆u appears in the Kirchhoff

equation, which arises in nonlinear vibrations, namely

(1.1)





utt −M

(∫

Ω

|∇u|2dx

)
∆u = g(x, u) in Ω× (0, T )

u = 0 on ∂Ω× (0, T )
u(x, 0) = u0(x) , ut(x, 0) = u1(x).

Such a hyperbolic equation is a general version of the Kirchhoff equation

(1.2) ρ
∂2u

∂t2
−

(
P0

h
+

E

2L

∫ L

0

∣∣∣∣
∂u

∂x

∣∣∣∣
2

dx

)
∂2u

∂x2
= 0

presented by Kirchhoff [34]. This equation extends the classical d’Alembert’s
wave equation by considering the effects of the changes in the length of the
strings during the vibrations. The parameters in equation (1.2) have the
following meanings: L is the length of the string, h is the area of cross-section,
E is the Young modulus of the material, ρ is the mass density and P0 is the
initial tension.

When an elastic string with fixed ends is subjected to transverse vibrations,
its length varies with the time: this introduces changes of the tension in
the string. This induced Kirchhoff to propose a nonlinear correction of the
classical D’Alembert equation. Later on, Woinowsky-Krieger (Nash - Modeer)
incorporated this correction in the classical Euler-Bernoulli equation for the
beam (plate) with hinged ends. See, for example, [6], [7] and the references
therein.

This class of problems began to call attention of several researchers mainly
after the work of Lions [35], where a functional analysis approach was proposed
to attack it.

We have to point out that nonlocal problems also appear in other fields as,
for example, biological systems where u describes a process which depends on
the average of itself (for example, population density). See, for example, [2] and
its references.

The reader may consult [2], [3], [28], [36] and the references therein, for more
information on nonlocal problems.

On the other hand, in this study, the nonlinearity f can be discontinuous.
The interest in the study of nonlinear partial differential equations with
discontinuous nonlinearities has increased because many free boundary problems
arising in mathematical physics may be stated in this form. Among these
problems, we have the obstacle problem, the seepage surface problem, and the
Elenbaas equation, see for example [14], [15] and [16].

For enunciate the main result, we need to give some hypotheses on the
functions M,φ, h and f .

The hypotheses on the function φ : (0,+∞) → (0,+∞) of C1 class are the
following:
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(φ1) For all t > 0,
φ(t) > 0 and (φ(t)t)′ > 0.

(φ2) There exist l ∈ (N2 , N), l < m < l∗

2 =
lN

2(N − l)
such that

l ≤
φ(t)t2

Φ(t)
≤ m,

for t > 0, where Φ(t) =

∫ |t|

0

φ(s)sds.

Through this paper, we assume that h is an odd increasing homeomorphism
from R to R, verifying

(H0) There exist 1 < h0 < h1 < l such that

h0 ≤
h(t)t

H(t)
≤ h1, t > 0,

where H(t) =
∫ t

0
h(s)ds.

Considering H̃(t) :=
∫ t

0 h
−1(s)ds, then we can obtain complementary N-function

which define corresponding Orlicz space LH(Ω).
The hypothesis on the continuous function M : R+ → R

+ is the following:

(M1) There exists σ > 0 such that

M(t) ≥ σ for all t ≥ 0.

(M2) There exists θ ∈ (2m, l∗) such that

M̂(t)−
m

θ
M(t)t ≥ 0, for all t ≥ 0,

where M̂(t) =
∫ t

0 M(s)ds.

The hypotheses on the function f : Ω× R → R are the following:

(f1) f(x, t) is odd with respect t, there exist b0, b1 > 0 and a0 ≥ 0 such that

b0φ∗(t)t ≤ f(x, t) ≤ b1φ∗(t)t, t ≥ a0 and x ∈ Ω,

with 1 < b1
b0
< l∗

θ , where φ∗(t)t is such that Sobolev conjugate function

Φ∗ of Φ is its primitive, that is, Φ∗(t) =
∫ |t|
0 φ∗(s)sds.

(f2) Moreover, if a0 > 0, we consider f(x, t) = 0 for all |t| < a0 and x ∈ Ω.

The main result of this paper is:
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Theorem 1.1 Assume that conditions (φ1), (φ2), (H0), (M1), (M2), (f1), (f2)
hold. If f and f are N-functions, then for α = α(θ, h0, b0, b1, l,m, σ, SN) > 0,
a0 = a0(H(1), σ, l, |Ω|, α, h1) > 0 sufficiently small (or a0 = 0), the problem
(Pα) has infinitely many solutions.

An Application: Consider the equation

(A1)





−

(
a

∫

Ω

Φ(|∇u|)dx+ b

)
∆Φu = Ĥ(|u| − a0)φ∗(|u|)u+ αh(u) in Ω,

u ∈ W 1
0LΦ(Ω),

where a, b, a0 > 0 and Ĥ is the Heaviside function. We claim that (A1) admits

infinitely many solutions in W 1,Φ
0 (Ω), for α, a0 > 0 sufficiently small. Indeed,

let f(x, t) = Ĥ(|t| − a0)φ∗(|t|)t and set

F (x, u) =

∫ u

0

f(x, t)dt = χ[|u|≥a0] (Φ∗(u)− Φ∗(a0)) .

Next consider the associated multivalued equation

(A2)

{
−

(
a

∫

Ω

Φ(|∇u|)dx + b

)
∆Φu ∈ ∂F (., u) + αh(u) in Ω.

We will show that the assumptions of Theorem 1.1 hold true. Indeed, since Ω is
bounded, it is straightforward to check that conditions (M1), (M2), (f1) and (f2)

hold. Thus by Theorem 1.1, (A2) admits infinitely many solutions in W 1,Φ
0 (Ω)

with α, a0 > 0 sufficiently small. Finally, since that |[|u| = a0]| = 0 the problem
(A1) has infinitely many solutions.

In the last twenty years the study on nonlocal problems of the type

(K)





−M

(∫

Ω

| ∇u |2 dx

)
∆u = g(x, u) in Ω,

u ∈ H1
0 (Ω)

grew exponentially. That was, probably, by the difficulties existing in this class
of problems and that do not appear in the study of local problems, as well as
due to their significance in applications. Without hope of being thorough, we
mention some articles with multiplicity results and that are related with our
main result. We will restrict our comments to the works that have emerged in
the last four years

The problem (K) was studied in [28]. The version with p-Laplacian operator
was studied in [22]. In both cases, the authors showed a multiplicity result
using genus theory. In [32] and [37] the authors showed a multiplicity result
for the problem (K) using the Fountain theorem and the Symmetric Mountain
Pass theorem. In all these articles the nonlinearity is continuous. The case
discontinuous was studied in [23]. With a nonlinearity of the Heaviside type the
authors showed a existence of two solutions via Mountain Pass Theorem and
Ekeland’s Variational Principle.
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In [18] the author showed the existence of two solutions for a problem
involving Φ-Kirchhoff operator and nonlinearity of variable exponent type and
subcritical growth. He used the mountain pass theorem combined with the
minimum principle.

In this work we extend the studies found in the papers above in the following
sense:
a) We cannot use the classical Clark’s Theorem for C1 functional (see [24,
Theorem 3.6]), because in our case, the energy functional is only locally Lipschitz
continuous. Thus, in all section 5 we adapt for nondifferentiable functionals an
argument found in [8].

b) Unlike [18] and [23], we show a result of multiplicity using genus theory
considering a nonlinearity that can have a number enumerable of discontinuities.

c) Problem (Pα) possesses more complicated nonlinearities, for example:
(i) Φ(t) = tp0 + tp1 , 1 < p0 < p1 < N and p1 ∈ (p0, p

∗
0).

(ii) Φ(t) = (1 + t2)γ − 1, γ ∈ (1, N
N−2 ).

(iii) Φ(t) = tp log(1 + t) with 1 < p0 < p < N − 1, where p0 = −1+
√
1+4N
2 .

(iv) Φ(t) =
∫ t

0 s
1−θ

(
sinh−1 s

)β
ds, 0 ≤ θ ≤ 1, β > 0.

Before concluding this introduction, it is very important to say that in the
literature, we find many papers where the authors study the existence and
multiplicity of solution for problems involving the Φ−Laplacian operator, see,
for example, [10], [13], [17], [26], [38], and references therein.

The paper is organized as follows. In the next section we present a brief
review on Orlicz-Sobolev spaces. In section 3 we recall some definitions and basic
results on the critical point theory of locally Lipschitz continuous functionals.
In Section 4 we present just some preliminary results involving genus theory
that will be used in this work. In the Section 5 we prove Theorem 1.1.

2 A brief review on Orlicz-Sobolev spaces

Let ϕ be a real-valued function defined in [0,∞) and having the following
properties:
a) ϕ(0) = 0, ϕ(t) > 0 if t > 0 and lim

t→∞
ϕ(t) = ∞.

b) ϕ is nondecreasing, that is, s > t implies ϕ(s) ≥ ϕ(t).
c) ϕ is right continuous, that is, lim

s→t+
ϕ(s) = ϕ(t).

Then, the real-valued function Φ defined on R by

Φ(t) =

∫ |t|

0

ϕ(s) ds

is called an N-function. For an N-function Φ and an open set Ω ⊆ R
N , the

Orlicz space LΦ(Ω) is defined (see [1]). When Φ satisfies ∆2-condition, that is,
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when there are t0 ≥ 0 and K > 0 such that Φ(2t) ≤ KΦ(t), for all t ≥ t0, the
space LΦ(Ω) is the vectorial space of the measurable functions u : Ω → R such
that ∫

Ω

Φ(|u|) dx <∞.

The space LΦ(Ω) endowed with Luxemburg norm, that is, the norm given by

|u|Φ = inf

{
τ > 0 :

∫

Ω

Φ
( |u|
τ

)
dx ≤ 1

}
,

is a Banach space. The complement function of Φ, denoted by Φ̃, is given by
the Legendre transformation, that is

Φ̃(s) = max
t≥0

{st− Φ(t)} for s ≥ 0.

These Φ and Φ̃ are complementary each other. Involving the functions Φ and
Φ̃, we have the Young’s inequality given by

st ≤ Φ(t) + Φ̃(s).

Using the above inequality, it is possible to prove the following Hölder type
inequality

∣∣∣∣
∫

Ω

uv dx

∣∣∣∣≤ 2|u|Φ|v|Φ̃ ∀ u ∈ LΦ(Ω) and v ∈ LΦ̃(Ω).

Hereafter, we denote by W 1
0LΦ(Ω) the Orlicz-Sobolev space obtained by the

completion of C∞
0 (Ω) with norm

‖u‖Φ = |u|Φ + |∇u|Φ.

When Ω is bounded, there is c > 0 such that

|u|Φ ≤ c|∇u|Φ.

In this case, we can consider

‖u‖Φ = |∇u|Φ.

Another important function related to function Φ, is the Sobolev conjugate
function Φ∗ of Φ defined by

Φ−1
∗ (t) =

∫ t

0

Φ−1(s)

s(N+1)/N
ds, t > 0.

Another important inequality was proved by Donaldson and Trudinger
[27], which establishes that for all open Ω ⊂ R

N and there is a constant
SN = S(N) > 0 such that

| u |Φ∗
≤ SN | ∇u |Φ, u ∈ W 1,Φ

0 (Ω). (2.1)
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This inequality shows the below embedding is continuous

W 1,Φ
0 (Ω)

→֒
cont LΦ∗

(Ω).

If bounded domain Ω and the limits below hold

lim sup
t→0

B(t)

Φ(t)
< +∞ and lim sup

|t|→+∞

B(t)

Φ∗(t)
= 0, (2.2)

the embedding
W 1,Φ

0 (Ω) →֒ LB(Ω) (2.3)

is compact.
The hypotheses (φ1) − (φ2) implies that Φ, Φ̃, Φ∗ and Φ̃∗ satisfy ∆2-

condition. This condition allows us conclude that:

1) un → 0 in LΦ(Ω) if, and only if,

∫

Ω

Φ(un) dx→ 0.

2) LΦ(Ω) is separable and C∞
0 (Ω)

|.|Φ
= LΦ(Ω).

3) LΦ(Ω) is reflexive and its dual is LΦ̃(Ω)(see [1]).

Under assumptions (φ1) − (φ2), some elementary inequalities listed in the
following lemmas are valid. For the proofs, see [29].

Lemma 2.1 Assume (φ1)− (φ2). Then,

Φ(t) =

∫ |t|

0

sφ(s)ds,

is a N -function with Φ, Φ̃ ∈ ∆2. Hence, LΦ(Ω),W
1,Φ(Ω) and W 1,Φ

0 (Ω) are
reflexive and separable spaces.

Lemma 2.2 The functions Φ, Φ∗, Φ̃ and Φ̃∗ satisfy the inequality

Φ̃(φ(t)t) ≤ Φ(2t) and Φ̃∗(φ∗(t)t) ≤ Φ∗(2t) ∀t ≥ 0. (2.4)

Lemma 2.3 Assume that (φ1) − (φ2) hold and let ξ0(t) = min{tl, tm},
ξ1(t) = max{tl, tm}, for all t ≥ 0. Then,

ξ0(ρ)Φ(t) ≤ Φ(ρt) ≤ ξ1(ρ)Φ(t) for ρ, t ≥ 0

and

ξ0(|u|Φ) ≤

∫

Ω

Φ(u) ≤ ξ1(|u|Φ) for u ∈ LΦ(Ω).

Lemma 2.4 The function Φ∗ satisfies the following inequality

l∗ ≤
Φ′

∗(t)t

Φ∗(t)
≤ m∗ for t > 0.

As an immediate consequence of the Lemma 2.4, we have the following result
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Lemma 2.5 Assume that (φ1) − (φ2) hold and let ξ2(t) = min{tl
∗

, tm
∗

},
ξ3(t) = max{tl

∗

, tm
∗

} for all t ≥ 0. Then,

ξ2(ρ)Φ∗(t) ≤ Φ∗(ρt) ≤ ξ3(ρ)Φ∗(t) for ρ, t ≥ 0

and

ξ2(|u|Φ∗
) ≤

∫

Ω

Φ∗(u)dx ≤ ξ3(|u|Φ∗
) for u ∈ LA∗

(Ω).

Lemma 2.6 Let Φ̃ be the complement of Φ and put

ξ4(s) = min{s
l

l−1 , s
m

m−1 } and ξ5(s) = max{s
l

l−1 , s
m

m−1 }, s ≥ 0.

Then the following inequalities hold

ξ4(r)Φ̃(s) ≤ Φ̃(rs) ≤ ξ5(r)Φ̃(s), r, s ≥ 0

and

ξ4(|u|Φ̃) ≤

∫

Ω

Φ̃(u)dx ≤ ξ5(|u|Φ̃), u ∈ LΦ̃(Ω).

The next result is a version of Brezis-Lieb’s Lemma [11] for Orlicz-Sobolev
spaces and the proof can be found in [31].

Lemma 2.7 Let Ω ⊂ R
N open set and Φ : R → [0,∞) an N-function satisfies

∆2−condition. If the complementary function Φ̃ satisfies ∆2−condition, (fn) is
bounded in LΦ(Ω), such that

fn(x) → f(x) a.s x ∈ Ω,

then
fn ⇀ f in LΦ(Ω).

3 Technical results on locally Lipschitz function

and variational framework

In this section, for the reader’s convenience, we recall some definitions and basic
results on the critical point theory of locally Lipschitz continuous functionals as
developed by Chang [14], Clarke [20, 21] and Grossinho & Tersin [30].

Let X be a real Banach space. A functional J : X → R is locally Lipschitz
continuous, J ∈ Liploc(X,R) for short, if given u ∈ X there is an open
neighborhood V := Vu ⊂ X and some constant K = KV > 0 such that

| J(v2)− J(v1) |≤ K ‖ v2 − v1 ‖, vi ∈ V, i = 1, 2.

The directional derivative of J at u in the direction of v ∈ X is defined by
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J0(u; v) = lim sup
h→0, σ↓0

J(u+ h+ σv)− I(u+ h)

σ
.

The generalized gradient of J at u is the set

∂J(u) =
{
µ ∈ X∗; 〈µ, v〉 ≤ J0(u; v), v ∈ X

}
.

Since J0(u; 0) = 0, ∂J(u) is the subdifferential of J0(u; 0). Moreover, J0(u; v)
is the support function of ∂J(u) because

J0(u; v) = max{〈ξ, v〉; ξ ∈ ∂J(u)}.

The generalized gradient ∂J(u) ⊂ X∗ is convex, non-empty and weak*-
compact, and

mJ (u) = min
{
‖ µ ‖X∗ ;µ ∈ ∂J(u)

}
.

Moreover,

∂J(u) =
{
J ′(u)

}
, if J ∈ C1(X,R).

A critical point of J is an element u0 ∈ X such that 0 ∈ ∂J(u0) and a critical
value of J is a real number c such that J(u0) = c for some critical point u0 ∈ X .

About variational framework, we say that u ∈ W 1
0LΦ(Ω) is a weak solution

of the problem (Pα) if it verifies the hemivariational inequality

M

(∫

Ω

Φ(| ∇u |) dx

)∫

Ω

φ(| ∇u |)∇u∇v dx−

∫

Ω

F 0(x, u; v) dx−α

∫

Ω

h(u)vdx ≤ 0,

for all v ∈ W 1
0LΦ(Ω) and moreover the set {x ∈ Ω; | u |≥ a0} has positive

measure. Thus, weak solutions of (Pα) are critical points of the functional

Jα(u) = M̂

(∫

Ω

Φ(|∇u|)dx

)
−

∫

Ω

F (x, u)dx − α

∫

Ω

H(u)dx,

where M̂(t) =

∫ t

0

M(s)ds. In order to use variational methods, we first derive

some results related to the Palais-Smale compactness condition for the problem
(Pα).

We say that a sequence (un) ⊂W 1
0LΦ(Ω) is a Palais-Smale sequence for the

locally lipschitz functional Jα associated of problem (Pα) if

Jα(un) → cα and mJα
(un) → 0 in (W 1

0LΦ(Ω))
∗. (3.1)

If (3.1) implies the existence of a subsequence (unj
) ⊂ (un) which converges

in W 1,Φ
0 (Ω), we say that these one functionals satisfies the nonsmooth (PS)cα

condition.
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Note that Jα ∈ Liploc(W
1,Φ
0 (Ω),R) and from convex analysis theory, for all

w ∈ ∂Jα(u),

〈w, v〉 =M

(∫

Ω

Φ(|∇u|) dx

)∫

Ω

φ(|∇u|)∇u∇v dx− 〈ρ, v〉 − α

∫

Ω

h(u)vdx,

(3.2)
for some ρ ∈ ∂JF (u), where

JF (u) =

∫

Ω

F (x, u)dx, u ∈W 1,Φ
0 (Ω).

We have JF ∈ Liploc(LΦ∗
(Ω)), ∂JF (u) ⊂ LΦ̃∗

(Ω).

The next lemma is similar to [4, theorem 4.1] and its proof will be omitted.

Lemma 3.1 Assume that f, f are N-measurable and that (φ1)− (φ2) and (f1)
hold. Then

(i) ∂JF (u) ⊂ ∂F (x, u), a.e. x ∈ Ω, u ∈ LΦ∗
(Ω).

(ii) ∂JF |W 1,Φ
0

(Ω)(u) = ∂JF (u), u ∈W 1,Φ
0 (Ω).

4 Results involving genus

We will start by considering some basic notions on the Krasnoselskii genus that
we will use in the proof of our main results.

Let E be a real Banach space. Let us denote by A the class of all closed
subsets A ⊂ E\{0} that are symmetric with respect to the origin, that is, u ∈ A
implies −u ∈ A.

Definition 4.1 Let A ∈ A. The Krasnoselskii genus γ(A) of A is defined as
being the least positive integer k such that there is an odd mapping φ ∈ C(A,Rk)
such that φ(x) 6= 0 for all x ∈ A. If k does not exist we set γ(A) = ∞.
Furthermore, by definition, γ(∅) = 0.

In the sequel we will establish only the properties of the genus that will be
used through this work. More information on this subject may be found in the
references by [5], [12], [19], [24] and [33].

Proposition 4.1 Let E = R
N and ∂Ω be the boundary of an open, symmetric

and bounded subset Ω ⊂ R
N with 0 ∈ Ω. Then γ(∂Ω) = N .

Corollary 4.1 γ(SN−1) = N where SN−1 is a unit sphere of RN .

Proposition 4.2 If K ∈ A, 0 /∈ K and γ(K) ≥ 2, then K has infinitely many
points.
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5 Proof of Theorem 1.1

The plan of the proof is to show that the set of critical points of the functional
Jα is compact, symmetric, does not contain the zero and has genus more than
2. Thus, our main result is a consequence of Proposition 4.2.

Using (M1) and Orlicz’s embedding, we get

Jα(u) ≥ σ

∫

Ω

Φ(|∇u|)dx − c1αη1 ◦ ξ
−1
0

(∫

Ω

Φ(|∇u|)dx

)
(5.1)

−c2ξ3 ◦ ξ
−1
0

(∫

Ω

Φ(|∇u|)dx

)
:= g

(∫

Ω

Φ(|∇u|)dx

)
,

where

g(t) =

{
σt− c1αt

h0
m − c2t

l∗

m , se t ∈ (0, 1]

σt− c1αt
h1
l − c2t

m∗

l , se t ∈ [1,+∞).

Thus, there exists α# > 0 such that, if α ∈ (0, α#), then g attains its
positive maximum. Let us assume α ∈ (0, α#), choosing Aα and Bα as the
first and second root of g, we make the following of the truncation Jα. Fix
Ψ ∈ C∞

0 ([0,+∞)), 0 ≤ Ψ(t) ≤ 1 for all t ∈ [0,+∞), such that Ψ(t) = 1 if
t ∈ [0, Aα] and Ψ(t) = 0 if t ∈ [Bα,+∞). Now, we consider the truncated
functional

Iα(u) = M̂

(∫

Ω

Φ(|∇u|)dx

)
− α

∫

Ω

H(u)dx−Ψ

(∫

Ω

Φ(|∇u|)dx

)∫

Ω

F (x, u)dx.

From (M1) and Orlicz’s embedding, we have that

Iα(u) ≥ σ

∫

Ω

Φ(|∇u|)dx − αc̃1η1 ◦ ξ
−1
0

(∫

Ω

Φ(|∇u|)dx

)

−c̃2Ψ

(∫

Ω

Φ(|∇u|)dx

)
ξ3 ◦ ξ

−1
0

(∫

Ω

Φ(|∇u|)dx

)

:= g

(∫

Ω

Φ(|∇u|)dx

)
,

where

g(t) =

{
σt− c̃1αt

h0
m − c̃2Ψ(t)t

l∗

m , se t ∈ (0, 1]

σt− c̃1αt
h1
l − c̃2Ψ(t)t

m∗

l , se t ∈ [1,+∞).

Now, we will show that Iα satisfy the local Palais-Smale condition. For this,
we need the following technical result involving the functional Jα.

Lemma 5.1 Let (un) ⊂W 1,Φ
0 (Ω) be a bounded sequence such that

Jα(un) → cα and mJα(un) → 0.

There exists α > 0 small enough such that, if

cα < ωN :=
1

2
min

{(
lσ

b1m∗

) β
β−1

S
− α

β−1

N ; α ∈ {l∗,m∗} and β ∈

{
l∗

l
,
m∗

l
,
l∗

m
,
m∗

m

}}
,
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then up a subsequence, (un) is strongly in LΦ∗
(Ω).

Proof: Since (un) is bounded in W 1
0LΦ(Ω), we can extract a subsequence of

(un), still denoted by (un) and u ∈ W 1,Φ
0 (Ω), such that

• un ⇀ u in W 1,Φ
0 (Ω);

• un ⇀ u in LΦ∗
(Ω);

• un → u in LΦ(Ω);

• un(x) → u(x) a.e. in Ω;

From the concentration compactness lemma of Lions in Orlicz-Sobolev space
found in [29], there exist two nonnegative measures µ, ν ∈ M(Ω), a countable
set J , points {xj}j∈J in Ω and sequences {µj}j∈J , {νj}j∈J ⊂ [0,+∞), such
that

Φ(|∇un|) → µ ≥ Φ(|∇u|) +
∑

j∈J
µjδxj

in M(Ω)

Φ∗(un) → ν = Φ∗(u) +
∑

j∈J
νjδxj

in M(Ω)

and

νj ≤ max{Sl∗

Nµ
l∗

l

j , Sm∗

N µ
m∗

l

j , Sl∗

Nµ
l∗

m

j , Sm∗

N µ
m∗

m

j },

where δxj
is the Dirac mass at xj ∈ Ω and SN verifies (2.1).

Now, we show that there exists α∗ > 0 such that

Γ := {j ∈ J ; νj > 0} = ∅, for every α ∈ (0, α∗) and cα < 0.

Let ψ ∈ C∞
0 (RN ) such that

ψ(x) = 1 in B 1
2
(0), suppψ ⊂ B1(0) and 0 ≤ ψ(x) ≤ 1 ∀x ∈ R

N .

For each j ∈ Γ and ǫ > 0, let us define

ψǫ(x) = ψ

(
x− xj
ǫ

)
, ∀x ∈ R

N .

Note that (ψǫun) is a bounded sequence in W 1,Φ
0 (Ω). Once that

mJα
(un) → 0,

by (3.2)

on(1) = M

(∫

Ω

Φ(|∇un|)dx

)∫

Ω

φ(|∇un|)∇un∇(unψǫ)dx − α

∫

Ω

h(un)unψǫdx

−〈ρn, ψǫun〉, (5.2)
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where ρn ∈ ∂JF (un).
From (1.1) and Lemma 3.1

ρn ∈ [f(x, un), f(x, un)] a.e. x ∈ Ω,

and so, by (f1)

|ρn(x)| ≤ b1φ∗(|un(x)|)|un(x)|, a.e. x ∈ Ω.

Using the Lemma 2.4, we have that
∣∣∣∣
∫

Ω

ρnunψǫdx

∣∣∣∣ ≤ b1m
∗
∫

Ω

Φ∗(un)ψǫdx. (5.3)

Once that (un) converges strongly for u in LH(Ω), we have
∫

Ω

H(un)ψǫdx→

∫

Ω

H(u)ψǫdx. (5.4)

From (5.2)-(5.4)

M

(∫

Ω

Φ(|∇un|)dx

)∫

Ω

φ(|∇un|)∇un∇(unψǫ)dx ≤ h1α

∫

Ω

H(u)ψǫdx (5.5)

+b1m∗

∫

Ω

Φ∗(un)ψǫdx+ on(1).

On the other hand, by (φ2) and (M1)

M

(∫

Ω

Φ(|∇un|)dx

)∫

Ω

φ(|∇un|)∇un∇ (unψǫ) dx

=M

(∫

Ω

Φ(|∇un|)dx

)∫

Ω

φ(|∇un|)|∇un|
2ψǫdx

+M

(∫

Ω

Φ(|∇un|)dx

)∫

Ω

φ(|∇un|) (∇un∇ψǫ)undx

≥lσ

∫

Ω

Φ(|∇un|)ψǫdx

+M

(∫

Ω

Φ(|∇un|)dx

)∫

Ω

φ(|∇un|) (∇un∇ψǫ)undx.

(5.6)

By Lemmas 2.2 and 2.6, the sequence
{∣∣∣∣M

(∫

Ω

Φ(|∇un|)dx

)
φ(|∇un|)∇un

∣∣∣∣
Φ̃

}

is bounded. Thus, there is a subsequence (un) such that

M

(∫

Ω

Φ(|∇un|)dx

)
φ(|∇un|)∇un ⇀ w̃1 weakly in LΦ̃(Ω,R

N ),
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for some w̃1 ∈ LΦ̃(Ω,R
N ). Since un → u in LΦ(Ω),

M

(∫

Ω

Φ(|∇un|)dx

)∫

Ω

φ(|∇un|)(∇un∇ψǫ)undx→

∫

Ω

(w̃1∇ψǫ)udx.

Thus, combining (5.5), (5.6) and letting n→ ∞, we have

lσ

∫

Ω

ψǫdµ+

∫

Ω

(w̃1∇ψǫ)udx ≤ αh1

∫

Ω

H(u)ψǫdx+ b1m
∗
∫

Ω

ψǫdν. (5.7)

Now we show that
∫

Ω

(w̃1∇ψǫ)udx→ 0, as ǫ→ 0.

Once that |{αh(un)un + ρn}|Φ̃∗

is bounded, let w̃2 ∈ LΦ̃∗

(Ω) such that

αh(un)un + ρn ⇀ w̃2 weakly in LΦ̃∗

(Ω).

Since

M

(∫

Ω

Φ(|∇un|)dx

)∫

Ω

φ(|∇un|)∇un∇vdx−

∫

Ω

(αh(un)un + ρn)vdx → 0,

as n→ +∞ for any v ∈W 1,Φ
0 (Ω),

∫

Ω

w̃1∇v − w̃2vdx = 0,

for any v ∈W 1,Φ
0 (Ω). Substituting v = uψǫ we have

∫

Ω

w̃1∇(uψǫ)− w̃2uψǫdx = 0.

Namely, ∫

Ω

(w̃1∇ψǫ)udx = −

∫

Ω

(w̃1∇u− w̃2u)ψǫdx.

Noting w̃1∇u − w̃2u ∈ L1(Ω), we see that right-hand side tends to 0 as ǫ → 0.
Hence we have ∫

Ω

(w̃1∇ψǫ) udx→ 0,

as ǫ→ 0. Letting ǫ→ 0 in (5.7), we obtain

lσµj ≤ b1m
∗νj .

Hence

S−α
N νj ≤ µβ

j ≤

(
b1m

∗

lσ

)β

νβj ,
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for some α ∈ {l∗,m∗} and β ∈ { l∗

l ,
m∗

l ,
l∗

m ,
m∗

m }, and so

νj ≥

(
lσ

b1m∗

) β
β−1

S
− α

β−1

N > 0 or νj = 0. (5.8)

Now, taking θ ∈ (2m, l∗), we get

cα = lim
n→+∞

(
Jα(un)−

1

θ
J ′
α(un)un

)

≥ lim
n→+∞

(
M̂

(∫

Ω

Φ(|∇un|)dx

)
−
m

θ
M

(∫

Ω

Φ(|∇un|)dx

))∫

Ω

Φ(|∇un|)dx

−α

(
1−

h0
θ

)∫

Ω

H(un)dx−

∫

Ω

(
F (x, un)−

1

θ
ρnun

)
dx,

and so by (M2) and (f1)

cα ≥ lim
n→+∞

(
−α

(
1−

h0
θ

)∫

Ω

H(un)dx+

(
b0l

∗

θ
− b1

)∫

Ω

Φ∗(un)

)
,

= −α

(
1−

h0
θ

)∫

Ω

H(u)dx+

(
b0l

∗

θ
− b1

)(∫

Ω

Φ∗(u)dx+ νj

)
,

where b0l
∗

θ − b1 > 0 (see (f1)). Consequently

ωN > cα ≥ −α

(
1−

h0
θ

)
η1(|u|Φ∗

) +

(
b0l

∗

θ
− b1

)
(ξ3(|u|Φ∗

) + νj) . (5.9)

Define

ζ(t) = −α

(
1−

h0
θ

)
η1(t) +

(
b0l

∗

θ
− b1

)
ξ3(t), t ≥ 0,

note that

ζ(t) =





−α
(
1− h0

θ

)
th0 +

(
b0l

∗

θ − b1

)
tm

∗

, se t ∈ (0, 1]

−α
(
1− h0

θ

)
th1 +

(
b0l

∗

θ − b1

)
tl

∗

, se t ∈ [1,+∞).

This function attains its absolute minimum, for t > 0, at the point

t0 :=

(
α (θ − h0)h0

(b0l∗ − b1θ)m∗

) h0−1

m∗
−1

.

Thus, we conclude for α > 0 small enough that

ωN + αh0( h0−1

m∗
−1 )+1

(
1−

h0
θ

)
λh0

0 − αm∗( b0−1

m∗
−1 )

(
b0l

∗

θ
− b1

)
λm

∗

0 > νj , (5.10)

where λ0 :=
(

(θ−h0)h0

(b0l∗−b1θ)m∗

) h0−1

m∗
−1

> 0.
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Supposing that there exists j ∈ Γ such that νj > 0. From (5.8) and (5.10)
(
1−

h0
θ

)
λh0

0 αh0( h0−1

m∗
−1 )+1 −

(
b0l

∗

θ
− b1

)
λm

∗

0 αm∗( h0−1

m∗
−1 ) >

1

2
ωN ,

but this is a contradiction, for α > 0 small enough. Showing that

un → u in LΦ∗
(Ω).

Lemma 5.2 Let (un) ⊂W 1,Φ
0 (Ω) the (PS)cα sequence obtained in the previous.

Then, for some subsequence, still denoted by it self,

un → u in W 1,Φ
0 (Ω).

Proof: Now, as mJα
(un) = on(1), the last limit gives

M

(∫

Ω

Φ(|∇un|)dx

)∫

Ω

φ(|∇un|) | un |2 dx =α

∫

Ω

h(un)u
2
ndx+

∫

Ω

ρnundx+ on(1).

In what follows, let us denote by {Pn} the following sequence,

Pn(x) = 〈φ(|∇un(x)|)∇un(x)− φ(|∇u(x)|)∇u(x),∇un(x)−∇u(x)〉.

Since Φ is convex in R and Φ(|.|) is C1 class in R
N , has Pn(x) ≥ 0. From

definition of {Pn},
∫

Ω

Pndx =

∫

Ω

φ(|∇un|) | ∇un |2 dx−

∫

Ω

φ(|∇un|)∇un∇udx−

∫

Ω

φ(|∇u|)∇u∇(un−u)dx.

Recalling that un ⇀ u in W 1,Φ
0 (Ω), we have

∫

Ω

φ(|∇u|)∇u∇(un − u)dx→ 0 as n→ ∞, (5.11)

which implies that
∫

Ω

Pndx =

∫

Ω

φ(|∇un|)|∇un|
2dx−

∫

Ω

φ(|∇un|)∇un∇udx+ on(1).

On the other hand

0 ≤M

(∫

Ω

Φ(|∇un|)dx

)∫

Ω

Pndx =α

∫

Ω

h(un)u
2
ndx− α

∫

Ω

h(un)unudx

+

∫

Ω

ρnundx−

∫

Ω

ρnudx+ on(1),

where ρn ∈ ∂JF (un). Once that |ρn|Φ̃∗

is bounded, we have that

∫

Ω

Pndx ≤
α

σ

∫

Ω

h(un)un(un − u)dx+
1

σ

∫

Ω

ρn(un − u)dx

≤
α

σ
|un|H̃ |un − u|H +

1

σ
|ρn|Φ̃∗

|un − u|Φ∗
→ 0.
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Applying a result due to Dal Maso and Murat [25]

un → u in W 1,Φ
0 (Ω).

Lemma 5.3 If Iα(u) < 0, then
∫
Ω
Φ(|∇u|)dx < Aα and Jα(v) = Iα(v), for

all v in a sufficiently small neighborhood of u. Moreover, Iα verifies a local
Palais-Smale condition for cα < 0.

Proof: Since g(
∫
Ω
Φ(|∇u|)dx) ≤ Iα(u) < 0, we have that

∫
Ω
Φ(|∇u|)dx < Aα.

Once that {v ∈ W 1,Φ
0 (Ω);

∫
ΩΦ(|∇v|)dx < Aα} is open, there exists rα > 0

such that
∫
Ω Φ(|∇v|)dx < Aα for all v ∈ Brα(u) arguing as in Theorem 1.1 we

conclude that Jα(v) = Iα(v), for all v ∈ Brα(u). Moreover, if (un) is a sequence
such that Iα(un) → cα < 0 and mIα(un) → 0, then, for n sufficiently large,
Jα(un) = Iα(un) → cα < 0 and mJα

(un) = mIα(un) → 0. Since Iα is coercive,

we get that (un) is bounded in W 1,Φ
0 (Ω). From Lemma 5.2, for α sufficiently

small and cα < 0, hence, up to a subsequence, (un) is strongly convergent in

W 1,Φ
0 (Ω).
Let Kc be the set of critical points of J . More precisely

Kc(J) = {u ∈ W 1
0LΦ(Ω) : 0 ∈ ∂J(u) and J(u) = c}.

Since Iα is even, we have that Kcα := Kcα(Iα) is symmetric. The next result
is important in our arguments and allows we conclude that Kcα is compact. The
proof can be found in [14].

Lemma 5.4 If Iα satisfies the nonsmooth (PS)cα condition, then Kcα is
compact.

To prove that Kcα does not contain zero, we construct a special class of the
levels cα.

For each k ∈ N, we define the set

Γk = {C ⊂W 1
0LΦ(Ω) : C is closed, C = −C and γ(C) ≥ k},

and the values
cαk = inf

C∈Γk

sup
u∈C

Jα(u).

Note that
−∞ ≤ cα1 ≤ cα2 ≤ cα3 ≤ ... ≤ cαk ≤ ...

and, once that Iα is coercive and continuous, Iα is bounded below and, hence,
cα1 > −∞. In this case, arguing as in [9, Proposition 3.1], we can prove that
each cαk is a critical value for the functional Iα.

Lemma 5.5 Given k ∈ N, there exists ǫ = ǫ(k) > 0 such that

γ(I−ǫ
α ) ≥ k,

where I−ǫ
α = {u ∈W 1

0LΦ(Ω) : Iα(u) ≤ −ǫ}.
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Proof: Fix k ∈ N, let Xk be a k-dimensional subspace of W 1
0LΦ(Ω). Thus,

there exists Ck > 0 such that

−Ck ‖ u ‖Φ≥ −|u|H ,

for all u ∈ Xk.
Thus, for all R ∈ (0, 1) and for all u ∈ Xk with

∫
Ω Φ(|∇u|)dx < R, from

continuity of the function M , we conclude that, there exists C, such that

Iα(u) ≤ Cξ1(‖ u ‖Φ)− αη0(Ck ‖ u ‖Φ)

= C ‖ u ‖lΦ −αCh1

k ‖ u ‖h1

Φ .

Fixing r ∈ (0, 1) such that

Crl−h1 < αCh1

k ,

and Sr = {u ∈ Xk; ‖ u ‖Φ= r}, we get

Iα(u) ≤ Crl − αCkr
h1 < 0 = Iα(0), ∀u ∈ Sr,

which implies there exists ǫ = ǫ(r) > 0 such that

Iα(u) < −ǫ < 0,

for all u ∈ Sr. Since Xk and R
k are isomorphic and Sr and Sk−1 are

homeomorphic, we conclude from Corollary 4.1 that γ(Sr) = γ(Sk−1) = k.
Moreover, once that Sr ⊂ I−ǫ

α and I−ǫ
α is symmetric and closed, we have

k = γ(Sr) ≤ γ(I−ǫ
α ).

Lemma 5.6 Given k ∈ N, the number cαk is negative.

Proof: From Lemma 5.5, for each k ∈ N there exists ǫ > 0 such that γ(I−ǫ
α ) ≥ k.

Moreover, 0 /∈ I−ǫ
α and I−ǫ

α ∈ Γk. On the other hand

sup
u∈I−ǫ

α

Iα(u) ≤ −ǫ.

Hence,

−∞ < cαk = inf
C∈Γk

sup
u∈C

Iα(u) ≤ sup
u∈I−ǫ

α

Iα(u) ≤ −ǫ < 0.

The next result is a direct adaptation of [8, Lemma 4.4]. See also [28, Lemma
7.5].

Lemma 5.7 If cαk = cαk+1 = ... = cαk+r for some r ∈ N, then

γ(Kcα
k
) ≥ r + 1.
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5.1 Proof of Theorem 1.1

If −∞ < cα1 < cα2 < ... < cαk < ... < 0 and since each cαk critical value of Iα = Jα

(see Lemma 5.3), then we obtain infinitely many critical points of Jα.
On the other hand, if there are two constants cαk = cαk+r , then c

α
k = cαk+1 =

... = cαk+r and from Lemma 5.7, we have

γ(Kcα
k
) ≥ r + 1 ≥ 2.

From Proposition 4.2, Kcα
k
has infinitely many points.

Let (uk) critical points of Jα. Now we show that, for

a0 < η−1
1

(
σl

H(1) | Ω | αh1
ξ0(C)

)
, (5.12)

we have that {
x ∈ Ω :| uk(x) |≥ a0

}

has positive measure. Thus every critical points of Jα, are solutions of (P ).
Suppose, by contradiction, that this set has null measure. Thus

0 = M

(∫

Ω

Φ(| ∇uk |)dx

)∫

Ω

φ(| ∇uk |) | ∇uk |2 dx− α

∫

Ω

h(uk)dx

≥ σl

∫

Ω

Φ(| ∇uk |)dx− αh1

∫

Ω

H(uk)dx

≥ σlξ0(‖ uk ‖Φ)− αh1H(a0) | Ω |,

where we conclude

σlξ0(‖ uk ‖Φ)
(α+1) ≤ αh1η1(a0) | Ω | H(1). (5.13)

Since cαk ≤ −ǫ < 0, there exists C > 0 such that ‖uk‖ ≥ C > 0. Hence

a0 ≥ η−1
1

(
σl

H(1) | Ω | αh1
ξ0(C)

)
,

which contradicts (5.12). Then,
{
x ∈ Ω :| uk(x) |≥ a0

}

has positive measure.
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