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Abstract—In this article is considered Vehicular Ad-Hoc Net-
works (VANETs) as a technology aimed at the exchange of
information between vehicles, where the nodes/vehicles of origin
and destination, do not have a direct communication. Also is
emphasized and analized the use interest of a TCP (Transition
Control Protocol) traffic flow, since it is one of the fundamental
protocols for Internet of things (IoT). Most Internet applications
use TCP to create “connections” with each other, in order to
maintain applications with a continuous data flow, it is, TCP
over Internet guarantees the integrity and delivery of the data
to its destination without errors and in the same order in which
they were originally transmitted. At the end of the article, it
is discussed how the mobility in VANET networks, impacts a
continuous flow of data on TCP, performing this analysis by
modeling a scenario in NetLogo and its simulation with NS2.

I. INTRODUCTION

Network Simulator (NS2) software provides models to

simulate wireless network environments, allowing the reading

and trace generation to estimate data traffic behavior in general

or particular case studies.

NS2 integrates with tools such as Traffic and Network

Simulation Environment (TraNS) based on the vehicle traf-

fic simulator SUMO, to generate realistic simulations in

VANETs networks. TraNS allows the information exchanged

in VANETs to influence the behavior of the vehicle in the

mobility model, such is the case, that a vehicle transmits

information from an accident to neighbors vehicles, so that

vehicles in the velocity model can slow down.

Alternative, NetLogo allows to make more complex mod-

els capable to characterize particular behaviors, that is, to

characterize vehicles of load, of particular use, of public

transport and elements that interact in the roadways like

traffic lights, pedestrian crossings, and vehicular roundabouts,

among others[1]–[4]. In NetLogo you can also incorporate the

behavior of people and other objects, assigning them as agents

that act with rules, with or without intelligence, depending on

the complexity that is wanted to be given to them.

This article analyzes the impact of a TCP communication in

End-to-End streaming on VANETs, with the characterization

of a wireless communication using USB adapters that support

IEEE802.11b on a raspberry pi 2, in Ad-Hoc mode, simulated

in NS2.

In a first approach to NetLogo as an alternative tool to

SUMO, a VANETs simulation is performed in the city of

Oviedo - Asturias Spain, with the interaction of 40 mobile

agents (vehicular nodes) and two static ones corresponding

to the source and destination nodes. In this simulation, the

normal, binomial, geometric and exponential distributions

were evaluated on the velocities of the remaining 40 mobile

agents/nodes, analyzing performance metrics: one-way delay,

normalized routing load, normalized packet delivery ratio and

throughput.

II. SIMULATION TOOLS

A. NetLogo

It is a multiagent environment that allows simulating natural

and social phenomena, used in the modeling of complex

systems. The models created in NetLogo allow creating rules

of behavior for hundreds of agents/nodes that operate indepen-

dently or according to the interactions with their surroundings.

This makes it possible to explore the relationship between the

individual behaviors of the agents/nodes and observe patterns

of emergent behavior arising from individual interactions. This

feature highlights NetLogo over SUMO, since SUMO is the

most widespread simulation tool in VANETs networks[5]–[7].

By its multi-agent behavior, NetLogo approaches the edge of

the video game engines, obtaining more realistic results than

with the simulation tools used so far.

B. NS2

It’s one of the most widespread mobile wireless simulators

accepted by researchers and developers. It is an open source

tool, which supports the simulation schemes shown in Table

I[8]–[16].

NS2 allows reading in its main script an external file, which

contains the mobility information that is required to evaluate,

according to the requirements of the VANETs simulation sce-

nario and the communication protocol, as shown in Figure 1.
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TABLE I
SIMULATION SCHEMES

Transport
TCP, UDP, SCTP, XCP, TFRC, RAP,
RTP, PGM, SRM, RLM, PLM

Network

Unicast: IP, MIP, DV, LS, IPinIP, SR
Multicast: SRM
MANET: AODV, DSR, DSDV, TORA, IMEP
Queuing: DiffServ, RED, WFQ, DropTail

Link & Mac

ARP, HDLC, GAF, MPLS, LDP,
MAC: CSMA, 802.11b, 802.15.4
satellite Aloha
Queuing: Drop Tail, RED, RIO, SRR,
WFQ, REM

Physical
Two-Way, shadowing, Omni Antennas,
Energy model, Satellite repeater

Scenario
modeling

source $val(sc)

NS trace

file format

awk Protocol
Metrics

Fig. 1. Protocol performance for VANETs

III. IEEE802.11B - DCF

IEEE802.11b is a link-level protocol that can operate in

Distributed Coordination Function (DCF) and uses the Carrier

Sense Multiple Access with Collision Avoidance (CSMA/CA)

protocol as a medium access mechanism[17]–[19], since its

topology in VANETs Is random and distributed. In DCF

there is a mechanism for unicast frames called Request to

Send/Clear to Send (RTS/CTS), which is activated by default

in NS2 to prevent the hidden terminal problem[20].

TABLE II
CHIPSET/DRIVER IN AD-HOC NETWORK RASPBERRY PI 2

Adapter Chipset

Wi-Pi Ralink RT5370

N150 Ralink Ralink RT5370

TP-LINK TL-WN722N Atheros AR9271

Table II shows some wireless terminals that allow a config-

uration for raspberry pi 2 Chipset in ad-hoc network, with the

option to place antennas with gains of 3 to 5 dB, obtaining

coverage ranges of 100 to 300 meters.

IV. METHODOLOGY

Based on Figure 2, for the creation of the scenario and

case study, we selected the science faculty as the origin node

and the gymnasium of the University of Oviedo - Spain as

destination node, separated by a distance in a straight line of

800m. The area selected in Google maps is 900m x 500m.

Each mobile node was configured with an omnidirectional

coverage radius of 150m, to obtain approximately 38 vehicles,

which can guarantee a dense topology with an end-to-end

connectivity probability greater than 0.95[21]. The vehicles

in NetLogo were distributed on the main streets and avenues,

in most of the cases were realized cyclical trajectories.

TABLE III
SIMULATION PARAMETERS

Network Simulator NS2 âĂŞ ns2.35

Scenario modeling NetLogo 5.31

Simulation time 300s

Simulation Area 900m x 500m

Number of Nodes 42

Background traffic sources UDP 0,1,2,3,âĂę,19,20

Tx Range 150m

Speed

Distributed normal, binomial,
geometric and exponential.
With average 16m/s

MAC Protocol IEEE802.11b - DCF

Routing protocol AODV

Data Packet Size TCP/UDP 1000 bytes

The type of network traffic to be evaluated corresponds to

TCP traffic in streaming to a transfer rate of 1Kbps, since

for bandwidths greater than 20Kbps with a uniform speed of

16m/s distributed between vehicles, more than 55% of the

Data transmitted is lost [22], [23]. As vehicles in a city do

not have uniform speed and behavior, it is decided to evaluate

speeds with different distributions and to analyze the impact

they have on a VANETs.

Fig. 2. Simulation done in NetLogo

As it is analyzed TCP traffic in streaming between the

Faculty of Sciences and the Gym of the University, UDP/CBR

traffic is configured as traffic background or traffic that can

generate other vehicles. Then, the performance metrics are

analyzed in the modeling scenario (see Figure 2), for which

the most important simulation parameters are summarized in

Table III.

A. Metrics

1) One-Way Delay (OWD): The OWD measure is complex

to obtain in relation to the Round-Trip Delay Time (RTT)

measure, since the source node must send a packet with a

timestamp, and this must be compared with the timestamp of

40 PROCEEDINGS OF RICE. GOPESHWAR, 2017



the destination node, making it necessary for the clocks of both

end nodes to be synchronized. In an actual implementation

it is required that each raspberry pi contain a GPS (Global

Positioning System) module that provides a clock reference

signal to each of the end network cards, or synchronize with

the internal clocks of each card. For the case dealt with in this

article, the synchronization is performed by the host where the

simulation is executed in NS2 and by means of an awk script

applied to the trace of the simulation; this measurement can

be obtained[24]. The expression to evaluate the OWD is:

∆T k
ij = xk

ij − τi + τj (1)

that is, the test packet k as it moves from the i − th

transmitting node to the j − th receiving node is represented

by the plus the time difference between the two clocks is τ .

This time offset can be estimated as the difference of time

zero time T ime0(t0) (reference time) and the time of sending

of the package i (T imei(t0)), that is:

τi = T ime0(t0)− T imei(t0) (2)

2) Normalized Routing Load (NRL): The NRL can be

defined as the total number of routing packages transmitted

per packet of data. This measure estimates the overhead of

the routing protocol; That is, how many routing or control

packets need to be added to a data packet to discover, transport

and maintain a route that can successfully transport the data

packets to their destination[25]. The NRL is determined as:

NRL =
prc

pd
(3)

where prc is the total number of routing and control packets

sent, pd is the total number of data packets sent.

3) Packet Delivery Ratio Normalized (PDR): The PDR is

the traffic ratio between the number of packets transmitted

by a source node and the number of packets received by a

destination node. It measures the packet loss rate in the User

Datagram Protocol (UDP) and Transmission Control Protocol

(TCP) transport protocols[26]. The PDR is given by:

PDR =

∑
pr∑
pd

(4)

Where pr is the total number of packets received at the

destination node and pd is the total number of data packets

sent.

4) Throughput: Throughput is the number of packets suc-

cessfully delivered per unit of time, controlled by the available

bandwidth. For the purpose of this article it will be understood

as the measurement from the arrival of the first data packet on

the receiving node, during a time window, in this way is also

interpreted as the satisfactory rate of transmissions[27]. It is

defined as follows:

Thr =

∑
pr · 8

Tts · 1000
(5)

where pr is the total number of packets received at the

destination node and Tts is the total time it takes the packets

to be transmitted.

B. Speed distributions

The vehicle movement dealt with in this article was made

by 40 vehicles with the following distributions of speed:

• Normal: rnorm(40, mean = 16, sd = 3)

• Binomial: rbinom(40, 16, 0.75)

• Geometric: rgeom(16, 0.18)

• Exponential: 20*rexp(16, rate = 6)

Most of the proposed distributions have an average speed

of 16m/s, which is equivalent to 57.6K/hour. The distributions

were made in the statistical software r and its histograms are

shown below:
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Fig. 3. Histogram of velocities

V. RESULTS

The experiment was characterized by 42 nodes/agents, to

which an independent speed was assigned to each one. The

assigned speeds did not depend on any speed of another

vehicle, therefore, in NetLogo, no rules were assigned for the

safety distance, reaction distance and braking distance between

the nodes/agents. For the delay (See Figure 4), it is observed

that the results obtained with the normal distribution are higher

regarding the other distributions, since the average speed of

this distribution is greater than the others. In contrast, with the

exponential distribution, the average velocity was the lowest

of all distributions. In networks it is generally characterized

by the Quality of Service (QoS) and the delay is one of the

metrics that help to characterize it, however, this metric is not

decisive within the realized experiment.

The obtained results are in accordance with the average

speed obtained, for the normal distribution, an average speed

of 15.31m/s, binomial of 11.97m/s, geometric of 5.32m/s and

exponential of 3.61m/s, values which are proportional to the

delay and results obtained. The TCP data traffic in VANETs

is sensitive to packet loss by mobility; again, in Figure 6,

it is observed how speed affects packet loss. Data traffic in
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TCP is characterized by ensuring the integrity of information

in networks with infrastructure, such as the Internet, but in

the case of VANETs and topological dynamics, TCP cannot

guarantee the total integrity of the streaming data flow, for

the obtained results was obtained for all distributions, the

“guarantee” of 85% of the data in destination node, losing

15% of data in streaming, noting a proportion of data loss

according to the velocity distribution evaluated.

In the experiment proposed in VANETs networks, we ob-

serve how the data are grouped according to the distributions,

we observe similar behavior trends between the Normal and

Binomial distributions, and between the geometric and expo-

nential distribution. The NRL presents for a flow streaming of

data in TCP of 1kps, a behavior proportional to the background

routing increased by the traffic sources, such is the case,

that for 14 traffic sources a maximum value is found in the

metric of the NRL, while That for this same value of traffic

sources, there is a notorious minimum in the Throughput

metric. Related to these graphs the bandwidth is affected

by very high NRL values, finding that the NRL is inversely
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proportional to the Throughput.

VI. CONCLUSIONS

In a TCP streaming, the data flow in VANETs for low-

hop transmissions the information is lost, and although TCP

mechanisms are related to retrieve the transmitted data, the

dynamic topology of the VANETs prevents this retrieval of

information. This generates an increase of control and routing

packets of the network protocol that is being used and is

reflected in the increment of the NRL.

Respect to the Background traffic, which corresponds to

traffic sources, it is observed in the results of the VANETs

networks proposed experiment, which is stable for the first four

traffic sources, for the results of the following traffic sources,

there is an increase in the NRL that is also reflected in the

decrease in Throughput.

As for the PDR and OWD, their behavior is a little varied;

we do not note points that characterize the flow of TCP data

streaming in the experiment. Due to the results obtained it

is not advisable to carry out data transmission from end to
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end in TCP for VANETs of high mobility, it is advisable

to periodically send packets of data, in such a way, that

the integrity of the information in the communication can be

guaranteed. On the other hand we evaluated the integration of

NetLogo with NS2, by the power of the multiagent modeling

that presents NetLogo. For future scenarios, we could consider

experiments that combine different types of networks and their

integration in NS2, since it is possible to deepen the modeling

of multiple scenarios, such as MANETs, VANETs, WSN,

FANETs, among others.
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