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Abstract 

Memes have gained popularity as a means to share visual ideas through the Internet and social media 

by mixing text, images and videos, often for humorous purposes. Research enabling automated 

analysis of memes has gained attention in recent years, including among others the task of 

classifying the emotion expressed in memes. In this paper, we propose a novel model, cluster-based 

deep ensemble learning (CDEL), for emotion classification in memes. CDEL is a hybrid model that 

leverages the benefits of a deep learning model in combination with a clustering algorithm, which 

enhances the model with additional information after clustering memes with similar facial features. 

We evaluate the performance of CDEL on a benchmark dataset for emotion classification, proving 

its effectiveness by outperforming a wide range of baseline models and achieving state-of-the-art 

performance. Further evaluation through ablated models demonstrates the effectiveness of the 

different components of CDEL. 
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1. Introduction 

An internet meme is a form of viral information that spreads through social media and other online 

platforms, mixing various modes including text, image and video [1]. In the last few years, the 

growing ubiquity of interactive platforms such as Photoshop, Meitu, and Procreate have provided 

simple ways of creating internet memes, along with a number of online tools for automated 

generation of memes. Memes were one of the most typed words from January to March 2018 [3], 
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and a growing number of people search for memes on the Google search engine [1]. A meme is 

generally based on an image template, with a text on top of it. For example, the Boromir memes 

with the caption of “one does not simply...”, shown in Figure 1, are derived from the movie Lord of 

the Rings. Indeed, the same background template can lead to the production of several memes with 

very different meanings by simply altering the texts. 

 

Figure 1. Examples of memes from the Memotion dataset using the popular Boromir format. 

A body of recent research has looked into automated approaches for analyzing internet memes 

[4]. One of the popular tasks associated with internet memes is the classification of emotion 

expressed in the memes [8], which is the focus of our research. Classification of emotion can be 

very useful for many other tasks. For example, the attitudes toward a breaking news story can be 

determined by using an aggregation of features, including emotion. Where social media has become 

an important source for research into emotions, consideration of memes becomes important as not 

all the emotions expressed in social media are text-based. In this work we tackle the emotion 

classification task for the static image-with-caption class of memes, which is the most common type 

of meme in social media [11]. Despite their popularity, automated analysis of memes is still in its 

infancy due to the challenge of exploiting multi-modal models that make effective use of both image 

and text [9]. 

The existing research regards the meme as the multi-modal public opinion and use general multi-

modal models to analyze memes. Research proposing ad-hoc methods to deal with memes, 

exploiting its inherent multi-modal features, is much more limited. In tackling emotion classification 

for memes, we take the distinctive features of memes into account and propose to build on the fact 

that some memes can share common features with other memes, such as having a similar 

background or similar facial expressions. To make the most of this inherent characteristic of memes, 

we propose a novel clustering-based deep ensemble learning (CDEL) method. To build CDEL, we 

integrate a deep learning model, a clustering algorithm, and a classification algorithm. The intuition 

of incorporating a clustering algorithm is that it will group the memes by facial features, which can 

enhance the model by exploiting the emotions expressed in faces. The extraction of facial 

expressions can enable its application to new, unseen memes. 

The implementation of the hybrid CDEL model involves three key challenges that we address: 

(1) given that image-with-caption memes are composed of pictorial and textual components, 

choosing the features to be extracted from each component for clustering is important for the 

model performance; (2) selecting clustering and classification algorithms that lead to an optimal 

joint performance, for which in our case we make use of a “local optimization” approach; and (3) 



combining the clustering algorithm and the deep learning model, which can have a big impact 

on model performance. 

The CDEL model achieves state-of-the-art performance on a well-known benchmark dataset 

released as part of the SemEval-2020 task 8 [9]. Through an ablation study, we also demonstrate 

the effectiveness of the different components of CDEL, which all together lead to optimal 

performance. Our work highlights the importance of leveraging an ensemble model to process 

multi-modal objects like memes. 

The rest of this paper is organized as follows: In Section 2 we discuss meme classification and its 

related work. Then in Section 3, we propose the CDEL method and give the details of the implementation. 

We then show the experimental process and results on evaluating the performance of CDEL and present 

their implications in Section 4. Finally, we conclude the paper in section 5. 

2. Related work 

We discuss related work in two different areas: internet meme classification and ensembles based 

on clustering models. 

2.1. Internet meme classification 

Research on internet meme classification is at an early stage. Next, we discuss two main directions 

of work related to image-based internet meme classification: (1) detecting whether an image is a 

meme or not, and (2) internet meme emotion analysis. While our research focuses on the latter, we 

briefly give an overview of the former due to the relevance of the approaches used. 

2.1.1. Meme detection 

The meme detection task consists in detecting whether an image posted in social media constitutes 

a meme or is something else. This research generally assumes that images input to the model contain 

some form of text on them. One common practice to extract the text from these images is to use 

Optical Character Recognition (OCR) [13]. However, the majority of OCR approaches are trained 

from images containing black text on a white background, which doesn’t directly apply to memes 

which have more complex image backgrounds and different text colors. 

Research has tried to overcome this challenge by performing OCR on meme-like images. For 

example, Beskow et al. [11] proposed to preprocess the images by (1) converting the image to 

grayscale, (2) binarizing the image, and (3) inverting every bit in the binary image array. This is 

effective to then use tools such as Tesseract [14] to extract the text. On top of that, they proposed a 

multi-modal deep learning model, combining features extracted from texts, images and faces, with 

the ultimate goal of classifying images as memes vs. non-memes. Alternative methods to meme 

detection include that by Zannettou et al. [15], who use perpetual hashing and clustering techniques, 

and the one by Dubey et al. [16], who proposed an algorithm based on sparse representations and 

deep learning to produce a rich semantic embedding for image-based memes. 

In our case focused on meme emotion classification, the dataset consists of only memes and not 

other kinds of images, where the textual content of the memes is already provided, hence our work 

doesn’t directly focus on the prior steps of detecting whether an image is a meme and on the OCR. 



2.1.2. Meme emotion analysis 

We discuss research in internet meme emotion analysis in three tasks: (1) emotion classification, (2) 

identifying the type of emotion expressed, and (3) detecting hateful memes. 

The goal of emotion classification is to classify internet memes into one of positive, negative, or 

neutral. Priyashree et al. [17] used K-Nearest Neighbours (KNN) and Multinomial Naïve Bayes 

(MNB) for emotion classification, whereas Amalia et al. [18] used OCR Tesseract in combination 

with a Naive Bayes classifier [14]. The latter achieved a competitive accuracy of 75%, however 

lacking sufficient data for detailed analysis of results. Wu et al. [10] further used slang and sentiment 

lexica for the emotion classification task. 

The Memotion Analysis [9] was a shared task that took place as part of SemEval 2020. In this 

paper we make use of the dataset released as part of its Task A, which consists in classifying memes 

into one of positive, negative, or neutral. To consider the achievements of the shared task 

participants in our experiments, we also compare the top-ranked submissions to the task as baselines 

in this paper. The shared task attracted a total of 583 participants. Most of the participants used 

multi-modal deep learning methods combining image and textual features, while few of them based 

their models on traditional machine learning models and on uni-modal approaches considering only 

text or image. Keswani et al. [19] achieved the top position in the shared task by using a Feed-

Forward Neural Network (FFNN) with Word2vec embeddings that relied solely on textual features, 

ignoring the image; this method outperformed other models using combinations of both text and 

image, as well as methods leveraging only image. In this paper we demonstrate that an effective 

combination of both image and text can lead to improved performance over the sole use of text. We 

provide further detail of the top performing models in the task in Section ‘Baseline models’. 

The task of identifying the type of emotion expressed in a meme consists in classifying an 

input meme as humorous, sarcastic, motivational or offensive. Costa et al. [20] proposed a 

Maximum Entropy classifier for recognizing humorous memes. Their model achieved high 

performance for the negative class (F1 = 99.9%), with a substantially lower performance on the 

positive class (F1 = 63.7%). To encourage more researchers to put effort into emotion analysis of 

memes, a shared task was organised as part of SemEval (Task 8), which proposed to perform the 

aforementioned 4-class classification [9]. 

The goal of detecting hateful memes consists in classifying memes as hateful vs. not hateful. 

Sabat et al. [8] use Bidirectional Encoder Representations from Transformers (BERT) and the deep 

convolutional network with 16 layers proposed by Visual Geometry Group (VGG-16) to process 

texts and images of memes, respectively. To boost the performance of hate speech detection in 

memes, Kiela et al. [21] organised the Hateful Memes Challenge. In addition, in a study 

characterizing internet memes, Beskow et al. [11] found that the nature of memes enables easier 

avoidance of censorship, in turn enabling increased virality within and across social media platforms 

compared to other kinds of images [22]. 
In summary, existing research on internet meme classification has considered a wide range of 

traditional machine learning and more contemporary deep learning models. However, to our 

knowledge, their combination has not been studied to date, not least in enriching deep learning 

models with the outputs from clustering models. In studying this combination in the context of 

memes, our study introduces a first-of-its-kind model that attempts to leverage the best of both 

worlds. 



2.2. Ensemble models leveraging clustering 

The majority of research focuses on single deep learning methods such as BERT [23], XLNet [24], 

and Densenet [25] for classification. In contrast to these, ensemble learning has succeeded in various 

tasks [26]. The idea behind ensemble learning is to process separate elements (e.g. modes) with 

different algorithms, subsequently fusing them to produce the final, joint decision. Since image 

memes are composed of pictorial and textual components, we propose to use ensemble learning as 

an effective means for making the most of both modes. 

Clustering algorithms aim to learn groups of common features shared by different data instances 

in an unsupervised manner [27]. For example, to extract features from internet memes, Dang et al. 

[29] used a clustering algorithm to group textual memes into a few clusters, helping with the 

detection of misinformation and their spread. 

Over the last few years, researchers used clustering algorithms to improve the performance of 

classification based on machine learning [30], rarely using deep learning to combine clustering and 

classification approaches. Our model CDEL combines the output of a clustering algorithm with a 

deep learning model to make the most of both components, which is to the best of our knowledge 

the first model of this kind for meme classification. 

3. Methodology 

3.1. The CDEL framework 

We depict the CDEL framework in Figure 2. 
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Figure 2. Architecture of the CDEL framework. 

First, we select the optimal clustering algorithm and deep learning classification models in parallel. 

We evaluate different clustering algorithms and classification models to empirically determine the 

optimal ones. Subsequently, we concatenate the clustering outcome with the features extracted from the 

deep learning model. 



3.2. Cluster-based emotion classification model 

In what follows, more detail on the clustering and classification components of the framework is 

described. 
Given that faces are a vital element of memes, we first extract face encodings. The reason why 

we do not use color features is that most of the memes have dark backgrounds so it is hard to extract 

distinctive color features. Facial features are extracted by face recognition, an open-source face 

detection library, proposed by Adam Geitgey and available on GitHub [35]. These facial features 

are then input to the clustering algorithm, which enables determining clusters based on facial 

expressions. Images that don’t contain a face in them are not processed by the clustering algorithm 

and they are consequently put into a new cluster. 

We tried three of the most common image clustering algorithms [36]: K-means, Hierarchical 

Clustering, and Spectral Clustering. K-means and Hierarchical Clustering are built using the SciPy 

library [37] and Spectral Clustering using the scikit-learn library [38]. The clustering yields, for each 

meme, the ID of the cluster it belongs to. 

In parallel to the clustering process, we perform multimodal classification of the memes. We 

tested four different joint Deep Neural Network (DNN) classifiers: (1) Residual Network (ResNet) 

[39] and Long Short Term Memory (LSTM) [40] (2) ResNet and BERT [23] (3) Densely Connected 

Network (DenseNet) [25] and LSTM, and (4) DenseNet and BERT. 

Figure 3 shows the joint classification architecture, in this case taking ResNet and LSTM (#1 

above) as an example. We use the pre-trained model ResNet to extract image features and remove 

the last dense fully connected layer. In parallel, LSTM takes word embeddings and a hidden vector 

as the input and yields a new hidden vector. Next, the new hidden vector and ResNet features are 

concatenated into a feature vector. Finally, the concatenated layer is used as the input to a fully 

connected layer, followed by the activation of sigmoid (or softmax) for generating the probability 

of the image for pertaining to a class. The sigmoid and softmax functions are defined as: 
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where zi is the output of node i and M denotes the number of classes. 

 
Figure 3. Joint deep learning model for meme classification. 



While optimising the combination of clustering and classification models, we dealt with two 

additional challenges: (1) selection of the number of clusters, and (2) choosing the optimal 

combination of algorithms. In what follows, we describe how we addressed these two challenges. 

3.3. Selection of the optimal number of clusters 

To determine the number of clusters c, we propose a multi-evaluation method based on Hierarchical 

Clustering. There is no need to determine the number of clusters when using Hierarchical Clustering. 

However, this algorithm has another vital parameter t, which is the threshold that helps forming flat 

clusters. Hence, the first step is to find the optimal t. The reason why we select t rather than c to 

optimize is that the range of t values is much smaller than those of c for a large number of memes. 

Initial image data

Start

Face encoding

t = tmin

Hierarchy clustering

Calculate indicators of 

hierarchy clustering

t    tmax

t = t + 0.1

Plot curves indicators versus t

Select optimal t1, t2, ..., tn 

i = 1

t = ti

Hierarchy clustering

Calculate comprehensive indicator 

of hierarchy clustering

i > n

i = i + 1

Select optimal top and clustering result 

according to comprehensive indicators 

Calculate the number of clusters

End

 
Figure 4. Selection of the optimal number of clusters. 

 

Figure 4 shows the diagram we follow for determining c, which includes the following steps: 

1. After extracting face encoding features from initial image data, we populate a matrix with 

pairwise distances between images. The range of possible values of t is then determined by 

the minimum (tmin) and maximum (tmax) values in the matrix. 

2. We test all candidate values of t (with a step size of 0.1) into the Hierarchical Clustering 

algorithm, producing the evaluation indicators (see Section ‘Evaluation measures’ for details 

on the indicators used). 

3. For each evaluation indicator, we draw the curve indicator against the value of t, ultimately 

selecting the optimal t based on the Elbow method. 



4. Now, we have the optimal t1, t2, … , tn, where n denotes the number of indicators. For each 

optimal t, we pass it to the Hierarchical Clustering algorithm and calculate the comprehensive 

indicator. 

5. We then select the optimal top based on the comprehensive indicator. 

6. Based on the clustering output produced by using top, the optimal number of clusters c is 

inferred. 

3.4. Combination strategy 

In this section, we propose a novel strategy to combine a deep learning model and a clustering 

algorithm (see Figure 5 and Figure 6). For each meme, we concatenate text features, image features 

extracted by a pre-trained deep learning model, and one-hot encoded cluster ID produced by the 

clustering algorithm (see Algorithm 1 for a flow chart of CDEL). 
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Figure 5. A simplified diagram of the combination strategy of clustering and deep learning methods. 
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Figure 6. A simplified diagram of the combination of three components. 

Algorithm 1. CDEL Algorithm 

Input: Training set Dtrain; testing set Dtest  

Output: the labels of the samples in Dtest  

Steps: 

1. Traverse the candidate clustering algorithm set to select the optimal clustering algorithm and 

parameters suitable for the current dataset Dtrain; 

2. Traverse the candidate multi-modal deep learning model set to select the optimal classification 

model and hyperparameters suitable for the current dataset Dtrain; 

3. Use the optimal clustering algorithm to divide the training set Dtrain into c clusters, get the 

clustering labels of Dtrain, and get the clustering label set {N1, N2, ..., Nc}; 

4. For i=1 to c do 

Generate one-hot encoding Oi for Ni  

End for 

5. For i=1 to len(Dtrain) do 

Generate text and image embedding ei using optimal classification model for Dtrain[i]; 

Concatenate ei with corresponding clustering label’s one-hot encoding Oi;  

End for 

6. Concatenate embeddings on a dense fully connected layer, followed by a sigmoid (or softmax) 

activation, and train the model; 

7. Prediction of sample memes in Dtest using trained model and evaluation of sample labels in 

Dtest. 

4. Experiments 

4.1. Dataset 

We use the meme emotion classification dataset from the Memotion Analysis competition [9]. The 

organisers of the competition collected these images through querying the Google search engine, 

using 52 different keywords such as Hillary, Trump, etc.. The emotion class labels were annotated 

through crowdsourcing by Amazon Mechanical Turk workers. We focus on task A of the 

competition, which consists in establishing the emotion of memes as one of positive, negative or 

neutral. Each entry in the dataset contains the following relevant fields: image, text, and sentiment. 



The dataset contains a total of 8,870 samples, distributed into 5,271 positive (59.4%), 2,795 

neutral (31.5%) and 804 negative (9.1%) instances. Following Guo et al. [2], where the text field of 

a meme is null in the dataset, we populate it with the text extracted from the image. 

For the experimentation, we rely on the training and test datasets as split by the organizers. In 

addition, we extract a stratified sample from the training set, which becomes the development set 

(Dev). Table 1 shows the distribution of labels across training, dev and test sets. 

 Train Dev Test Sum 

Positive 3,089 1,071 1,111 5,271 

Neutral 1,634 567 594 2,795 

Negative 469 162 173 804 

Sum 5,192 1,800 1,878 8,870 

Table 1. Dataset statistics. 

4.2. Parameter setting 

All the hyper-parameters in the model were adjusted by the performance on the training set. The 

batch size is set to 128, the learning rate is set to 2e-5 and Adam is used as the optimizer. The Dropout 

rate is 0.3. For the LSTM model, we set the number of layers as 1 and the number of units as 128. 

For the BERT model, we choose the uncased BERT-base model, including an encoder with 12 self-

attention heads, 12 Transformer blocks, and a hidden size of 768. Since the dataset is imbalanced, 

we use the strategy of Logit Adjustment [41] to overcome this problem. This strategy is 

implemented by changing the loss function and can be directly used in Keras2. Therefore, the loss 

function we use in our experiments is sparse_categorical_crossentropy_with_prior. 

4.3. Baseline models 

To assess the performance of our CDEL model against other competitive approaches, we also report 

the results of a number of baseline models that achieved top performance at the shared task and can 

be deemed state-of-the-art models based on the assessment on the Memotion dataset: 

⚫ N-gram+VGG-16+SVM [42] use n-grams as text features and VGG-16 for image features, 

concatenate the two kinds of features and classify the final features using Support Vector 

Machine (SVM). 

⚫ ALBERT+VGG-16+multi-task [43] combines A Lite BERT (ALBERT) and VGG-16 into a 

unified architecture. They also use multi-task learning to combine all of the Memotion tasks. 

⚫ LSTM+VGG-16[44] extract text and image features using LSTM and VGG-16 respectively, 

concatenate them and apply a feed-forward neural network to produce the final label. 

⚫ Inception-resnetV2 [45] use inception-resnetV2 to extract only image features and obtain the 

final classification result. 

⚫ BERT + VGG using Softmax [46] use BERT to process text and VGG-16 to obtain the image 

features, and fuse the two kinds of features using two locally-connected layers, with 512 and 

256 hidden units respectively, following a softmax activation. 
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⚫ KNN [47] perform various experiments and the results show that considering either of the text 

or image is better than combination of both. Therefore, their optimal model uses a KNN on 

image embeddings. 

⚫ Guoym [48] use two ensemble types as their combination strategy. On one hand, they perform 

a data-based ensemble, with splitting the training data into five subsets. Each of these subsets 

is then used to train a model, which leads to five models which vary in terms of data and 

parameters. These five models are then combined through an ensemble. On the other hand, for 

the feature-based ensemble, they build five different models: textual models with Bidirectional 

Gated Recurrent Unit (Bi-GRU), Embedding from Language Models (ELMo) and BERT, 

image features with Resnet, and the combined text-vision model. Features extracted by these 

models are combined into the feature-based ensemble. Both ensembles are then combined 

together for the final model. 

⚫ FFNN [19] perform a Feed-Forward Neural Network (FFNN) approach with Word2vec 

embeddings, whose features are only based on text. 

4.4. Evaluation measures 

4.4.1. Performance metrics for clustering 

The methods to assess the performance of clustering include two categories: external indicators and 

internal indicators [49]. Given that external indicators require ground truth cluster labels, which are 

not available in our datasets, we use internal indicators. 

Internal indicators rely on inherent features of the dataset to evaluate the clustering, e.g. average 

similarity within clusters, average similarity between clusters or overall similarity. The most 

common internal indicators are Silhouette Coefficient (SC), Calinski Harabasz Score (CHS), and 

Davies Bouldin Index (DBI). 

To assess the overall performance of the clustering algorithm, we define a Comprehensive 

Indicator (CI). Taking into account that SC and CHS yield positive scores but DBI yields a negative 

score, we define CI as: 

 N N NCI SC CHS DBI= + −  (3) 

where SCN, CHN and DBIN are the normalization format of SC, CHS and DBI. The normalization 

method is 

 N

x( k ) min( X )
x( k )

max( X ) min( X )

−
=

−
 (4) 

4.4.2. Performance metrics for emotion classification 

Following the official evaluation proposed in the Memotion shared task, we adopt the MacroF1 

score. To compute this score, we first calculate the F1 score for each class, as follows: 
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where TP is the number of correct positive samples, FP is the number of negative samples predicted 

as positive, and FN is the number of positive samples predicted as negative. 

For the final MacroF1 score, the average of the F1 scores for all classes is computed: 
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5. Results 

5.1. Selecting the optimal number of clusters 

The range of candidate values of t we get is (0.1, 1.1), which are fed to test the Hierarchical 

Clustering. Figure 7 shows the curves of internal indicators (SC, CHS, and DBI) against t. 

According to each of the indicators, we select: (1) t1 as 0.8 according to SC since the SC is a positive 

score, (2) given that for CHS we cannot find the optimal t from the middle of the curve, we choose 

the optimal t2 as 1.1, and (3) given the DBI yields a negative score, t3 is set to 0.7 based on the Elbow 

method. 

 

Figure 7. Curves of SC (left), CHS (middle), and DBI (right) versus t. 

Table 2 shows the final evaluation results by using the selected set of t candidates, i.e. {t1 = 0.8, 

t2 = 1.1, t3 = 0.7}. Based on these results, we select 0.8 as the best value of t and consequently 1,562 

as the best value of c according to CI. 

 SC CHS DBI CI c 

t1=0.8 0.140 7.858 1.304 1.011 1,562 

t2=1.1 0.106 9.107 1.601 0 2,567 

t3=0.7 0.110 5.869 0.852 0.118 2,561 

Table 2. The value of SC, CHS, DBI, CI, and corresponding c with the optimal t set on Memotion 

Analysis Dataset. The bold value of CI is the best among the three experiments and the bold 1,562 is the 

best value of c according to CI. 

5.2. Selecting the optimal clustering algorithm 

Table 3 summarizes the experimental results of the image clustering algorithms with c = 1,562, 

showing an overall best performance of Hierarchical Clustering among three clustering algorithms. 

 SC CHS DBI CI 

K-means 0.070 6.651 1.312 0.331 

Hierarchical Clustering 0.140 7.858 1.304 1.078 

Spectrum Clustering -0.013 2.147 1.210 0 

Table 3. Comparison of different clustering algorithms. The bold value of CI is the best among the three 

clustering algorithms. 



5.3. Selecting the optimal deep learning classification model 

After determining the optimal clustering algorithm, we determine the optimal joint pre-trained deep 

learning model through experiments on the development set. We report the experimental results in 

Table 4, as MacroF1 scores. From these results, we conclude with DenseNet+LSTM as the most 

accurate of the models under study. 

Model MacroF1 

ResNet+LSTM 0.3240 

ResNet+BERT 0.3441 

DenseNet+LSTM 0.3444 

DenseNet+BERT 0.3374 

Table 4. MacroF1 for different joint pre-trained deep learning models on Memotion Analysis 

development Dataset. The bold 0.3444 is the best value of MacroF1 and the bold DenseNet + LSTM is 

the best model name according to the value of MacroF1. 

5.4. Results of experiments with CDEL and comparison with existing 

methods 

We use the optimal combination of clustering and classification models determined through the 

above process. In the results shown in Table 5, we see that CDEL outperforms all the other models, 

with a relative improvement of 3.4% (or absolute improvement of 1.22%) over the best baseline, 

FFNN. This sets our model as the state-of-the-art model for this task and dataset, which we analyze 

in more detail through ablated models and a breakdown of the results in what follows. 

Model MacroF1 

N-gram+VGG-16+SVM [42] 0.3400 

ALBERT+VGG-16+multi-task [43] 0.3454 

LSTM+VGG-16[44] 0.3460 

Inception-resnetV2[45] 0.3469 

BERT + VGG using Softmax[46] 0.3475 

KNN[47] 0.3500 

Guoym[48] 0.3520 

FFNN[19] 0.3547 

CDEL 0.3669 

Table 5. MacroF1 scores for CDEL and baseline models. The bold 0.3669 indicates that CDEL is the 

best model. 

Table 6 shows the results of the ablation study, where we compare a range of combinations that 

only use one of the modes (image or text), as well as combinations using CDEL’s clustering 

component or not. Looking at the text-only models, we see that there is a minor performance 

difference between LSTM and BERT. After adding the Cluster algorithm, the performance 

difference between LSTM+Cluster and BERT+Cluster for the CDEL models using text only 

increases. When we look at image-only models, however, DenseNet obtains a substantial 



improvement over ResNet. Among the CDEL models using image only, DenseNet achieves a 

further improvement over ResNet, hence proving DenseNet as a more competitive approach. 

 

 Model MacroF1 

Text-only 
LSTM 0.3248 

BERT 0.3203 

Image-only 
DenseNet 0.3432 

ResNet 0.3289 

Text-only CDEL 
LSTM+Cluster 0.3415 

BERT+Cluster 0.3331 

Image-only CDEL 
DenseNet+Cluster 0.3587 

ResNet+Cluster 0.3328 

Table 6. Ablation study. The bold 0.3587 indicates that DenseNet+Cluster is the best model. 

The addition of the clustering component to text-based models (i.e. text-only CDEL over text-

only) leads to improvement, and likewise image-based models (i.e. image-only CDEL over image-

only). Still, none of the ablated models achieves the performance of the complete CDEL model 

incorporating both modes and the clustering component, achieving an overall best 0.3669. 

In order to ensure the robustness of the output results, we split all the data into five parts and 

perform a five-fold cross-validation. The results are 35.90%, 36.03%, 36.00%, 36.39% and 35.89%, 

separately. The final result is 36.04% by taking the arithmetic mean. 

These results demonstrate the potential of the CDEL model and the need to incorporate all of its 

components for optimal performance. In this case, CDEL with all of its components achieved a 

score of 0.3669, outperforming all of the ablated variants. This is because CDEL adds the outcome 

of the Hierarchical Cluster algorithm as an additional feature to the Densenet+LSTM model, 

boosting the MacroF1 from 0.3444 (Densenet+LSTM) to 0.3669 (CDEL), which highlights the 

important benefits of incorporating the clustering model. 

5.5. Breakdown of CDEL results 

Delving into the predictions of the CDEL model, we focus on the confusion matrix shown in Table 

7. The test set contains 1,878 instances, among which 889 are correctly classified by CDEL, leading 

to an accuracy of 47.34%. Still, we observe some common mistakes of the model in distinguishing 

between classes, particularly between the positive and neutral classes, with several actually positive 

instances predicted as neutral (310) and actually neutral instances predicted as positive (287). 

  Predicted class 

  Negative Neutral Positive 

Actual class 

Negative 27 49 97 

Neutral 82 225 287 

Positive 164 310 637 

Table 7. Confusion matrix of the proposed CDEL on Memotion Analysis test Dataset. 

Further looking into the class-specific results of CDEL, we show the Precision, Recall and F1 

scores for each class in Table 8. We observe that the overall best performance is obtained for the 

positive class, whereas the negative class gets the lowest performance. One of the main factors that 



likely has a big impact on this is that the positive class is the most frequent (59.4% of the test set) 

and the negative class is the least frequent (9.1%). 

 

 Precision Recall F1 

Negative 0.0989 0.1561 0.1211 

Neutral 0.3853 0.3788 0.3820 

Positive 0.6239 0.5734 0.5976 

Table 8. Precision, Recall and F1 of each class. 

5.6. Error Analysis 

To identify possible directions for further research to improve the model, we perform an error 

analysis. For a manual analysis of a subset of predictions, we randomly choose 100 mislabeled 

instances. We identify 10 different categories of mispredictions, which we quantify for our analysis 

shown in Table 9. The 10 categories are defined as follows: 

1. texts in the images do not completely match the texts provided with the dataset (e.g., Figure 

8);  
2. sarcastic texts, i.e. texts suggesting the opposite emotion to the actual (e.g., Figure 9);  
3. sarcastic images, i.e. images suggesting the opposite emotion to the actual (e.g., Figure 10);  
4. images that combine multiple concepts, which are difficult for the model to link (e.g., Figure 

11);  
5. examples requiring real-world knowledge (e.g., Figure 12);  
6. inconsistency of emotions expressed in the image and in the text (e.g., Figure 13);  
7. our manual label differs from the one in the dataset (e.g., Figure 14);  
8. text-only memes (e.g., Figure 15);  
9. memes conveying multiple emotions (e.g., Figure 16);  
10. the image is abstract (e.g., Figure 17). 
 

errors (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 

% of total 5% 38% 26% 10% 50% 11% 8% 4% 19% 2% 

Table 9. The result of error analysis. 

From this analysis, we conclude that a number of these cases would require adding more 

information to the models, such as weighting of the features. For example, we can expect that 

emotion-bearing words or facial expressions can support an emotion classification system. However, 

the image or text may play a more important role in some of the cases, hence potentially benefiting 

from further studying means for weighting these features in each case. 

6. Conclusions 

In this paper, we propose CDEL, a novel hybrid model to make the most of a deep learning model 

and a clustering algorithm jointly for emotion classification in internet memes. Evaluating on a 

benchmark meme emotion dataset, Memotion, released as part of the SemEval-2020 Task 8, our 

model achieves state-of-the-art performance, outperforming all previous models. 



The proposed CDEL first extracts face encoding features as they are vital to extract theme features 

of the meme, and selects the most suitable clustering algorithm based on the facial features. After 

that, we build the bimodal deep learning classification models combining pre-trained text and image 

models and select the best one as the optimal emotion classification model. Next, we apply our 

combination strategy to fuse the features of both the deep learning and the clustering algorithms. 
Our work has some limitations and opens up avenues for future research. First, we use the “local 

optimal” strategy to build the model, which is embodied in the process of selecting clustering 

algorithms and joint deep learning models. This strategy may cause the deep learning classification 

model not to obtain a global optimal value. We would need to explore a different method to find the 

“global optimal”. Second, the performance of the CDEL model on the negative class has room for 

improvement. A possible solution to this may be the use of data augmentation techniques to achieve 

a better representation of the class. Third, the lack of additional datasets suitable for this task means 

that we need to restrict our evaluation to the Memotion dataset. In the future, we would like to test 

our model on other datasets to assess its generalizability. Fourth, adding extra information, such as 

commonsense, can also be a promising direction to improve the performance on the most difficult 

memes. Finally, our model can only deal with the static image-with-caption class of meme, but other 

classes of memes, such as memes without text or memes with dynamic images, are not studied, 

primarily owing to the lack of suitable datasets to study them. Creation and publication of datasets 

including other types of memes would be ideal to enable development of models that consider a 

more diverse set of memes. 

Acknowledgements 

This study was supported by the National Natural Science Foundation of China under grant number 

72174086; Xiaoyu Guo conducted part of this work while visiting Queen Mary University of 

London. 

References 

[1] Guo X, Ma J, Zubiaga A et al. A review of internet meme studies: State of the art and outlook. 

Information Studies: Theory & Application 2021; 44(6): 199–207. 

[2] Guo X, Ma J and Zubiaga A. NUAA-QMUL at SemEval-2020 task 8: Utilizing BERT and 

DenseNet for Internet meme emotion analysis. In Proceedings of the Fourteenth Workshop on 

Semantic Evaluation. Barcelona (online): International Committee for Computational 

Linguistics, pp. 901–907. URL https://aclanthology.org/2020. semeval-1.114. 

[3] Sonnad N. The world’s biggest meme is the word “meme” itself. 

https://qz.com/1324334/memes-around-the-world-the-worlds-biggest-meme-is-the-word-

meme-itself/, 2018. 

[4] Doong SH. Predicting the popularity of internet memes with hilbert-huang spectrum. In 

International Conference on Multidisciplinary Social Networks Research. Springer, pp. 483–

494.  

[5] Fersini E, Gasparini F and Corchs S. Detecting sexist meme on the web: A study on textual 

and visual cues. In 2019 8th International Conference on Affective Computing and Intelligent 

Interaction Workshops and Demos (ACIIW). IEEE, pp. 226–231.  



[6] Mussumeci E and Coelho FC. Modeling news spread as an sir process over temporal networks. 

arXiv preprint arXiv:170107853 2016.  

[7] Weng L, Menczer F and Ahn YY. Predicting successful memes using network and community 

structure. In Eighth international AAAI conference on weblogs and social media, pp. 535-544. 

[8] Sabat BO, Ferrer CC and Giro-i Nieto X. Hate speech in pixels: Detection of offensive memes 

towards automatic moderation.arXiv preprint arXiv:191002334 2019. 

[9] Sharma C, Bhageria D, Scott W et al. SemEval-2020 task 8: Memotion analysis- the visuo-

lingual metaphor! In Proceedings of the Fourteenth Workshop on Semantic Evaluation. 

Barcelona (online): International Committee for Computational Linguistics, pp. 759–773. URL 

https:// aclanthology.org/2020.semeval-1.99.  

[10] Wu L, Morstatter F and Liu H. Slangsd: building, expanding and using a sentiment dictionary 

of slang words for short-text sentiment classification. Language Resources and Evaluation 

2018; 52(3): 839–852.  

[11] Beskow DM, Kumar S and Carley KM. The evolution of political memes: Detecting and 

characterizing internet memes with multi-modal deep learning. Information Processing & 

Management 2020; 57(2): 102170. DOI:https://doi.org/10.1016/j.ipm.2019.102170.  

[12] Gal N, Shifman L and Kampf Z. “it gets better”: Internet memes and the construction of 

collective identity. New media & society 2016; 18(8): 1698–1714.  

[13] Mori S, Nishida H and Yamada H. Optical character recognition. John Wiley & Sons, Inc., 

1999. 

[14] Smith R. An overview of the tesseract ocr engine. In Ninth international conference on 

document analysis and recognition (ICDAR 2007). IEEE, pp. 629–633.  

[15] Zannettou S, Caulfield T, Blackburn J et al. On the origins of memes by means of fringe web 

communities. In Proceedings of the Internet Measurement Conference 2018. pp. 188–202.  

[16] Dubey A, Moro E, Cebrian M et al. Memesequencer: Sparse matching for embedding image 

macros. In Proceedings of the 2018 World Wide Web Conference. pp. 1225–1235.  

[17] Priyashree S, Shivani N, Vigneshwar D et al. ’meme’tic engineering to classify twitter lingo. 

In 2017 International Conference on Computational Intelligence in Data Science (ICCIDS). 

IEEE, pp. 1–5.  

[18] Amalia A, Sharif A, Haisar F et al. Meme opinion categorization by using optical character 

recognition (ocr) and naive bayes algorithm. In 2018 Third International Conference on 

Informatics and Computing (ICIC). pp. 1–5. DOI:10.1109/IAC.2018.8780410.  

[19] Keswani V, Singh S, Agarwal S et al. IITK at SemEval-2020 task 8: Unimodal and bimodal 

sentiment analysis of Internet memes. In Proceedings of the Fourteenth Workshop on Semantic 

Evaluation. Barcelona (online): International Committee for Computational Linguistics, pp. 

1135–1140. URL https://aclanthology.org/2020.semeval-1.150. 

[20] Costa D, Oliveira HG and Pinto AM. “in reality there are as many religions as there are papers” 

- first steps towards the generation of internet memes. In 6th International Conference on 

Computational Creativity (ICCC 2015). pp. 300-307 

[21] Kiela D, Firooz H, Mohan A et al. The hateful memes challenge: Detecting hate speech in 

multimodal memes. Advances in Neural Information Processing Systems 2020; 33: 2611-2624.  

[22] Groll E. How russia hacked u.s. politics with instagram marketing. 

https://foreignpolicy.com/2018/12/17/how-russia-hacked-us-politics-with-instagram-

marketing/, 2018. 



[23] Devlin J, Chang MW, Lee K et al. Bert: Pre-training of deep bidirectional transformers for 

language understanding. arXiv preprint arXiv:181004805 2018.  

[24] Yang Z, Dai Z, Yang Y et al. Xlnet: Generalized autoregressive pretraining for language 

understanding. In Neural Information Processing Systems, 32. Curran Associates, Inc. URL 

https://proceedings.neurips.cc/paper/2019/file/dc6a7e655d7e5840e66733e9ee67cc69-Paper. 

pdf.  

[25] Huang G, Liu Z, Van Der Maaten L et al. Densely connected convolutional networks. In 

Proceedings of the IEEE conference on computer vision and pattern recognition. pp. 4700–

4708.  

[26] Cui S, Yin Y, Wang D et al. A stacking-based ensemble learning method for earthquake 

casualty prediction. Applied Soft Computing 2021; 101: 107038.  

[27] Wang Z, Yu Z, Chen CP et al. Clustering by local gravitation. IEEE transactions on cybernetics 

2017; 48(5): 1383–1396.  

[28] Yu Z, You J, Wong HS et al. From cluster ensemble to structure ensemble. Information 

Sciences 2012; 198: 81–99.  

[29] Dang A, Moh’d A, Gruzd A et al. A visual framework for clustering memes in social media. 

In 2015 IEEE/ACM International Conference on Advances in Social Networks Analysis and 

Mining (ASONAM). IEEE, pp. 713–720.  

[30] Cui S, Wang Y, Yin Y et al. A cluster-based intelligence ensemble learning method for 

classification problems. Information Sciences 2021; 560: 386–409. 

DOI:https://doi.org/10.1016/j.ins.2021.01.061.  

[31] Czarnowski I. Cluster-based instance selection for machine classification. Knowledge and 

Information Systems 2012; 30(1): 113–133.  

[32] Fu J, Wang S and Cao C. Chinese metaphor phrase recognition via combining the clustering 

and classification. Journal of Chinese Information Processing 2018; 32(2): 22–28+49.  

[33] Rayhan F, Ahmed S, Mahbub A et al. Cusboost: Cluster-based under-sampling with boosting 

for imbalanced classification. In 2017 2nd International Conference on Computational 

Systems and Information Technology for Sustainable Solution (CSITSS). IEEE, pp. 1–5.  

[34] Tuia D and Camps-Valls G. Semisupervised remote sensing image classification with cluster 

kernels. IEEE Geoscience and Remote Sensing Letters 2009; 6(2): 224–228.  

[35] Geitgey A. Face recognition. https://github.com/ageitgey/face_recognition, 2019. 

[36] Solem JE. Programming Computer Vision with Python: Tools and algorithms for analyzing 

images. O’Reilly Media, Inc., 2012. 

[37] Virtanen P, Gommers R, Oliphant TE et al. Scipy 1.0: fundamental algorithms for scientific 

computing in python. Nature methods 2020; 17(3): 261–272. 

[38] Buitinck L, Louppe G, Blondel M et al. Api design for machine learning software: experiences 

from the scikit-learn project. arXiv preprint arXiv:13090238 2013.  

[39] He K, Zhang X, Ren S et al. Deep residual learning for image recognition. In Proceedings of 

the IEEE conference on computer vision and pattern recognition. pp. 770–778.  

[40] Hochreiter S and Schmidhuber J. Long short-term memory. Neural computation 1997; 9(8): 

1735–1780.  

[41] Menon AK, Jayasumana S, Rawat AS et al. Long-tail learning via logit adjustment. arXiv 

preprint arXiv:200707314 2021.  



[42] Suciati A and Budi I. UI at SemEval-2020 task 8: Text-image fusion for sentiment 

classification. In Proceedings of the Fourteenth Workshop on Semantic Evaluation. Barcelona 

(online): International Committee for Computational Linguistics, pp. 1195–1200. 

DOI:10.18653/v1/2020.semeval-1.158. URL https://aclanthology.org/2020.semeval-1.158.  

[43] Vlad GA, Zaharia GE, Cercel DC et al. UPB at SemEval-2020 task 8: Joint textual and visual 

modeling in a multi-task learning architecture for memotion analysis. In Proceedings of the 

Fourteenth Workshop on Semantic Evaluation. Barcelona (online): International Committee 

for Computational Linguistics, pp. 1208–1214. DOI:10.18653/v1/2020.semeval-1.160. URL 

https://aclanthology.org/2020.semeval-1.160.  

[44] Walinska U and Potoniec J. Urszula walinska at SemEval-2020 task 8: Fusion of text and 

image features using LSTM and VGG16 for memotion analysis. In Proceedings of the 

Fourteenth Workshop on Semantic Evaluation. Barcelona (online): International Committee 

for Computational Linguistics, pp. 1215–1220. URL https://aclanthology.org/2020.semeval-

1.161.  

[45] Ruiz G, Tellez ES, Moctezuma D et al. Infotec + CentroGEO at SemEval-2020 task 8: Deep 

learning and text categorization approach for memes classification. In Proceedings of the 

Fourteenth Workshop on Semantic Evaluation. Barcelona (online): International Committee 

for Computational Linguistics, pp. 1141–1147. URL https://aclanthology.org/2020.semeval-

1.151.  

[46] Bejan I. MemoSYS at SemEval-2020 task 8: Multimodal emotion analysis in memes. In 

Proceedings of the Fourteenth Workshop on Semantic Evaluation. Barcelona (online): 

International Committee for Computational Linguistics, pp. 1172–1178. URL 

https://aclanthology.org/2020.semeval-1.155.  

[47] Bonheme L and Grzes M. SESAM at SemEval-2020 task 8: Investigating the relationship 

between image and text in sentiment analysis of memes. In Proceedings of the Fourteenth 

Workshop on Semantic Evaluation. Barcelona (online): International Committee for 

Computational Linguistics, pp. 804–816. URL https://aclanthology.org/2020.semeval-1.102.  

[48] Guo Y, Huang J, Dong Y et al. Guoym at SemEval-2020 task 8: Ensemble-based classification 

of visuo-lingual metaphor in memes. In Proceedings of the Fourteenth Workshop on Semantic 

Evaluation. Barcelona (online): International Committee for Computational Linguistics, pp. 

1120–1125. URL https://aclanthology.org/2020.semeval-1.148.  

[49] Barak S and Mokfi T. Evaluation and selection of clustering methods using a hybrid group 

mcdm. Expert Systems with Applications 2019; 138: 112817. 

DOI:https://doi.org/10.1016/j.eswa.2019.07.034. 

Error Analysis: Examples 

 



Figure 8. Example of error (1): the text provided with the dataset is “oh go on rub my tummy NO no 

worry”, which misses the bottom part of the text in the meme. 

 

Figure 9. Example of error (2): the text contains “launch the nukes”, which sarcastically bears a negative 

emotion, but the actual label is positive. 

 

Figure 10. Example of error (3): a smiling man in the image suggests a positive emotion, which is 

however neutral if we consider the entire meme. 

 

Figure 11. Example of error (4): it is difficult to link the positivity of the second image with the act of 

wrecking a car in the first image. 



 

Figure 12. Example of error (5): a model needs real-world knowledge to link Donald Trump with the 

idea of building a wall. 

 

Figure 13. Example of error (6): the image bears a positive emotion, whereas the text is negative. 

 

Figure 14. Example of error (7): an example that we would label as neutral, whereas the label in the 

dataset is negative. 



 

Figure 15. Example of error (8): text-only meme. 

 

Figure 16. Example of error (9): the image mixes two different emotions of the same person. 

 

Figure 17. Example of error (10): the image is hard to interpret for a model. 


