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Incorporating external knowledge into dialogue generation has been proven to benefit the performance of
an open-domain Dialogue System (DS), such as generating informative or stylized responses, controlling
conversation topics. In this article, we study the open-domain DS that uses unstructured text as external
knowledge sources (Unstructured Text Enhanced Dialogue System, UTEDS). The existence of unstructured
text entails distinctions between UTEDS and traditional data-driven DS and we aim to analyze these differences.
We first give the definition of the UTEDS related concepts, then summarize the recently released datasets
and models. We categorize UTEDS into Retrieval and Generative models and introduce them from the
perspective of model components. The retrieval models consist of Fusion, Matching, and Ranking modules,
while the generative models comprise Dialogue and Knowledge Encoding, Knowledge Selection, and Response
Generation modules. We further summarize the evaluation methods utilized in UTEDS and analyze the current
models’ performance. At last, we discuss the future development trends of UTEDS, hoping to inspire new
research in this field.
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1 INTRODUCTION
Dialogue systems (DS) attract great attention because of its wide application prospects. Early DS
such as Eliza [198], Parry [26], and Alice [47] attempted to imitate human behaviors in conversations
and challenge different forms of the Turing Test [188]. They worked well but only in constrained
environments, an open-domain DS remained an elusive task until recently [71].
One of the main challenges in open-domain DS is that the generated responses lack sufficient

information [86]. Previous researchers proposed different methods to alleviate this issue. Diversity
enhancement strategies [51, 70, 201, 234] and large scale parameters [13, 145, 233] have been proven
to be effective. In addition to the above methods, introducing external knowledge, such as structured
knowledge graph (KG) [1, 136, 207, 208] or unstructured text [33, 53, 136, 218, 227, 246], into the
dialogue generation attracts great attention. External knowledge acts as an extra resource besides the
context of dialogues and provides more diversified and grounded information for dialogue generation.
Structured knowledge usually means Knowledge Graph1, which is a semantic map obtained

after defining and extracting the named entities and the relations [217, 244] in unstructured text. It
was first proposed to better understand the natural language used in search engine2. Although it has
been widely applicated in natural language processing (NLP) [37, 69, 130, 194] and achieved great
success, some researchers pointed out that complex reasoning [143, 230], unified representation
framework [65, 66, 101], interpretability [210, 229], scalability [131, 216], knowledge aggregation
[140], and knowledge automatic extraction [75] were still facing challenges. Besides the traditional
KG, there are other forms of knowledge, to some extent, that can be seen as structured and used
as external knowledge. For example, Event Graph [212] or Event Logic Graph [34] uses event
descriptions (a sentence or a predicate phrase) as vertices and logical relations (causal, sequential,
etc.) between events as edges; Enhanced KG [95, 245] takes a KG as its backbone and aligns
unstructured text to related entities; Chen et al. [16] used Table Text [83] as external knowledge
for a data-to-text generation task.

Table 1. Classification according to the properties of text.

Category Examples

Factual description Wikipedia articles [33, 141], News reports [57, 68], Domain specific knowledge [175]

Fictional information Stories [212], Novel [52], Persona information [227], Virtual world description [189].
Movie script [186], Movie plots [246], TV dialogues [170], Emotions [148].

Subjective comments Reviews of goods [53] or movies [127], Reddit comments [223], Interview [114]

Unstructured text can be Factual description, Fictional information, or Subjective com-
ments, as shown in Table 1. Factual descriptions are statements of objective facts such as news
reports [57], historical events [33] and domain specific knowledge [175]. Fictional information is
usually artificially constructed text such as stories [212], movie script [186] or TV dialogues [170].
Subjective comments are usually reviews of things in the world that are recognized by more people

1Following Ji et al. [75], we use the terms knowledge graph and knowledge base interchangeably in this paper.
2https://www.blog.google/products/search/introducing-knowledge-graph-things-not-strings
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Table 2. The examples of independent sentences and a document as external knowledge in UTED tasks. The
information used in the dialogue is marked with the same color and font in the external text.

Sentences as external knowledge (Persona-Chat [227])

"I am an artist"; "I have four children"; "I recently got a cat";"I enjoy walking ..."; "I love watching Game of Thrones"

Speaker 1: My children and I were just about to watch Game of Thrones.
Speaker 2: Nice! How old are your children?
Speaker 1: I have four that range in age from 10 to 21. You?
Speaker 2: I do not have children at the moment.

Document as external knowledge (CMUDoG [246])

The Shape of Water is a 2017 American fantasy drama film directed by Guillermo del Toro ... It stars Sally Hawkins
... Set in Baltimore in 1962, the story follows a mute custodian at a high-security government laboratory who falls in
love with a captured humanoid amphibian creature. Rating Rotten Tomatoes: 92 % and average: 8.4/10 ... Critical Res-
ponse: one of del Toro’s most stunningly successful works, a powerful vision of a creative master feeling totally

Speaker 1: I thought The Shape of Water was one of Del Toro’s best works. What about you?
Speaker 2: Yes, his style really extended the story.
Speaker 1: I agree. He has a way with fantasy elements that really helped this story be truly beautiful.
Speaker 2: It has a very high rating on rotten tomatoes, too. I don’t always expect that with movies in this genre.

on social networks [53, 127]. Generally, comments with a high degree of recognition have high
authenticity.
Apart from the categories above, unstructured text can also be divided into independent

sentences and documents. Independent sentences usually do not have logical relationships
between themselves [53, 193, 227]. In contrast, a document contains multiple logically related
sentences, which together constitute a description of the topic of the document [127, 141, 246]. But
in the current stage, most works treat them in a similar way. Hence in this paper, we use a unified
term "unstructured text" to integrate them. But we do believe that there are more sophisticated
semantic structures that can be extracted from documents in future work. Table 2 presents examples
of independent sentences and a document in UTED tasks. The dialogue using document as external
knowledge is also called document-grounded conversation (DGC) [246] or background-based
conversation (BBC) [120]. Notably, the Conversational QA is also based on background documents.
The differences between DGC/BBC and Conversational QA (such as CoQA [149], QuAC [22]
and MANTIS [137]) are the dialogue of DGC/BBC is more diversified (including chit-chat or
recommendation) and not limited to QA.
Compared with structured knowledge such as the KG, unstructured text has the following

advantages. Firstly, the unstructured text contains diversified information, such as commonsense
knowledge [113], stylized information [52, 171], syntactic structures [39], and event logic [212].
Secondly, unstructured text is ubiquitous, continuously updated and easy to obtain due to the rapidly
increased web-page content [151]. These advantages indicate that unstructured text owns a greater
potential to serve as external knowledge in DS than structured knowledge. Hence, incorporating
unstructured text into dialogue attracted the attention of academia (e.g. the Alexa Prize challenge
[147], Dialogue System Technology Challenges (DSTC) [80, 223]) and industry [50, 79, 152, 175].
Thanks to the progressing of the semantic representation learning technology such as pre-trained
models [32, 36, 84, 104, 139, 144, 145, 219], leveraging knowledge in unstructured text to build
an informative and engaging dialogue agent have witnessed great improvement [33, 53, 64, 175].
In this paper, we give a detailed investigation of the Unstructured Text Enhanced Dialogue
System (UTEDS).
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Although UTEDS is considered as a promising research direction, the earlier survey papers in
DS research [15, 31, 71, 160, 163, 214] did not cover this topic. Recent literature reviews in natural
language generation (NLG) research noticed the emerging of UTEDS. Guo et al. [61] focused on the
conditional-NLG technology and introduced knowledge-enhanced text generation. Santhanam and
Shaikh [155] focused on the NLG techniques in DS and introduced several models incorporating
world knowledge into dialogue generation. These work only partially reviewed some related UTED
models. Most recently, Yu et al. [224] considered a variety of different knowledge-enhanced text
generation tasks and answered two questions: how to acquire knowledge and how to incorporate
different forms of knowledge to facilitate text generation. However, their investigation about free-
form text grounded DS was also incomplete. In contrast, we focus on DS with unstructured text as
external knowledge and give a detailed and systematic survey in this domain. We give definitions
of the UTEDS related concepts, divide UTEDS into retrieval and generative models and summarize
current models with a unified paradigm. We introduce the related datasets, specific architectures,
methods, training objects, and evaluation metrics used in UTEDS. Then we summarize and analyze
the experimental results of current models. In addition, we leverage the modules defined in this
paper to point out the future research trends of UTEDS.

As far as we know, we are the first to make a systematic review of the UTEDS. We believe that
incorporating unstructured text information into dialogue generation is the future trend of the
open-domain DS because a large amount of human knowledge is contained in these raw texts. The
research of the UTEDS can assist machines in utilizing human knowledge stored on the internet
and understanding natural language.

The structure of the rest of the paper is as follows:

• In Section 2, we review the UTED datasets.
• In Section 3, we present the system components of Retrieval approaches.
• In Section 4, we outline the system components of the Generative approaches.
• In Section 5, we summarize the current evaluation metrics.
• In Section 6, we analyze the current models’ performance in UTED.
• In Section 7, we put forward promising research directions.

2 DATASETS
Recently, a number of UTED datasets based on different domains have been released [33, 57,
127, 141, 148, 227, 246]. The background unstructured knowledge comes from multi-sources (e.g.
Wikipedia, Newsreports) and the dialogues are either collected from crowd-sourcing platform
(Amazon Mechanical Turk, AMT) or crawled from websites such as Reddit.com.

Table 3 summarizes the characteristics of released UTED datasets from 6 aspects: the source of
the external text, which side of the interlocutors can see the external text, source of conversation,
the domain of dialogues, whether the knowledge texts in the dataset have been labeled, which side
leads the conversation. We give a brief introduction of these datasets based on the classifications
we defined in Tabel 1.

1) Factual description: Vougiouklis et al. [193] first proposed a dataset Aligning Reddit com-
ments with Wikipedia sentences (ARW) and a task to generate context-sensitive and knowledge-
driven dialogue responses. To provide the conversation model with relevant long-form text on
the fly as a source of external knowledge, Qin et al. [141] proposed CbR task where the dialogue
utterance is accompanied with web-text. It is also used by the Sentence Generation Track of DSTC-7
[223]. Topical-Chat [57] dataset relies on multiple data sources, including Washington Post arti-
cles, Reddit fun facts, and Wikipedia articles about pre-selected entities, to enable interactions
between two interlocutors with no explicit roles. The external knowledge provided to interlocutors
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Table 3. Comparison of UTED datasets. * means the external knowledge of different interlocutors can be
different. # means the dataset could be used as UTED. "-" means the text is crawled independently from the
dialogue. "Know." is short for Knowledge. "Philo&Liter" means philosophy and literature. "Flu." means fluency.
(m.l.) means the dataset is multi-lingual, while others are all English. "Fours." stands for Foursquare tips.
"Gov." stands for Government.

Dataset (Language) Know. Source See Text Dialogue Source Domain Labeled Lead by

ARW [193] Wikipedia - Reddit Comments Philo&Liter No Both
GCD [53] Fours./Twitter - Twitter Comments No User
Persona-Chat [227] AMT Both* ParlAI(AMT) Persona No Both
X-Persona(m.l.) [96] AMT Both* TranslationAPI Persona No Both
M-Persona [116] Reddit Both Reddit Open No Both
ED# [148] AMT User AMT Open No User
CMUDoG [246] Wikipedia User/Both AMT Movie No Both
Holl-E [127] Wikipedia Both AMT Movie Span & Flu. Both
WoW [33] Wikipedia Both ParlAI(AMT) Open Know. User
CbR [141] Wikipedia All Reddit Open No All
T-Chat [57] Multi Source Both* ParlAI(AMT) Open No Both
LIGHT [189] AMT Both ParlAI(AMT) Game No Both
BST [164] ParlAI(AMT) Both* ParlAI(AMT) Open Dialogue Mode Bot
KOMODIS [49] IMDB Both* AMT Movie Entities, etc. User
Doc2Dial# [44] Gov. Website Bot Doc2Dial [43] Gov. service Know., etc. User
Interview [114] Public Radio Bot Public Radio Open Dialogue acts Bot
Kialo [157] kialo.com Both kialo.com Open No Both
PEC [243] Reddit Both Reddit Open No Both

could be the same or not, leading to more diverse conversations. Recently, Hedayatnia et al. [68]
presented an amended version of the Topical-Chat dataset with dialogue action plan annotations
on multiple attributes (knowledge, topic, dialogue act). The Doc2Dial [44] uses documents from
government websites as grounded knowledge to imitate dialogues in government service. The
dataset was collected and processed with an end-to-end framework [43]. Although it was proposed
as a task-oriented dataset, it is also suitable for the UTED tasks.
2) Fictional information: The CMUDoG [246] is a dataset built with AMT where dialogue

is generated based on the given background text (Wikipedia articles). The CMUDoG places no
limits on the dialogues, except the two interlocutors respectively play an implicit recommender
and recommended role. The Holl-E dataset [127] was proposed to address the lack of external
knowledge in the DS, which uses Reddit Comments, IMDB, and Wikipedia introductions as the
background. There are two versions of the test set in the Holl-E: one with a single golden reference
and the other with multiple golden references. The dialogues in the Holl-E allow one speaker
to freely organize the language, while the second speaker needs to copy or modify the existing
information (add words before or after a span to ensure smooth dialogue). It is worth noting that
the background document has different length settings (mixed, oracle-reduced, oracle, full-reduced,
full) in the dataset, please refer to the original paper for more detail.
Zhang et al. [227] crowdsourced persona descriptions as external knowledge to construct a

persona consistent dialogue (Persona-Chat). X-Persona dataset is proposed to create multilingual
conversational benchmarks. In X-Persona, the training sets are automatically translated using
translation APIs with several human-in-the-loop passes of mistake correction. In contrast, the
validation and test sets are annotated by human experts to facilitate both automatic and human
evaluations in multiple languages. In the Empathetic-Dialogue (ED) dataset, each conversation is
grounded in a situation that is written by one participant following a given emotion label. There are
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32 emotion labels. The person who wrote the situation description (Speaker) initiates a conversation
to talk about it. The other conversation participant (Listener) becomes aware of the underlying
situation through what the Speaker says and responds. The WoW dataset [33] is constructed with
ParlAI [124] to fill the absence of a supervised learning benchmark task on knowledgeable open
dialogue with clear grounding. Each conversation happens between a wizard who has access to
knowledge (paragraphs and sentences of articles) about a specific topic and an apprentice who is
just eager to learn from the wizard about the topic. Learning in Interactive Games with Humans
and Text (LIGHT) [189] is a large-scale crowdsourced text adventure game, which is used as a
research platform for studying grounded dialogue. Within that game world, the authors collected a
large set of character-driven human-human interactions involving actions, emotes, and dialogues,
with the aim of training models to engage humans in a similar fashion. In the BlendedSkillTalk
(BST) [164] dataset, the authors provided responses from poly-encoder [72] models that have been
trained towards specific skills (ConvAI2, ED, and WoW) as reference to workers in the conversation.
3) Subjective comments: Ghazvininejad et al. [53] leveraged Foursquare tips from a different

person as external knowledge for Twitter conversation, namely Grounded Conversation Datasets
(GCD). Besides plots and articles, datasets such as the DSTC-7 track-2, CMUDoG, and Holl-E also
used movie reviews or Reddit comments and external knowledge. The subjective comments often
accompany by factual descriptions. For example, in the Knowledgeable and Opinionated MOvie
DIScussions (KOMODIS) dataset [49], every dialogue is constrained by a unique set of facts as well
as a suitable set of opinions about the entities in the facts. The participants rated their partner
in terms of Naturalness/Attentiveness/Consistency/Personality/Knowledgeability as labels. The
CMUDoG [246] and the Holl-E [127] both include subjective comments. Interview [114] dataset is
collected from National Public Radio, the dialogues are news interviews based on given situational
context. Kialo [157] dataset is collected from www.kialo.com and uses stance-persona as external
knowledge. M-persona [116] and PEC [243] construct persona descriptions from Reddit comments.

Table 4. Statistics of UTED datasets. * means the statistic is calculated by us. Bold font indicates the maximum
value in the column.

dataset Dialogues Turns/Dialogue Words/Turn Number.of.Text Words/Text

ARW [193] 15,457* 5.0* 57.7* 75,171*(sentences) 23.7*
GCD [53] 1,063,503 2.0 16.7 43,271,508 (facts) 17.6
Persona-Chat [227] 11,981 15.0 13.7* 1,155 (persona) 27.25*
X-Persona [96] 123,484* 14.7* 15.4* 555,185*(persona) 9.77*
M-Persona [116] 700M - - 5M (persona) -
ED [148] 24,850 4.3 15.2 24,850 (emotion & situation) 19.8
CMU_DoG [246] 4,112 21.4 18.6 120 (documents) 908
Holl-E [127] 9,071 10.0 15.3 921 (documents) 727.8
WoW [33] 22,311 9.1 17.2* 1,356,509 (sentences) 30.7
CbR [141] 2.82M 86.2 18.7 32.7k (documents) 7,347.4
T-Chat [57] 11,319 21.9 19.7 3,064* (documents) -
LIGHT [189] 10,777 13.0 18.3 10,777 (background) -
BST [164] 6,808 11.2* - 6,808 (document) -
KOMODIS [49] 7,519 13.8 14.4 13,818 (facts & opinions) -
Doc2Dial [44] 4,470 15.6* 14 458 (documents) 947
Interview [114] 105,848 30.2 - 105,848 (situation) -
Kialo [157] 241,882 2 - 18,255 (persona) -
PEC [243] 355K 2.3* 25.5* 250K (persona) 10.9

Table 4 illustrates the statistics of the above-mentioned UTED datasets with total dialogue num-
bers, average turns per dialogue, average word of each utterance, the total number of unstructured
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texts, average words of each unstructured text. "Turn" represents one utterance of a speaker, two
turns make a conversation. We can observe that, besides Words/Turn, there are big gaps between
datasets in the rest metrics. In order to make better use of these data, the existing UTED models
[4, 77, 92, 105, 119, 150, 173, 179, 232, 235, 237] adopted different structures and methods. In the
following two sections, we categorize the UTEDS into Retrieval models and Generative models and
analyze the current approaches from a component perspective. Although these models conducted
experiments on UTED datasets with given texts, they can be easily generalized to online models
with a decent Information Retrieval (IR) module collecting related knowledge [14, 151].

3 RETRIEVAL MODELS
Retrieval models produce a response by selecting from a candidate set. The advantage of the
retrieval models is that it can give fluent responses, but the disadvantage is that the candidates are
pre-defined, which causes the retrieval models hard to make full use of the dialogue context and
external knowledge. Their structures are shown in Figure 1, the retrieval models are compose of
three modules: Fusion,Matching and Ranking,

Dialogue Context

Retrieval Models

External Knowledge

Response Candidates

Fusion Matching Ranking

Fig. 1. The general system component of the Retrieval models in UTEDS.

Retrieval models take the external knowledge K = (𝐾1, 𝐾2, ..., 𝐾 |𝐾 | ) with |𝐾 | sentences, dialogue
context C = (𝐶1, 𝐶2, ..., 𝐶 |𝐶 | ) with |𝐶 | utterances, and response candidates R = (𝑅1, 𝑅2, ..., 𝑅 |𝑅 | ) with
|𝑅 | candidates as input, aim to select a best response 𝑅𝑖 , (𝑖 ∈ {1, 2, ..., |𝑅 |}) by computing matching
scores over the interaction results of K, C, and R. The Retrieval models first encode K, C, and R to
get the hidden representations ℎ𝐾 , ℎ𝐶 , and ℎ𝑅 . The encoders3 for each input can share parameters
[58] or not [107, 173, 235]. After obtaining the hidden representations, the fusion layer performs
interactions among ℎ𝐾 and ℎ𝐶 , then matching layer matches each candidates with the fusion
results. Lastly, the Ranking layer ranks all the candidates with the matching results.

3.1 Fusion
The Fusion layer fuses the information of K and C for the matching layer. Following Guo et al.
[62] who classified deep matching models into interaction-focused and representation-focused, we
categorize the fusion methods into interaction-based and representation-based4.

Interaction-based method obtains multiple representation matrices from ℎ𝐾 and ℎ𝐶 . The inter-
action can be different forms of attention mechanisms [5, 181, 190]. For example, Zhao et al. [235]
conducted experiments on Persona-Chat and CMU_DoG datasets. In their Document-grounded
Matching Network (DGMN), document-aware context matrices ℎ𝐾

𝐶
and context-aware document

matrices ℎ𝐶
𝐾
are interaction results of the encoding results ℎ𝐾 and ℎ𝐶 . Gu et al. [58] also employed

the interaction-based fusion to get the knowledge-filtered context and context-filtered knowledge.
3For example, HAKIM [173] used BIGRU + self-attention, FIRE [58] used BILSTM to compute the sentence representations.
4Notably, the definition of ours is not exactly the same as Guo et al. [62], please refer to their paper for more details.
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Representation-based method focuses on learning a better semantic representation such as
a fusion vector for computing a simple similarity with response candidates. Zhang et al. [227]
proposed a Profile-Memory model learning to integrate weighted knowledge into context repre-
sentation. The augmented context representation was used to match the response candidates. Sun
et al. [173] adopted a History-Adaption Knowledge Incorporation Mechanism (HAKIM) which
took the i-th turn history representation ℎ𝑖

𝐶
and knowledge representation ℎ𝑖

𝐾
as input and output

the updated knowledge representation ℎ𝑖+1
𝐾

and knowledge-aware history representation ℎ𝑖
𝐶𝐾

. For
the (i+1)-th turn context, ℎ𝑖+1

𝐶
and ℎ𝑖+1

𝐾
were taken as input until all the context representations

were updated. Then they employed a hierarchical encoder to encode all knowledge-aware context
representations into a history vector.

3.2 Matching
The Matching layer pairs the fusion results with each candidate and extracts matching information
from the pairs. It can be categorized into shallow matching and deep matching.
Shallow matching method performs a single interaction after fusion. For example, Lowe

et al. [107] proposed a Knowledge Enhanced (KE) model with the Ubuntu dialogue Corpus as
dialogue and the Ubuntu Manpages as external knowledge. They extended the dual-encoder model
[108] by separately encoding the K, C, and R𝑖 into hidden layer representations ℎ𝐾 , ℎ𝐶 , and ℎ𝑅𝑖 .
Then they used 𝜎 (ℎ𝑘𝑇𝑀𝑘ℎ𝑅𝑖+ ℎ𝑐

𝑇𝑀𝑐ℎ𝑅𝑖 ) to compute the matching score of 𝑅𝑖 . Where𝑀𝑘 and𝑀𝑐
were learnable parameters. Zhao et al. [235] also employed the shallow matching except ℎ𝑅𝑖 was
interacted with 3 items: context ℎ𝐶 , knowledge-aware context ℎ𝐾𝐶 and context-aware knowledge
ℎ𝐶
𝐾
. The 3 interaction matrices were aggregated into a vector with Multilayer perceptron (MLP) to

calculate the final matching score. Yang et al. [218] proposed a Deep Matching Networks (DMN)
for information-seeking conversation. The external knowledge was QA pairs extracted from a
Knowledge Base using response candidates. The DMN calculated the matching information between
each dialogue turn and the candidate response and used a Gated Recurrent Unit (GRU) Cho et al.
[21] or MLP to aggregate all the sequence matching information into a vector. The vector was
finally utilized to compute the score of this candidate.

Deep matching method performs a iteratively referring after fusion. For example, Gu et al. [58]
proposed a Filtering before Iteratively REferring (FIRE) Model. They first employed the interaction-
based fusion to get the knowledge-filtered context ℎ𝐾

𝐶
and context-filtered knowledge ℎ𝐶

𝐾
. On one

side, they interacted ℎ𝑅 with ℎ𝐾
𝐶
to get first layer refering results ℎ𝐾𝐶 ,1

𝑅
and ℎ𝑅,1

𝐾𝐶
. Then ℎ𝐾𝐶 ,1

𝑅
and ℎ𝑅,1

𝐾𝐶

were interacted to get the second layer refering results ℎ𝐾𝐶 ,2
𝑅

and ℎ𝑅,2
𝐾𝐶

. On the other side, ℎ𝐶
𝐾
was

interacted with ℎ𝑅 in the same way to obtain first layer refering results ℎ𝐶𝐾 ,1
𝑅

and ℎ𝑅,1
𝐶𝐾

. ℎ𝐾𝐶 ,1
𝑅

, ℎ𝑅,1
𝐾𝐶

,
ℎ
𝐶𝐾 ,1
𝑅

and ℎ𝑅,1
𝐶𝐾

were used to calculate the first layer matching score 𝑔1. In their experiments, the
iteration layer was set to 3 and the final score was the average of 3 matching scores.

3.3 Ranking
There are three commonly used training methods for ranking: Point-wise, Pair-wise, and List-wise.
Only the first two are employed by UTED models at present. Point-wise calculates the scores
of all candidate responses independently [58, 227]. It usually employs Cross-Entropy Loss as an
objective function. One disadvantage is that the relative relationship between different candidates
is not considered. Pair-wise considers the relative relationship between different candidates.
Models using Pair-wise ranking normally adopt hinge loss function [218, 227] to distinguish a
positive candidate with a negative one and learn to score higher for the ground-truth response. One
disadvantage is that the distribution of all candidates is not modeled. In contrast, List-wise directly
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models the distribution of all response candidates and employs Kullback-Leibler (KL) Divergence
to optimize the gap between the generated distribution and the ground truth one. In Table 5, we
summarize the current Retrieval-based models with the Fusion/Matching/Ranking methods.

Table 5. Module comparison between different Retrievalmodels. "-" means no fusion operation. "R-b" stands for
Representation-based. "I-b" means Interaction-based. "Point/Pair" are short for Point/Pair-wise, respectively.

Models Fusion Matching Ranking Task Fusion Matching Ranking

TF-IDF baseline [227] - Shallow Point TMN [33] - Shallow Point
Starspace [227] - Shallow Pair Transformer [116] R-b Shallow Point
KV-Profile Memory [227] R-b Shallow Point DGMN [235] I-b Shallow Point
KE [107] R-b Shallow Point HAKIM [173] R-b Shallow Point
Retrieval-TMN [33] R-b Shallow Point FIRE [58] I-b Deep Point

4 GENERATIVE MODELS
Generative models generate novel sentences that are more natural and variable by conditioning on
the dialogue history and external knowledge. Their structures are shown in Figure 2, the generative
models consist of Dialogue and Knowledge Encoding, Knowledge Selection, and Response
Generation.

Dialogue Context

Generative Models

External Knowledge Dialogue and

Knowledge 

Encoding

Knowledge 

Selection

Response 

Generation

Fig. 2. The general system component of the Generative models in UTEDS.

The UTED generation task can be defined as follows: given unstructured textK = (𝐾1,𝐾2, ...,𝐾 |𝐾 | )
with |𝐾 | sentences and dialogue contextC = (𝐶1,𝐶2, ...,𝐶 |𝐶 | ) with |𝐶 | utterances, the task is to gener-
ate a 𝑟 tokens response R = (𝑅1, 𝑅2, ..., 𝑅𝑟 ) with probability: 𝑃 (R|C,K;Θ) = ∏𝑟

𝑖=1 𝑃 (𝑅𝑖 |C,K,R<𝑖 ;Θ),
where R<𝑖 = (𝑅1, 𝑅2, ..., 𝑅𝑖−1) and Θ is the model’s parameters. The Dialogue and Knowledge
Encoding module encodes K, C to get hidden representations ℎ𝐾 and ℎ𝐶 . After obtaining the
hidden representations, theKnowledge Selection layer selects useful knowledge from the memory
constructed by ℎ𝐾 and ℎ𝐶 , then Response Generation layer produces the response word by word
with selected knowledge. There is also work trying to combine the advantages of retrieval and
generative methods [204], where the authors first retrieved a response from candidates and then
used the generation model to transfer the retrieval sentence into a more natural one.

4.1 Dialogue and Knowledge Encoding
Dialogue and knowledge encoding aims to learn good representations from raw text to capture
important information for subsequent modules. Researchers utilized different encoding strategies
to achieve this purpose. We categorize the current encoding methods into 4 classes: 1) without
pre-training, 2) with pre-trained word embedding, 3) with contextualized word embedding, and 4)
with explicit knowledge expansion.
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4.1.1 Without Pre-training. Some models used randomly initialized word embeddings and learned
them from scratch during training. For example, on Holl-E task, Zhang et al. [232] used GRU
[23] and Meng et al. [119] employed LSTM [174] as encoder; on CMU_DoG, Li et al. [92] used an
incremental Transformer [190] encoder.

4.1.2 With Pre-trained Word Embedding. The traditional word embeddings (Word2Vec [123], GloVe
[138], etc.) were obtained by pre-training on large corpus. These embeddings contained semantic
information and could help the downstream NLP tasks. In UTED, they were utilized to initialize the
dialogue context and the knowledge, and then input into contextualized encoder [150, 227, 235].
Some work chose to train new word embeddings with these methods. For example, to learn the
representations of internet slangs and spoken English in target corpus, Ye et al. [222] trained a 100
dimension word embeddings via GLoVe from conversations and facts. However, the traditional
word embeddings are fixed and context-independent, they could not resolve the out-of-vocabulary
(OOV) problem and the ambiguity of words in different contexts. So the contextualized word
embedding was introduced.

4.1.3 With Contextualized Word Embedding. To obtain contextualized word embedding, some
Pre-Trained Models (PTMs) (ELMo [139], GPT-1 [144], BERT [32], etc.) were introduced. These
PTMs were first trained on a large corpus, then fine-tuned on specific tasks. The contextualized
embedding has been proven to be better for the downstream NLP tasks [120, 142] than traditional
word embedding.

Moghe et al. [128] used ELMo and BERT to obtain pre-trained words embedding with task corpus.
Golovanov et al. [54] investigated the different architecture of UTEDS and proposed a Multi-Input
(dialogue history, facts, and previously decoded tokens) model where a GPT-1 was duplicated to
form an encoder-decoder structure. Golovanov et al. [55] used the Transformer-enhanced GPT-1
[144], and fine-tuned it on Persona-Chat dataset. Pre-trained GPT-1 was also utilized by Tuan
et al. [187] as the knowledge base and performed knowledge selection in it. Li et al. [89] proposed
zero-resource knowledge-grounded conversation (ZRKGC) model with a pre-trained UNILM [36].
Adapter-Bot [111] used DialoGPT [233] as a shared encoding backbone for several independent
downstream adapters. Each adapter learned to converse with certain skill.
Some researchers proposed their own PTMs with Transformer structure. Dinan et al. [33]

introduced Transformer Memory Network (TMN), a Transformer framework pre-trained with
Reddit [116] and SQuAD [146] then fine-tuned on WoW. Fan et al. [41] introduced a Transformer
Seq-to-Seq model pre-trained on Reddit comments.

4.1.4 With Explicit Knowledge Expansion. The pre-trained word embedding has been proven to
contain semantic knowledge (grammatical [121, 182], syntactical [183], etc.) and world knowledge
[140], these knowledge can be considered as implicit. However, to obtain more explicitly semantic
features for downstream tasks, researchers have adopted many explicit knowledge expansion
methods, such as named-entity recognition (NER) [141], part-of-speech (POS) [185], syntactic tree
[39] and hand-rule features5.

Zhao et al. [236] defined label knowledge (conversation topics, structured knowledge facts in KGs,
etc.) as additional knowledge that enhanced language representations in different aspects. They
used a label knowledge detection module to get the additional label representation, then divided the
type of knowledge into two specific categories (labeled and unstructured) during fine-tuning and
handled them in different ways. Wu et al. [209] proposed controllable grounded response generation
(CGRG). First, they used rule-based extraction to retrieve the co-occurring keywords/phrases in the
dialogue context and the external knowledge, then only used the knowledge sentences containing
5Matching features based on the original word, lower case, lemma, sequence feature, etc.
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these keywords/phrases as external knowledge. They used these co-occurrence relationships to
simplify the attention operations in the GPT-2 [145], thereby controlling effective information
injection and generation. PEE [213] adopted a VAE-based topic model to conduct external persona
information mining. Moghe et al. [128] used GCN to learn structured information. They tested 3
different graph-based structures (dependency, entity co-reference, and entity co-occurrence graphs).
Majumder et al. [113] first trained a Commonsense Transformers Framework [11], then generated
expansions sentence for each external knowledge facts.

4.2 Knowledge Selection (KS)
As the core component of Unstructured Text Enhanced Dialogue System, knowledge selection
module aims to extract semantically and logically related information from the encoded text
representation based on given dialogue history. Most UTED systems followed the Memory Network
Framework [125, 203] with an attention mechanism [5, 190] to dynamically read appropriate
knowledge from the constructed memory. In terms of the existence of a sampling mechanism that
explicitly selects the most relevant text fragments from given background knowledge, we divide
knowledge selection into implicit (soft) selection and explicit (hard) selection.

4.2.1 Implicit Selection. Early UTED system with implicit knowledge selection [53, 127, 129,
227, 246] usually employed the attentional Seq-to-Seq memory network which encoded the context
and unstructured text respectively into a vector or a sequence of vectors as model memory and
used the decoder hidden state as a query to attentively read the memory (or concatenate if the
encoder output is a single vector) [178]. However, this naive structure depended solely on the
attention mechanism to conduct knowledge selection, which was too simple to efficiently link the
context with related knowledge and extract salient information.

To address this problem, some researchers employed some matching operations between context
and knowledge before constructing the memory, we call this early interaction. Many of them
borrowed idea from the Machine Reading Comprehension (MRC) task, such as Meng et al. [119]
from match-lstm [195], Qin et al. [141], Tian et al. [185] from SAN [103] and Arora et al. [4], Zhang
et al. [232] from BiDAF [159]. Instead of predicting a span, they took advantage of the matching
techniques in the MRC model, such as cross attention and matching matrix, to generate a document-
length memory. They posited that early interaction between context and background knowledge
could enable the model to better utilize the context information to pre-select relevant knowledge and
integrate the most salient ones together. Following a similar idea, Li et al. [92] proposed Incremental
Transformer which employed a Transformer structure [190] with stacked self-attention and cross-
attention layers to incrementally encode context and document into a compound memory. Based
on ITDD, Ma et al. [110] considered the relationships between current turn and history turns, they
designed a Compare Aggregate Transformer (CAT) to reduce the noise introduced by history turn.
Ren et al. [150] further claimed that a single token lacks a global perspective, hence they utilized
the matching matrix and implemented an "m-size unfold&sum" operation to select continuous
spans from the background and form a topic transition vector which is used to direct knowledge
selection in the decoding process.

Besides early interaction, different attention mechanism was also investigated. Zheng and Zhou
[241] proposed an Enhanced Transformer Decoder (TED) that attentively read from context and
knowledge representations. Xu et al. [213] proposed a multi-hop memory retrieval mechanism
which stacked several attention layers together, the output of the former layer was used as the query
for subsequent. Wang et al. [197] investigated three different approaches (Concatenate, Alternate
and Interleave) to combining context and knowledge encodings into a Transformer type decoder.
They showed that the Interleave mechanism consistently outperformed concatenate and alternate
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with extensive experiments. Notably, the attention mechanism used in Zheng et al. [242] employed
the Alternate way.

4.2.2 Explicit Selection. Attention mechanisms have been found to operate poorly over long
sequences, as the mechanism was blurry and difficult to make fine-grained decisions [42]. The
significant model performance decline with longer sequences observed in Zhou et al. [246] also
verified this proposition. As a consequence, some scoring and sampling mechanism was proposed
to select fragments (usually a sentence) from original background text and subsequently fed the
corresponding encodings into the decoder in a similar way as the implicit selection. We define this
process as the explicit selection mechanism. Another difference between Implicit and Explicit is
that models with the latter can measure the accuracy of KS.
Similar to the attention mechanism, scoring aims to match dialogue context with each pre-

segmented text piece respectively and generate a preference distribution over them. Dinan et al.
[33] and Lian et al. [93] respectively encoded knowledge sentence and utterance sentences into
a sentence embedding vector and applied dot product attention [109] to derive the preference
distribution. Other simple scoring methods included but were not limited to MLP attention [5] in
Bao et al. [6], Term Frequency Inverse Document Frequency (TF-IDF) similarity in Gopalakrishnan
et al. [57] and K-Nearest-Neighbors in Fan et al. [41]. Ahn et al. [2] classified the above methods as
Reduce-Match strategy since they firstly aggregated the utterances into a single vector and then
matched it with a knowledge vector. They argued that the coarse information condense mechanism
made fine-grained matching difficult, and they further proposed the Match-Reduce strategy which
firstly implemented fine-grained token-level matching operations to obtain matching features
(like matching matrices) and then utilized convolution and pooling operations to aggregate these
features into a scalar score. Instead of computing one single preference distribution, Zhao et al.
[238] regarded knowledge selection as a sequence prediction process that used LSTM to sequentially
select knowledge sentences.
Besides dialogue context, some researchers attempted to utilize other supplementary infor-

mation to facilitate explicit knowledge selection. Kim et al. [77] and Meng et al. [120] posited that
tracking the knowledge usage in dialogue history would enable the model to capture the topic flow
between multi-turns and reduce knowledge repetition. Kim et al. [77] employed a separate GRU
to encode formerly selected knowledge and concatenated the output hidden state with context
embedding to conduct scoring. Similarly, Meng et al. [120] explicitly modeled knowledge tracking
distribution and used the knowledge sampled from tracking distribution to facilitate the derivation
of knowledge shifting distribution, which was exactly the preference distribution over sentences.
Zheng et al. [239] argued that the difference between the knowledge sentence selected at different
dialogue turns usually provides potential clues to KS. They compared knowledge candidates with
the previously selected sentence and used the comparison results as guidance for the final selection.
In addition, Majumder et al. [113] used Commonsense Transformers Framework [11] to generate
expansions for each persona sentence along the nine relation type that ATOMIC [156] provided.
They posited that different utterances had a different preference over the nine relation type, hence
they encoded the relation type as additional information to assist scoring. Liu et al. [105] even
abandoned the scoring mechanism, instead, they expanded the background text with an augmented
graph and aligned each knowledge sentence with a graph vertex. Reinforcement Learning was
used to train the reasoning policy over the augmented graph and the final absorbed state (vertex)
with its corresponding sentence was selected as the knowledge fragment.

Compared with implicit selection, the training process of the explicit selection model deserves
more attention since the sampling operation over categorical distribution is non-differentiable
which causes that the back-propagation with simple Negative Log-Likelihood (NLL) generation
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loss can not update the parameters of preference distribution. When the training dataset contains
the ground truth knowledge label, an auxiliary knowledge loss (i.e. the cross-entropy loss between
the predicted preference distribution and the true knowledge distribution) can be applied to train
the scoring module [33, 77, 120]. However, if golden knowledge is not provided, other solutions
are required. The most naive one is to construct a pseudo-knowledge label with some keyword
matching techniques like TF-IDF cosine similarity [2], BM-25 [240], unigram F1 [238] and Jaccard
similarity [150]. Moreover, Bao et al. [6] designed two reward functions, informativeness reward and
coherence reward, on generated sentence and used policy gradient to train the explicit knowledge
selection module with encoder and decoder parameters pre-trained and fixed. Notably, Gumbel-
Softmax [74] is a common technique for training categorical variables. But Lian et al. [93] claimed
that most of the existing knowledge selection scoring method which based on semantic similarity
was problematic since in a dialogue setting the knowledge might not be semantically related
to given utterance but logically. Simple semantic similarity matching would produce a biased
prior distribution over the predicted preference distribution which made efficient training difficult
without a true knowledge label. To remedy this problem, researchers introduced a teacher-student
training mechanism that defined a response-anticipated scoring module and generated a posterior
preference distribution which was easier trained with Gumbel-softmax because the golden response
was exposed to the model. The posterior preference distribution acted like a soft label that was
used to train the original scoring module via a KL divergence loss during training. Similar idea was
applied by Majumder et al. [113] and Tian et al. [185] as well.

4.3 Response Generation
The Response Generation module takes the results of previous modules (Knowledge and Dialogue
Encoding and Knowledge Selection) and generates the final dialogue response. In this section, we
summarize the Architectures, Methods, and Loss Functions used in generative models. The Losses
are calculated with the decoding results and are closely related to the Architectures and Methods.
Therefore, we introduce them together in this section for the convenience of reading.

4.3.1 Architectures and Methods. The Architectures and Methods utilized in UTED include:
1) Sequence-to-Sequence (Seq-to-Seq) architecture [21, 174] takes a sequence of words and

generates a sequence word by word. Most of the methods used in UTED are based on Seq-to-Seq
architecture. RNN-based [119, 150] and Transformer-based [41, 241] Seq-to-Seq architectures were
widely used in UTED. Song et al. [165] introduced a Generate, Delete and Rewrite framework for
persona consistent dialogue generation. They adopted Seq-to-Seq Transformer architecture and
integrated a matching model to delete the inconsistent words.
2) Reinforcement Learning (RL) agents make decisions and take actions serially through

interaction with the environment, and obtain reward to train action strategy. Li et al. [87] first
employed RL for dialogue generation, where a simple Seq-to-Seq model was used as the generation
model. Three rewards were defined and combined together to boost diverse response generation.
One advantage of RL is the method can leverage non-differentiable rewards. However, the model
performance is sensitive to the design of the rewards and is hard to converge.
In UTED, Bao et al. [6] introduced the Generation-Evaluation (GE) framework for UTED with

the objective of letting both participants know more about each other. For the sake of rational
knowledge utilization and coherent conversation flow, a dialogue strategy that controlled knowl-
edge selection was instantiated and continuously adapted via reinforcement learning. Under the
deployed knowledge selection strategy, two dialogue robots introduced themselves to each other
based on their background information and responded appropriately to the utterances of both
parties. The dialogues they generated and the corresponding background information were used

ACM Transactions on Information Systems, Vol. 1, No. 1, Article 1. Publication date: January 2021.



1:14 Longxuan Ma, Mingda Li, Wei-Nan Zhang, Jiapeng Li, and Ting Liu

for the strategy evaluation module to measure informativeness and coherence. These assessments
were integrated into a compound reward, which served as a reinforcement signal to guide the
continuous evolution of dialogue strategies. Xu et al. [212] presented a novel event graph grounded
RL framework (EGRL). The EGRL first constructed an event graph where vertices represented
events (most simply verb phrases) and edges indicated relations (temporal order, causal relation,
etc.) between the events, then used RL based multi-policy method to conduct high-level content
planning. Liu et al. [102] proposed a Transmitter-Receiver based framework to explicitly model
the understanding between interlocutors, where Transmitter (GPT) was responsible for dialogue
generation, and Receiver (BERT) was responsible for personality understanding. The latter was
similar to a discriminator, which determined whether the dialogue generated by the former fulfilled
the requirements. A weighted sum of Language Style, Discourse Coherence, and Mutual Persona
Perception was calculated as a reward for RL.

3) Conditional Variation AutoEncoder (CVAE) is first used for Conditional Image Generation
[215]. Zhao et al. [234] first proposed Dialogue-CVAE that learned a latent variable to capture
discourse-level variations and generated diverse responses by drawing samples from the learned
distribution.
In UTED, Song et al. [166] designed a memory-augmented CVAE architecture (Persona-CVAE)

that used a standard memory network to encode persona to a vector representation. In order to
capture the relations among dialogue contexts, facts, and responses, Ye et al. [222] introduced a
CVAE model that applied three attention variants to model interactions: context-only attention,
parallel attention, and context-guided fact attention.
The CVAE structure is known to suffer the vanishing latent variable problem [234] that the

model tends to minimize the KL divergence between prior and posterior to 0, which cause the
model can not learn the posterior information. Some methods such as annealing loss trick [222]
or bag-of-words loss [234] were applied to alleviate this problem. Lin et al. [98] pointed out that
the autoregressive computation of the RNN limited the training efficiency of CVAE, they proposed
Variational Transformers models to address the problem.

4) Generative Adversarial Networks (GAN) [56] consists of two alternating training modules:
Generator and Discriminator. The training goal of the generator is to generate data similar to the
real data in the training set. The Discriminator is usually a binary classification model to determine
whether the input is a real training sample or a sample generated by the generator. The training
goal is to distinguish the real data and the generated one. In NLP, Adversarial training is usually
adopted in Reinforcement Learning [88] framework, the output of the discriminator is used as a
reward to train the generative model. The GAN is known to be remarkably difficult to train [3],
especially in NLP [29]. However, according to de Masson d’Autume et al. [29], GANs do not suffer
from exposure bias 6 since the model learns to sample during training.
In UTED, based on adversarial training in dialogue generation [88], Mor et al. [129] proposed

a adversarial approach (Adv) for persona-based dialogue. They used a Seq-to-Seq model as a
generator and GRU+MLP as a discriminator. But unlike Li et al. [88], the Adv model was strictly
adversarial and did not employ pre-training nor auxiliary rewards. Song et al. [167] proposed a
Reinforcement Learning based Consistent Dialogue Generation approach (RCDG) to exploit the
advantages of the natural language inference (NLI) technique to address the inconsistent persona
problem. The generator was a PTM (BERT) and the evaluator consisted of two components: an
adversarially trained naturalness module and an NLI based consistency module. Pan et al. [134]
argued that backward dependency of mutual information was crucial to the variational information
maximization lower bound. They proposed Adversarial Mutual Information (AMI) to identify the

6A distributional shift between training data used for learning and model data required for generation.
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joint interaction between source and target. In this framework, forward and backward networks
could iteratively upgrade or downgrade the instances generated by each other by comparing
real and synthetic data distributions. The model used adversarial training to maximize mutual
information and minimize data reconstruction space simultaneously.
5) Meta-Learning aims to train the initial parameters of the model so that these parameters

can be quickly iterated to new tasks. It is naturally suitable for few-shot or cross-domain tasks.
The previous methods learned an iterative function or a learning rule [192], while Model-Agnostic
Meta-Learning (MAML) proposed by Finn et al. [46] maximize the sensitivity of the loss function
on new tasks. The loss function could be greatly reduced when the parameters were only slightly
changed.
In UTED, Madotto et al. [112] extended MAML to Persona-Agnostic Meta-Learning (PAML).

The PAML trained an initial set of parameters that could quickly be adapted to a new persona
from a few samples. Song et al. [168] proposed the Customize Model-Agnostic meta-learning
(CMAML) algorithm, which could customize a unique model for each dialogue task. In CMAML,
each dialogue model consisted of a shared module, a strobe module, and a private module. The first
two modules were shared by all tasks, and the third private module had a unique network structure
and parameters to capture the characteristics of the corresponding tasks. They also introduced two
steps Customized Model Training method (Private Network Pruning and Joint Meta-learning).
6) Copy mechanism [59, 60] uses decoder hidden state to learn whether to copy words or

fragments directly from the input or to generate words in the vocabulary. It was widely used in
generative models to deal with OOV problem in NLP [158].
In UTED, copy mechanism also played an important role since the decoder needed to copy

information from the dialogue context [237], external knowledge [77, 150, 232] or both [95, 221].
The RefNet [119] model used a decoder switcher to switch between normal generation+copy and

a semantic unit copy. The limitation was that the semantic unit copy needs knowledge labeled data
such as Holl-E for training. Deepcopy [221] designed a decoder copying from multiple knowledge
sentences and the dialogue context. It used a feed-forward network to calculate attention score over
the context and each knowledge sentence with the decoder’s hidden state. They also introduced a
Hierarchical Pointer Network where the decoder hidden state was used to attend over token level
representations and the overall fact level representations.

4.3.2 Loss Function. Training objects used in generative UTED models include:
1) Language model loss: Language Models (LM) commonly adopt Cross-Entropy (CE) loss

where the final hidden state in the decoder is fed into an output layer with softmax to obtain next
token probabilities. These probabilities are then scored using NLL loss where the gold next tokens
are taken as labels. For instance, some approach in UTED employed a single Maximum Likelihood
Estimation (MLE) loss [197]; some others used multiple losses including LM loss [99, 206, 236, 237].

2) Knowledge selection loss: In explicit knowledge selection models, if true labels were given,
the knowledge selection loss, which computed the Cross-Entropy loss between gold knowledge
distribution and predicted knowledge distribution, was always computed [33, 77]. Training with
knowledge selection loss could provide the model with a straightforward signal to direct knowledge
selection. If true labels were not given, some word overlap techniques [2, 150] were employed to
generate pseudo-knowledge labels. Xu et al. [213] designed Persona Exploration and Exploitation
(PEE) framework. The former was based on the VAE structure, the latter used the key-value memory
structure and a mutually reinforcing multi-hop memory retrieval mechanism. Apart from the
NLL, the PEE model introduced two rule-based persona-oriented loss functions: Persona-oriented
Matching (P-Match) loss and Persona-oriented Bag-of-Words (P-BoWs) loss which respectively
supervised persona selection in encoder and decoder.
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3) Priori and posterior loss: Some losses are introduced to minimizing the gap between training
and inference when Teacher-Student or CVAE module is employed. Arora et al. [4] proposed a
Teacher-Student model called RAM with MLE and mean square loss (MSE). The MSE was used
to diminished the gap between the student model and the teacher model. The Persona-CVAE
[166] model was trained with the sum of the following losses: the variational lower bound of the
conditional log-likelihood, the cross-entropy loss of persona memory module and type distribution,
and the bag-of-words loss [234]. Lian et al. [93] introduced Posterior Knowledge Selection (PostKS)
model and used the NLL, bag-of-words (BOW), and KL-Divergence Loss. The posterior knowledge
distribution was used as a pseudo-label for knowledge selection. GLKS [150] used MLE loss, Distant
Supervision loss and Maximum Causal Entropy (MCE) loss. DukeNet [120] proposed a two phases
training scheme: warm-up training phase and dual interaction training phase. In the first phase,
MLE losses (knowledge tracking and shifting loss) were used along with the generation loss. In
the second phase, KL-loss was used to reduce the impact of inaccurate reward estimation and the
overall loss was the combination of MLE losses and KL-loss. Decoupling [187] and COMPAC [113]
used NLL for generation and KL-Divergence for minimizing the knowledge selection distribution
between the prior and posterior. To train a stronger prior knowledge selection module, Chen et al.
[17] used the response in BOW format as the posterior information and an NLL loss over the
vocabulary in a Teacher-Student framework. Meanwhile, a "fix" operation was introduced to ensure
that the prior knowledge distribution did not affect the posterior selection.

4) Mutual information loss:Mutual information between dialogue context and response can be
used to improve diversity [86]. In UTED, Zemlyanskiy and Sha [225] introduced a DiscoveryScore
Metric, which was based on maximizing the mutual information between the current dialogue and
the revealed knowledge. Du and Black [38] designed an iterative training process and integration
method based on Boosting, combining this method with different training and decoding paradigms
as a basic model, including mutual information-based decoding and reward-enhanced maximum
likelihood learning. The reward enhancement was to add exponential level feedback similar to
the evaluation metric in MLE. ZRKGC [89] used Mutual Information Loss between response and
grounding rate of latent knowledge. Besides, marginal log-likelihood with Generalized EM method
[9] was used and Knowledge Selection Loss was adopted.
5) Other losses: When different labels are given, auxiliary loss [114, 157] can be leveraged

in a multi-task learning schema. L-PCFG [39] used both syntactic tree structures and lexicalized
grammar and was trained by minimizing the NLL of both rules and words. RefNet [119] used
generation loss, reference loss and switcher loss (switching between Generation decoder and
Reference Decoder). In a similar way, Tanaka and Lee [178] proposed a convergent and divergent
decoding strategy that could generate informative and diverse responses considering not only given
inputs (context and facts) but also inputs-related topics. They used NLL, copy loss, and switcher loss
(selecting convergent or divergent decoding strategy). Li et al. [90] argued that models trained with
maximum likelihood estimation (MLE): (i) rely too much on copying from the context, (ii) contain
repetitions within utterances, (iii) overuse frequent words, and (iv) at a deeper level, contain logical
flaws. To address these problems, they used the idea of Unlikelihood [201] technique to construct
four additional losses besides MLE in the UTED task.

In Table 6, we summarize the current generation-basedmodels using the categories we introduced
in this chapter.

5 EVALUATION METRICS
At present, the evaluation methods of the UTEDS can be divided into two categories: auto evaluation
and human evaluation. Auto Evaluation can be calculated by computer and is often based on
accuracy[33], word overlaps [135], word embedding similarity [100] between the generated response
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Table 6. Module comparison between different Generative models. "PTM" means Pre-trained Model. "Supp."
means KS with Supplementary information. "EarI." stands for KS with Early Interaction.

Models (Papers) Knowledge & Dialogue Encoding Knowledge Selection Response Generation

KGNCM [53] w/o pre-training (GRU) Implicit (EarI.) Seq-to-Seq
CaKe [232], GLKS [150] w/o pre-training (GRU) Implicit (EarI.) Seq-to-Seq, Copy
Persona-CVAE [166] w/o pre-training (GRU) Implicit Seq-to-Seq, CVAE
KIC [95] w/o pre-training (LSTM) Implicit Seq-to-Seq, Copy
RefNet [119] w/o pre-training (LSTM) Implicit (EarI.) Seq-to-Seq, Copy
L-PCFG [39] w/o pre-training (LSTM) Implicit Seq-to-Seq, Syntactic Tree
Deepcopy [221] w/o pre-training (LSTM) Implicit Seq-to-Seq, Copy
TED [241], GDR [165], w/o pre-training (Transformer) Implicit Seq-to-Seq
Interleave [197]
ITDD [92], CAT [110] w/o pre-training (Transformer) Implicit (EarI.) Seq-to-Seq
CG+CVAE [222] re-trained GloVe (GRU) Implicit Seq-to-Seq, CVAE
CDD [178] GloVe (GRU) Implicit Seq-to-Seq, Copy
Adv [129] GloVe (GRU) Implicit Seq-to-Seq, GAN
RAM [185] GloVe (LSTM) Implicit (EarI.) Seq-to-Seq
CMAML [168] GloVe (LSTM) Implicit Seq-to-Seq, Meta-Learning
CBS [177] GloVe (LSTM) Implicit Seq-to-Seq, Copy
PAML [112] GloVe (Transformer) Implicit Seq-to-Seq, Meta-Learning
DRD [237] PTM (Transformer) Implicit Seq-to-Seq, Copy
KIF [41], Unlikelihood [90] PTM (Transformer) Implicit Seq-to-Seq
Multi-Input [54], LIC [55], PTM (GPT-1) Implicit Seq-to-Seq
MKST [236], P2 Bot [102],
Decoupling [187]
TransferTransfo [206] PTM (GPT-1) Implicit Seq-to-Seq, Copy
SSS [128] PTM (ELMo/BERT) Implicit Seq-to-Seq, Copy
RCDG [167] PTM (BERT) Implicit Seq-to-Seq, GAN
Adapter-Bot [111] PTM (DialoGPT) Implicit Seq-to-Seq
CGRG [209] PTM (GPT-2) Implicit Seq-to-Seq
ZRKGC [89] PTM (UNILM) Implicit Seq-to-Seq

GE [6] w/o pre-training (GRU) Explicit Seq-to-Seq, RL
Match-Reduce [2] w/o pre-training (Transformer) Explicit Seq-to-Seq
PostKS [93] GloVe (GRU) Explicit Seq-to-Seq
DiffKS [239] GloVe (GRU) Explicit (Supp.) Seq-to-Seq, Copy
AKGCM [105] GloVe (LSTM) Explicit (Supp.) Seq-to-Seq, RL, Copy
RR [204] GloVe (LSTM) Explicit Seq-to-Seq
TMN [33], TF [57] PTM (Transformer) Explicit Seq-to-Seq
KnowledGPT [238] PTM (GPT-2/BERT) Explicit Seq-to-Seq
SKT [77], DukeNet [120], PTM (BERT) Explicit (Supp.) Seq-to-Seq, Copy
PIPM+KDBTS [17]
PD-NRG [68] PTM (GPT-1) Explicit Seq-to-Seq

and the ground-truth response. Most recently, model-based [228] auto evaluation is introduced.
Human Evaluation needs humans to evaluate the quality of responses generated by models. Auto
evaluation and human evaluation are normally used together to reflect the models’ performance.

5.1 Auto Evaluation
In this section, we introduce the automatic evaluation metrics currently used in the UTEDS.

5.1.1 Retrieval-based. The ranking of candidate answers is the core of the retrieval DS. Zhao et al.
[235] used R@N which evaluates whether the correct candidate is retrieved in the top N results.
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Dinan et al. [33] adopted Hit@1 (also called Recall@1) which calculated the accuracy of selecting
the right knowledge.

5.1.2 Generative-based. Probability-based: Perplexity (PPL) [8] is usually employed to measure
the probability of the occurrence of a sentence in LM. While in the DS, the PPL measures how well
the model predicts a response, a lower perplexity score indicates better generation performance.
Other than target words, some researchers [114] used Byte Pair Encoder (BPE) [41, 57] to compute
perplexity. The BPE perplexity can better address the OOV problem. Entropy-n [231] reflects how
evenly the empirical n-gram distribution is for a given sentence.
Word overlap with ground truth: BLEU-n [135] measures the n-gram overlap between the

generated response and the golden response. BLEU calculates the geometric average of the accuracy
of BLEU-n. ROUGE-n [94] is based on the calculation of the recall rate of the common sub-sequence
of generating response and the real one. METEOR [82] further considers the alignment between the
generated and the real responses to improve BLEU. WordNet is adopted to calculate the matching
relationship among specific sequence matching, synonym, root, interpretation, etc. NIST [35] is
an improvement of BLEU by summing up each weighted co-occurrence n-gram segments, then
dividing it by the total number of n-gram segments. Distinct-n [86] measures the diversity of reply
by calculating the proportion of distinct n-grams in the total number of n-grams to evaluate the
diversity of generated responses. Word-level F1 [146] treats the prediction and ground truth as
bags of tokens and measures the average overlap between the prediction and ground truth answer.
Exact Match (EM) [211] requires the answers to have an exact string match with human-annotated
answer spans. Wang et al. [197] proposed context use percentage to measure how well the model
utilizes the relevant information from the context. Li et al. [90] measured the fraction of generated
n-grams that appear in the original context as context repetition.

Embedding-based: Greedy Matching [153] is an embedding-based metric that greedily matches
each word in the generated sequence to a reference word based on the cosine similarity of their
embeddings. The final score is then an average over all the words in the generated sequence.
Embedding Average [205] computes a sentence embedding for both the generated sequence and
the ground-truth response by taking an average of word embeddings. The score is then a cosine
similarity of the average embedding for both the generated and reference sequence. Vector Extrema
[48] follows a similar setup to Embedding Average, where the score is the cosine similarity between
sentence embeddings. Rather than taking an average over word embeddings, this method identifies
the maximum value for each dimension of the word embedding. Taking the maximum is motivated
by the idea that common words will be de-emphasized as they will be closer to the origin. Vector
Extrema showed some advantages on dialogue tasks [100]. Skip-Thought [81] uses a recurrent
neural network to produce a sentence-level embedding for the generated and reference sequences.
Cosine similarity is then computed between the two embeddings. Yavuz et al. [221] employed
CIDEr [191] to measure the cosine similarity of generated sentence and reference based-on TF-IDF
vector. To train the diversity of responses, Du and Black [39] used a K-means clustering on the
sentence embeddings of responses and calculated average Squared Euclidean Distance between
members of each cluster.

Model-based: BERTScore [228] uses a pre-trained BERT model to greedily match each word in a
reference response with one word in the generated sequence. By doing so, it computes the recall of
the generated sequence. BERTScore was shown to have a strong system-level and segment-level
correlation with human judgment on several machine translation and captioning tasks. In order
to approximate manually labeled ratings, Mehri and Eskénazi [118] proposed UnSupervised and
Reference-free (USR) evaluation metric. From the perspective of turn level, The USR used five sub-
evaluation metrics (Understandable/Natural/Maintaining Context/Interesting/Using Knowledge)
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and a general evaluation metric (Overall Quality). A regression model was used on top of a
Masked Language Modelling (MLM) and trained to reproduce the overall score from each of the
specific quality scores rated by annotators. The MLM was a fine-tuned RoBERTa [104] model. The
likelihood of a response estimated by the fine-tuned RoBERTa model is used as an automatic metric
for evaluating the understandability and naturalness of responses.
Knowledge based: Qin et al. [141] calculated F1 with non-stop word tokens in the response

that are present in the document but not present in the context. Knowledge R/P/F1 [33] measures
the F1 overlap of the model’s output with the external knowledge. Song et al. [166] proposed
Persona Coverage to evaluate how well persona information was leveraged. Ma et al. [110] proposed
Knowledge-Utilization (KU) to measure how many N-grams in external knowledge are used in
responses. They also introduced Quality of Knowledge Utilization (QKU) to measure the quality of
the N-grams. Point-wise mutual information (PMI) [24] aims to evaluate how smoothly the generated
responses are related to the context and knowledge. Madotto et al. [112] and Song et al. [165]
trained NLI models to measure the persona consistency between persona sentences and generated
responses, their metrics were named C score and Ent, respectively.

Other: Average length of the generated response is often used [141], a response with more words
is usually considered to contain more information.

5.2 Human Evaluation
Similar to the Ranking method of the retrieval models, we can classify human evaluations into 2
categories: Point-wise Grading and Pair-wise Comparison. In Point-wise Grading, workers
need to rate each model independently. In Pair-wise Comparison, workers are required to compare
different models and choose the preferred one. Meanwhile, according to different scoring objects,
we can further divide human evaluations into 2 other categories: Turn-level and Dialogue-level.
Turn-level evaluation scores the quality of the response and is an offline procedure. Dialogue-
level evaluation assesses the quality of multi-turn responses or the entire conversation through
interaction with the model. The same person usually plays the role of both the user (one who
interacts with the system) and the evaluator [45]. For dialogue quality, Appropriateness [244],
Coherence [89], Engagingness [120], Fluency [95], Interest [57], and Naturalness [119] are often
used in human evaluations. For the utilization of external knowledge, Informativeness [95], and
Relevance [236] are usually adopted. In Table 7, We summarize human evaluation metrics in current
UTED models.
There are some other interesting human evaluation metrics recently introduced. Mehri and

Eskénazi [117] introduced 18 metrics from the perspective of each turn or whole dialogue. KIF [41]
employed Acute-Eval dialogue evaluation system [91] which comparing two full dialogues.

6 ANALYSIS
In Table 8, 9, 10 and 11, we present some auto evaluation results of the current UTED models
from original papers. We did not compare human evaluations in different articles because they
lacked a unified standard. It should be pointed out that these experimental results can only be used
as a reference due to the differences in data processing scheme [77] and experimental settings.
For example, generative models might use different data processing schema on the same dataset
[77]; retrieval models on ARW, Persona-Chat, and WoW datasets used 10, 20, and 100 candidates,
respectively. In this section, we analyze these experimental results and present some valuable
conclusions.
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Table 7. Models with different manual evaluation methods. "Point / Pair / Turn / Dialog" are short for "Point-
wise Grading / Pair-wise Comparison / Turn-level / Dialogue-level", respectively.

Models Dataset Categories

TMN [33] WoW Point, Dialog
KIC [95] WoW Point, Turn
KIF [41] WoW Pair, Dialog [91]
DiffKS [239] WoW Pair, Turn / Point, Dialog
PostKS [93] WoW, Persona-Chat Point, Dialog
MKST [236] WoW, Persona-Chat Point, Turn
AKGCM [105] WoW, Holl-E Pair, Turn
SKT [77] WoW, Holl-E Point, Dialog [33]
DukeNet [120], PIPM+KDBTS [17] WoW, Holl-E Point, Turn
Unlikelihood [90] WoW, ConvAI2 Pair, Turn
Match-Reduce [2], KnowledGPT [238] WoW, CMU_DoG Point, Turn
ZRKGC [89] WoW, CMU_DoG, Topical-Chat Point, Turn
ITDD [92], CAT [110] CMU_DoG Point, Turn
RefNet [119], GLKS [150] Holl-E Point, Turn
TF [57] Topical-Chat Point, Turn
PD-NRG [68] Topical-Chat Pair, Turn
CMR [141] CbR Pair, Turn
RAM [185], CGRG [209] CbR Point, Turn

LIC [55], PAML [112], CMAML [168], GDR [165], Persona-Chat Point, Turn
Per-CVAE [166], PEE [213], RCDG [167]

DiscoveryScore [225], P2 Bot [102], Persona-Chat Point, Dialog
RAML [132]+Boosting [38]

TF+AMI [134], COMPAC [113] Persona-Chat Pair, Turn
GE [6] Persona-Chat Pair, Dialog
RR [204] Persona-Chat Point and Pair, Dialog
TransferTransfo [206], Deepcopy [221] ConvAI2 Point, Turn
CG+CVAE [222], CBS [177], CDD [178] DSTC-7 Point, Turn
Moel [97] ED Point, Turn / Pair, Dialog

Table 8. Experimental results of Retrieval models. For WoW, we use the Test Seen and Predicted Knowledge
version. For Persona-Chat, we use the original persona version. F1 is the unigram overlap of the model’s
prediction with the golden response. * means the results are R@1/3/10.

Models Dataset R@1/2/5 % Models Dataset R@1/2/5 % F1 %

TF-IDF [107] ARW 41.0/54.5/70.8 IR baseline [33] WoW 17.8/— —/— — 12.7
KE [107] ARW 41.3/55.4/82.4 BoW MN [33] WoW 71.3/— —/— — 15.6
TF-IDF [227] Persona-Chat 41.0/— —/— — TMN [33] WoW 87.4/— —/— — 15.4
Starspace [227] Persona-Chat 49.1/— —/— — DGMN [235] CMUDoG 65.6/78.3/91.2
KV-Profile Mem [227] Persona-Chat 51.1/— —/— — FIRE [58] CMUDoG 81.8/90.8/97.4
HAKIM [173] Persona-Chat 57.6/72.9/89.9 HAKIM [173] CMUDoG 82.7/93.8/99.5
DGMN [235] Persona-Chat 67.6/80.2/92.9 LSTM [116]* M-Persona 66.3/79.5/90.6
FIRE [58] Persona-Chat 81.6/91.2/97.8 Transformer [116]* M-Persona 74.4/85.6/94.2

6.1 Retrieval Models
In Table 8, we present the results of retrieval-based models. For an earlier ARW task [107], the
TF-IDF weighted cosine similarity did not use external knowledge. The Knowledge Encoder (KE)
model used the external knowledge, but its performance was restrained by a regular RNN encoder
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and was only slightly better than TF-IDF, which indicated that simple encoders were not able to
capture enough semantic information in UTED task.

For Persona-Chat [227], Starspace learned the similarity between the context and the response
by optimizing the embedding directly with the margin ranking loss and k-negative sampling, KV
Profile Memory used an attention-based key-value memory network to select a response. TF-
IDF/Starspace/KV Profile Memory models served as the baselines which concatenated the profiles
with dialogue context and their performance was outperformed by the following models that had
more complicated structures and encoded context, knowledge, and response separately.
For both Persona-Chat and CMUDoG, HAKIM [173] employed a representation-based fusion

method and learned an interaction vector of context and knowledge. DGMN [235] adopted the
Interaction-based fusion method and performed a shallow matching against all fusion matrices.
FIRE [58] also used Interaction-based Fusion but with a multi-levels Deep Matching. FIRE was better
than DGMN on both Persona-Chat and CMUDoG, which indicated the advantage of multi-levels
Deep Matching. HAKIM was worse than the other two on Persona-chat while better than them on
CMUDoG. The reason might lie in the Fusion method and the difference between datasets. HAKIM
employed Representation-based Fusion while others used Interaction-based. CUMDoG has a longer
average length of utterances and external knowledge sentences than Persona-Chat, this entails a
data sparsity problem that the dialogue context only contains little external knowledge.
For WoW [33], IR baseline used a simple word-overlap method and got the worst R@1 and F1.

BoW MN was a Bag-of-Words Memory Network [172], TMN was a pre-trained Transformer based
Memory Network and fine-tuned on WoW. The latter benefits from the representation ability of
the Transformer structure and had better results. For X-Persona [96], the Transformer-based model
was also better than the LSTM-based one.

6.2 Generative Models
In Table 9, 10 and 11, we summarize the auto evaluation results of generative models. For the Holl-E
task in Table 9, the results are based on the single reference and oracle background (256 words)
version of the data. We first compare some models with implicit knowledge selection. The GTTP
[158] model was first proposed for Abstractive Summarization. It was used as one of the baseline
models in the original Holl-E paper [127], the input was a concatenation of document and dialogue
context and the output was a response. The poor performance was caused by the inefficient
interaction between knowledge and context. The Cake [232] used the interaction mechanism
in BiDAF [127] to perform knowledge pre-selection then produced response by copying from
knowledge or generating from the vocabulary. The RefNet [119] extent the copy mechanism by
directly selecting a semantic unit (e.g., a span containing complete semantic information) from the
document. The GLKS [150] argued that previous models adopted a local perspective (select a token
based on the current decoding state). They introduced a global perspective that pre-selected some
text fragments to better guide the generation.
In the explicit knowledge selection models, Kim et al. [77] focused on the role of dialogue

history in knowledge selection. They introduced SKT to select knowledge of each utterance
based on a latent knowledge tracking vector. Based on SKT, Chen et al. [17] enhanced the prior
selection module with a Posterior Information Prediction Module (PIPM) and propose a Knowledge
Distillation Based Training Strategy (KDBTS) to overcome the exposure bias in knowledge selection.
Meng et al. [120] argued that former work did not pay attention to the repetition of knowledge
selection. The DukeNet they proposed had a knowledge shifter and tracker module to capture the
topic flow and reduce knowledge repetition in dialogue. The DiffKS(Dis) [239] model focused on
the knowledge repetition problem as well. It used the dialogue context and the previously selected
knowledge to compute two distributions on the candidate knowledge provided at the current
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Table 9. The Generative models’ performance on Holl-E/CMUDoG/Topical-Chat/CbR datasets. We only show
the Single-reference version of Holl-E and the Rare version of Topical-Chat. * means different data processing
schema. # means div-1/2 from Ghazvininejad et al. [53]. "R1" stands for Recall@1 and is for knowledge
selection.

Model Dataset F1% BLEU(BLEU-1/2/3/4)% ROUGE(1/2/L)% Distinct(1/2) PPL R1%

GTTP [127] Holl-E — —(— —/— —/— —/ 8.73) 23.20/ 9.91/17.35
SSS(BERT) [128] Holl-E — —(— —/— —/— —/22.78) 40.09/27.83/35.20
CaKe [232] Holl-E 26.02(— —/— —/— —/— —) 42.82/30.37/37.48
RefNet [119] Holl-E 40.18 27.00(— —/— —/— —/— —) 42.87/30.73/37.11
GLKS [150] Holl-E 43.75/31.54/38.69
SKT [77] Holl-E* 29.8 48.9 29.2
PIPM+KDBTS [17] Holl-E* 30.8 39.2 30.6
DukeNet [120] Holl-E* — —(— —/— —/— —/19.15) 36.53/23.02/31.46 30.3
DiffKS(Dis) [239] Holl-E* — —(— —/29.9 /— —/25.9 ) — —/26.4 /— — 33.5
AKGCM [105] Holl-E* — —(— —/— —/— —/30.84) — —/29.29/34.72 42.04

ITDD [92] DoG — —(— —/— —/— —/ 0.95) 15.11
CAT [110] DoG* — —(— —/— —/— —/ 1.22) — —/— —/11.22 15.2
DialogT [179] DoG — —(— —/— —/— —/ 1.28) 50.3
DRD [237] DoG 10.7 — —(15.0/ 5.70/ 2.50/ 1.20) 54.4
ZRKGC [89] DoG 12.2 — —(16.1/ 5.2 / 2.1 / 0.9 ) 53.8
KnowledGPT [238] DoG 13.5 20.6
Reduce-Match [2] DoG* 13.6 0.7(— —/— —/— —/— —) 52.4 27.7

ZRKGC [89] T-Chat 16.1 — —(22.3/ 8.0 / 3.7 / 1.9 ) 42.8
TF [57] T-Chat 22 0.80/0.81# 43.6
PD-NRG [68] T-Chat* 22.3 — —(— —/— —/— —/ 2.0 ) — —/— —/10.8 0.022/0.181# 12.62

CMR [141] CbR 0.38 — —(— —/— —/— —/ 1.38) 0.052/0.283
RAM [185] CbR 0.50 — —(— —/— —/— —/ 1.47) 0.053/0.287
CGRG [209] CbR* — —(— —/— —/— —/ 3.26) — —/0.116#

turn, then combine these distributions to choose appropriate knowledge to be used in generation.
Benefiting from the ability to select knowledge more accurately, DiffKS(Dis) had a higher BLEU and
ROUGE than the DukeNet. The AKGCM [105] owned the best BLEU and Hit@1, which showed
reasoning on an augmented knowledge graph was more effective on knowledge selection.

For the CMUDoG task in Table 9, ITDD/CAT/DIalogT/DRD adopted implicit KSmethods, while
KnowledGPT and Reduce-Match used the explicit KS method. DRD worked on the low-resource
setting, and ZRKGC worked with the zero-resource setting. Their performances were very close
except that models based on GPT-2 (KnowledGPT) or a deliberation decoder (ITDD and CAT) get a
lower PPL.
The TF model is the baseline model proposed in Topical-Chat paper [57]. The PD-NRG [68]

conducted experiments on an augmented version of Topical-Chat. They proved that dialogue
action planning could benefit the response generation. Notably, the TF model computed the lexical
diversity while the PD-NRG model used a corpus diversity.

For the CbR task, we compare 3 implicit KS models. The CMR used an MRC model to perform
knowledge selection. The RAM further improved the CMR model by utilizing the response informa-
tion with a Teacher-Student framework. However, the F1 on the CbR was lower than other datasets
because the external knowledge was a much longer document hence the models had difficulty
in locating the salient information. CGRG [209] introduced lexical control phrases and inductive
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attention in a pre-trained GPT-2. It got a higher BLEU-4 than CMR and RAM that used GloVe
embeddings.

Table 10. The UTED models’ performance on the Test Seen version of WoW. "MT." stands for METEOR. *
means different data processing schema or metric definition. "R@1" stands for Recall@1. # means the R@1 is
for response selection while others are for knowledge selection.

Model F1% BLEU(BLEU-1/2/3/4)% ROUGE(1/2/L)% MT.% Distinct(1/2) PPL R@1%

MKST [236]* 0.72(— —/— —/— —/— —) 0.091/0.341
Adapter-Bot [111] 18.0 1.35(— —/— —/— —/— —) 19.5
TED [241]* — —(20.27/9.47/5.33/3.35) 8.45 0.039/0.162
DRD [237]* 18.0 — —(21.8 /11.5 / 7.5 / 5.5 ) 52.0
ZRKGC [89]* 18.9 — —(22.5 / 8.4 / 3.9 / 2.0 ) 41.1
KIC [95]* — —(17.3 /10.5 / 7.7 /— —) 0.138/0.363
Decoupling [187]* 20.1 18.3 90.84#
Unlikelihood [90] 35.8 8.5

PostKS [93]* 1.74 — —(17.2 / 6.9 / 3.4 /— —) 0.056/0.213
Match-Reduce [2] 17.8 1.2 (— —/— —/— —/— —) 60.6 25.4
TMN [33] 18.9 46.5
DiffKS(Dis) [239]* — —(— —/11.3 /— —/ 5.7 ) — —/6.8 /— — 24.7
DukeNet [120]* — —(— —/— —/— —/2.43) 25.17/6.81/18.52 17.09* 26.38
SKT [77]* 19.3 52.0 26.8
PIPM+KDBTS [17]* 19.9 42.7 27.9
AKGCM [105] — —(— —/— —/— —/6.94) — —/7.38/17.02 18.24
KnowledGPT [238] 22.0 19.2
Interleave [197] * 35.7 19.7

In Table 10, we introduce the models’ performance on the WoW dataset. In the implicit KS
models (the first half), different data processing schemes are usually adopted. MKST [236] and
Adapter-Bot7 [111] proposed methods to utilize different types of knowledge. MKST employed
Pre-trained Transformer while Adapter-Bot adopted DialoGPT for multi-task learning and used
BERT as a task identification. TED [241] performed KS with attention in the decoder. DRD [237]
and ZRKGC [89] both utilized PTMs and got competitive results in limited-resource setting. KIC
[95] designed a Knowledge-Interaction and Knowledge-Copy mechanism. The better distinction
value indicated that copying from both knowledge and context could produce a more diverse
response. Tuan et al. [187] trained the Decoupling model to automatically recouple context and
related knowledge, their model performance on response selection is impressive. Unlikelihood [90]
designed 4 novel losses to address the flaws in response generation, such as repetition and logic.
The best F1 and PPL results showed these loss functions could facilitate model convergence.

In the explicit KS models (the second half), PostKS [93] employed a Teacher-Student module to
leverage the response information. They employed a seq-to-seq model without a copy mechanism
and did not use the ground-truth knowledge label. This caused their model hard to train and
obtained the lowest F1 compared with other models. Match-Reduce [2] model matched each context
utterance with knowledge sentences to capture fine-grained interactions and aggregated them as
a training loss. TMN [33] was a baseline model that used a Transformer Memory network with
explicit KS. The DiffKS(Dis) [239], AKGCM [105], DukeNet [120], SKT [77] and PIPM+KDBTS [17]
conducted experiments on both Holl-E and WoW. The Holl-E dataset is a relatively simpler dataset
compared with WoW. DiffKS(Dis) and AKGCM [105] performed KS better than the other three

7Adapter-Bot powered with meta-knowledge has a big improvement (F1 35.5, BLEU 12.26, PPL 9.04).

ACM Transactions on Information Systems, Vol. 1, No. 1, Article 1. Publication date: January 2021.



1:24 Longxuan Ma, Mingda Li, Wei-Nan Zhang, Jiapeng Li, and Ting Liu

models on Holl-E but performed worse than them on WoW. The reason might be the different
encoders they employed. DukeNet, SKT, and PIPM+KDBTS employed a BERT encoder which
might encounter the over-fitting problem on Holl-E. This caused their performance worse than the
relatively simple encoding method (Glove+RNN) DiffKS and AKGCM employed. Notably, AKGCM
got a 42.04% Recall@1 on Holl-E, around 10% higher than the other 4 models. While on WoW,
AKGCM only had an 18.24% Recall@1, around 9% lower than the other 4 models. Besides the
difference of datasets, the convergence instability of RL they used when performing KS might lead
to unstable performance. DukeNet employed METEOR Universal [30], a language-specific version
of the METEOR metric. KnowledGPT [238] had the best PPL showing the effectiveness of GPT-2
[145]. Interleave [197] used different decoder layers to attend knowledge or context in a Seq-to-Seq
Transformer. They had the highest F1 among the explicit KS models.

Among these models, only Match-Reduce, TED, KIC, and Interleave randomly initialized word
embeddings. Generally speaking, their performances are slightly lower thanmodels with pre-trained
embeddings except Interleave because of different data processing schemes.

Table 11. The generative models’ performance on Persona-Chat/ConvAI2/DSTC-7/ED/LIGHT datasets. "Per-
sona" is short for Persona-Chat. "MT." stands for METEOR. * means a difference in data processing or metric
definition. "Ent-4" is short for Entropy-4. "R1" stands for Recall@1 and is for response selection.

Model Dataset F1% BLEU(BLEU-1/2/3/4)% MT.% Ent-4 Distinct(1/2) PPL R1%

Profile Memory [227] Persona 34.5 12.5
RCDG [167] Persona — —/0.127 29.9
PostKS [93] Persona* 8.7 — —(19.0 / 9.8 / 5.9 /— —) 0.046/0.134
GDR [165] Persona 0.037/0.227 16.7
PAML [112] Persona* 0.74(— —/— —/— —/— —) 41.6
CMAML [168] Persona* 1.70(— —/— —/— —/— —) 0.021/— — 36.3
MKST [236] Persona 0.82(— —/— —/— —/— —) 0.095/0.361
Adapter-Bot [111] Persona 15.0 1.55(— —/— —/— —/— —) 11.1
Multi-Input [54] Persona* 2.77(— —/— —/— —/— —) 7.88 9.211 — —/0.155
TF+AMI [134] Persona 9.695 0.104/0.385
L-PCFG [39] Persona* — —(20.9*/— —/— —/— —) 7.77
PEE [213] Persona 18.4 — —(23.19/11.52/6.12/3.50)
P2 Bot [102] Persona 19.8 15.1 81.9
Decoupling [187] Persona 19.9 18.7 66.67
GE [6] Persona* 20.5 0.021/0.097

Deepcopy [221] ConvAI2 4.09(— —/— —/— —/— —) — —/0.059 54.6
LIC [55] ConvAI2 17.7 17.1
Unlikelihood [90] ConvAI2 19.3 11.9
TransferTransfo [206] ConvAI2 19.5 16.3 80.7
BART [84] ConvAI2 20.7 11.9

CG+CVAE [222] DSTC-7* — —( 3.90/0.89/0.22/0.07) 2.62 6.427 0.012/0.027
TED [241] DSTC-7* — —(14.18/5.01/2.11/0.95) 5.60 0.022/0.094
CBS [177] DSTC-7 — —(— —/— —/— —/ 1.83) 8.07 9.030 0.109/0.325
CDD [178] DSTC-7 — —(— —/— —/— —/ 2.43) 0.109/0.442

Adapter-Bot [111] ED 8.53(— —/— —/— —/— —) 12.2

Decoupling [187] LIGHT 18.7 23.2 59.63

In Table 11, the ConvAI2 competition was primarily based on the Persona-Chat dataset and there
was a slight difference in data size between them. For the Persona-Chat task, we find that most
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models applied the implicit KS except GE [6], a Generation-Evaluation framework that adopted
explicit KS method.
Profile Memory [227] was the baseline model proposed in the original paper. It employed a

key-value memory network for persona selection. RCDG [167] employed RL and NLI techniques
to generate persona consistent dialogues. GDR [165] was a three stages method (generate-delete-
rewrite) that deleted inconsistent terms from a generated response and further rewrote it to a
context-consistent one. The better Distinct-2 and PPL results than RCDG showed the method’s
advantage.
PAML [112] utilized meta-learning to learn better initial parameters which could be quickly

adapted to new personas by leveraging only a few dialogue samples collected from the same user.
CMAML [168] proposed an algorithm based on meta-learning that customized a unique dialogue
model for each task in the few-shot setting. MKST [236] and Adapter-Bot [111] aimed to leverage
diverse knowledge source. The former had the second-best Distinct and the latter got the best PPL.
The same trends are observed on WoW and ED tasks. It indicated that the utilization of multiple
types of knowledge benefited the UTED task. Multi-Input [54] employed a PTM (GPT-1) to compare
a number of architectures and training schemes. TF+AMI [134] introduced Adversarial Mutual
Information (AMI) to identify joint interactions between source and target. Since the model used
randomly initialized embedding on an LSTM encoder, it was the Adversarial training object that
helped their model to get the best Distinct and Entropy-4 value among all models.

Du and Black [39] generated the words of a sentence according to the order of their first appear-
ance in its lexicalized PCFG (L-PCFG) parse tree instead of the traditional left-to-right manner. PEE
[213] was a neural topical expansion framework, which was able to extend the predefined knowl-
edge with semantically correlated content before utilizing them to generate dialogue responses. The
BLEU-1/2/3 results were the best, showing some advantages of the knowledge expansion method.
Decoupling [187] and P2 Bot [102] were both based on PTM (GPT-1). The former focused on latent
knowledge selection and the latter paid attention to model the understanding scheme between
interlocutors. They both performed well on the R@1 metric, indicating that these methods were
sensitive to differences between knowledge sentences.

For the ConvAI2 task, Deepcopy [221] had a better BLEU than all models. However, its Distinct-2
was not good. This was contrary to the model’s motivation of using copy mechanism to enhance the
ability of knowledge utilization. It showed that the auto evaluation metircs based on word overlap
were insufficient to reflect the dialogue quality. LIC [55] and TransferTransfo8 [206] used PTM (GPT-
1) and fine-tuned on ConvAI2. Unlikelihood [90] method had an competitive performance compared
with BART [84] which was a PTM with denoising autoencoder and conducted experiments on
ConvAI2 task. Among the results of Persona-Chat and ConvAI2, we observed that models with
PTMs normally had a better PPL than others.

The DSTC-7 task was based on the CbR task except that the external knowledge was organized as
sentences, not documents. CG+CVAE [222] tried different methods to calculate the latent variable
in CVAE, but the GRU-based encoder may restrict the performance. TED [241] improved the
performance with a Transformer-based model with randomly initialized embeddings. CBS [177]
introduced Cluster-based Beam Search and exceeded TED in all metrics with a simple LSTM+copy
framework. CDD [178] had a switcher to control whether to perform convergent or divergent
decoding, it outperformed the CBS in BLEU-4 and Distinct-2. Since these models employed the
random initialized embeddings or GloVe embeddings on simple encoders, we reckon that models
based on large parameter PTMs will achieve better performance on this task.

8Kim et al. [78] proposed a self-consciousness method and a distractor memory to improve the persona consistency in
dialogue. They tested their methods with three models including TransferTransfo.
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6.3 Summary of experimental results
From the current UTED experimental results, we find some interesting conclusions: 1) Adding a
copy mechanism is always helpful in Generative models [77, 119, 120, 150]; 2) PTMs are better at
leveraging semantic information and can improve the models’ performance in most cases; 3) Meta-
learning is now only applied to the Persona-chat dataset and does not show obvious advantages. How
to leverage the meta-learning in UTED requires more investigation; 4) Supplementary information
is useful, such as knowledge expansion [113], syntactic tree structures[39], meta-knowledge [111];
5) Experimental results on most datasets in retrieval models can still improve since the R@1 is below
83% and the candidate sizes are small; 6) By observing the range of various metrics in generative
models: BLEU in (0.7 to 8.6)%, METEOR in (2.6 to 8.5)%, Distinct-2 in (0.025 to 0.445), F1 in (1.7
to 36)%, we can say that despite many different structures and algorithms that researchers have
applied, the dialogue quality and knowledge utilization of the UTEDS still have a lot to improve.

7 FUTURE TRENDS
So far we introduced UTEDS from the perspective of retrieval and generative. The retrieval models
can choose fluent responses from given-candidates but have difficulty adapting to specific dialogue
context and external knowledge. In contrast, generative models can make better use of context
and external knowledge and attract more attention from researchers. Benefiting from the current
powerful PTMs [145, 233], generative models have made significant improvements in producing
fluent responses but still have room for improvement. Figure 3 shows 6 future research trends for
UTEDS. 7.1/7.2/7.3/7.5 refer to both retrieval and generative models, 7.4/7.6 are only suitable for
generative models.

Generative Models

Retrieval Models

Dialogue and

Knowledge 

Encoding

Knowledge 

Selection

Response 

Generation

Fusion Matching Ranking

7.1 Limited Resource Problem

 7.2 Semantic Representation Learning 

7.3 Knowledge Mining

7.4 Interpretable Reasoning

7.5 Evaluation Methods

7.6 Lifelong Machine Learning

Fig. 3. The future research trends of the UTEDS. Each direction points to the related modules of Retrieval
and Generative models.

7.1 Limited Resource Problem
The UTED aims to imitate the real human dialogues where interlocutors can freely refer to their own
knowledge. However, the current dataset constructed by researchers has the following problems:
1) Small data size. Some datasets (ARW [193], CMU_DoG [246], Holl-E [127], etc.) are not big
enough for training large parameter models [246]; 2) Knowledge sparsity. Some datasets (GCD
[53], CMU_DoG [246], CbR [141], etc.) suffer from knowledge sparsity [115, 242] problem which
means the dialogue data collected only contains little external knowledge. This type of data
distribution makes it difficult for the model to learn to inject knowledge into conversation.
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The limited resource problem can be addressed in two directions. The first is data construction, a
large-scale dataset with clear knowledge utilization will be helpful to train the UTED model. Due
to the expense of artificial data construction, we can focus on large-scale dialogue data that the
knowledge utilization is naturally labeled (e.g. when consulting legal texts, the legal knowledge
involved in the dialogue has a clear source and is easy to locate.). The second is model structure, a
specific architecture focusing on knowledge sparsity can be designed. In a broad sense, we consider
the human dialogues to consist of linguistic knowledge, dialogue intentions, and world knowledge.
Linguistic knowledge is the grammatical and syntactical rules, which can be learned by PTMs [142].
The dialogue intentions is "what to act" in a dialogue (e.g. strategies in persuasion [196], negotiation
[247] or recommendation [67] tasks, yes-and dialogue strategy [20]). The world knowledge is "what
to refer" in a dialogue, including commonsense knowledge, entities, and events, etc. The problem is,
some of the dialogue intentions require world knowledge injection, others do not. Even among the
dialogue intentions which need knowledge injection, there is a difference between the knowledge
utilization pattern. These differences cause the UTED model hard to learn the knowledge injection
in different dialogue intentions. Therefore, we believe that a good UTED model needs to set up
different modules to identify the dialogue intentions and control the world knowledge injection.
Besides the above two problems, there are other limited resource problems: 1) the amount

of knowledge available in different languages is extremely imbalanced. For instance, the number
of articles in English is hundreds of times larger than that of Bengali on Wikipedia. This limited
resource problem can be addressed with cross-lingual [19, 27] methods. Retrieving relevant text
from external knowledge in a rich resource language can improve the informativeness of the
response generation in the low resource language; 2) many specialized domains contain their own
specific terms that are not part of the pre-trained LM vocabulary. Some cross-domain [226] methods
can be used to address this problem. Researchers can tap more potential from the cross-lingual and
cross-domain methods.

7.2 Semantic Representation Learning
Semantic representation learning aims to learn universal language representations that contain
salient language knowledge, which can be understood and used by a computer. It is a research
Hotspot in NLP [32, 139, 144, 145].

In UTED, data distribution is different between knowledge and dialogue, and between different
types of knowledge. For example, the language used in movie reviews is different from movie plots.
We need the UTEDS that can better integrate dialogue and knowledge, understand the relationship
between dialogue and knowledge, identify, select, and use knowledge according to the dialogue.
The current knowledge representation methods are not up to the requirements. Some possible
directions are: 1) borrowing ideas from the latest PTMs to fully utilize the structured representation
ability of hidden variable space [28, 85]. The latent spaces can be used to represent knowledge
with different data distribution. 2) the current models usually adopted PTMs and fine-tuning to
distinguish tasks from the parameter perspective but ignored the model-structure perspective,
resulting in similar dialogue models for different tasks. We can design specific model architecture
to jointly learn dialogue and knowledge representations [64]. 3) using task-related domain data to
re-train PTM [63].

7.3 Knowledge Mining
We present 2 knowledge mining categories: 1) Latent dialogue knowledge. The UTEDS need
to mine information not only from external knowledge but also from dialogue context. Latent
attributes of interlocutors can help to build consistent and engaging DS. Tigunova et al. [186]
addressed this type of knowledge acquisition problem by extracting personal attributes from
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the conversation. Specifically, user-generated social media text (Reddit) is used to infer the user’s
experience from voice conversations (movies and Persona-Chat). The current research on extracting
dialogue knowledge focused on exploiting persona [12], emotion [97], or action [7]. Future research
can explore more user behaviors, habits, and other latent characteristics. 2) Long text knowledge
selection. Unstructured knowledge usually comes from web-page text (Wikipedia, news, etc.), and
these web page texts usually contain thousands of words. The existing methods for processing long
texts used MRC technology to implicitly filter the entire text or explicitly truncate the text into
independent sentences. The performance of implicit filtering decreases significantly as the length
of the text increases9, while explicit filtering ignores the logical relationship between sentences
and wastes text information. A possible direction is to integrate the advantages of implicit and
explicit methods for long text knowledge selection.

7.4 Interpretable Reasoning
Interpretable reasoning means that the model can give an explicit, logical and complete reasoning
path to explain the reason of choosing the corresponding knowledge. Interpretable reasoning can
not only help understand machine’s reasoning logic but also meet the ethical requirements of
artificial intelligence. For a long time, researchers have shown a great interest in constructing
models with specific reasoning abilities, such as algebraic reasoning [25], logical reasoning [202],
commonsense reasoning [133], multi-fact reasoning [40, 162, 176, 199], and multiple steps reasoning
[76, 122, 200, 220].

In UTED, most models depended on the attention mechanism to conduct interpretable reasoning,
but the effectiveness of attention for interpretability is still controversial [73, 161]. To address
this, some work first used unstructured knowledge to construct a concrete memory (augmented
knowledge graph [105] or event graph [212]), and then adopted reinforcement learning to reason on
the memory. These explicit KS methods had difficulty in leveraging paragraph-level or document-
level text information compared with attention-based methods. To conduct interpretable reasoning
and leverage the global text information, we believe a more fine-grained structure that using both
implicit KS in text and explicit KS in structured data is the future trend. Meanwhile, some traditional
methods which possess good interpretability, such as symbolic logical reasoning, can be leveraged.

7.5 Evaluation Methods
Generally speaking, DS with good performance needs to produce a response with high semantic
relevance, rich information, and diverse expressions. In UTEDS, the evaluation needs to reflect
not only the dialogue quality but also the external knowledge utilization. For example, Zhao et al.
[236] defined the Fusion F1 (F1 [33]+Knowledge F1 [93]) as an automatic metric to evaluate the
quality of responses. While F1 evaluates the char-based F-score of prediction against gold response,
Knowledge F1 evaluates the exact recall performance of the output response at the char level
relative to the text knowledge. However, due to the expense of human evaluation and the deficiency
of auto evaluation metrics in dialogue scenario [106, 180], we still need to find more reliable auto
evaluation metrics highly correlated with human evaluation.
We believe that model-based evaluations are the future direction. Although earlier methods

such as ADEM [106] which mimic human evaluation have been showed insensitive in adversarial
scenarios [154], recent research [10] outlined that the current PTM can effectively approximate
human annotations when annotating paragraph-level text. Another recently proposed USR [118]
model leveraged the ability of PTM and used a regression model to approximate the specific

9For example, on the Holl-E dataset, the RefNet model got 29.38 and 17.19 BLEU when using 256 and 1200 words external
knowledge, respectively.
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scores rated by annotators. These studies shed light on the future direction of auto evaluations.
However, there are still difficulties in training evaluation models because of the human-annotated
training dataset: 1) the definition of human evaluation metrics lacks a unified standard. For example,
there are no universal standards for what is an interesting response; 2) the workers with different
knowledge backgrounds tend to give very different scores on the same metric; 3) the annotation
data size is small since the human annotations are expensive. We need to solve these problems
which cause bias accumulation in training.

7.6 Lifelong Machine Learning
Lifelong machine learning (LML) [18, 126, 169, 184] requires that the deployed machine learning
system have the capability to continuously improve themselves through interaction with the
environment. As we introduced in Table 3, the UTED datasets involve different domains. We
hope that a UTEDS has a certain memory ability and can learn a new domain knowledge without
forgetting the old one, which is called knowledge retention [18]. We also hope that a UTEDS can
comprehend by analogy, and can perform well in the new domain through existing knowledge,
which is called knowledge transfer [169].

Knowledge retention and knowledge transfer can be seen as high-level abstract memory ability.
The UTEDS with lifelong learning ability needs to design a memory module with appropriate
spatial structure, distinguish good experience from bad ones, preserve experience knowledge, slow
down catastrophic forgetting problem, update the obsolete knowledge, establish new knowledge
in the face of unseen tasks, and balance the mutual influence of memory ability and performance.
There is a lack of architecture, dataset, and benchmarks to test this high-level memory ability of
the UTEDS.

8 CONCLUSION
The UTEDS need to select correct external knowledge according to dialogue and incorporate the
knowledge into response generation. We believe that extracting unstructured text information
during dialogue is the future trend in DS research because a large amount of human knowledge
is contained in these texts. The research of the UTEDS not only possesses a broad application
prospect but also facilitates the DS to better understand human knowledge and natural language.
This article introduces the UTEDS, defines the related concepts, analyzes the current datasets/model
structures/evaluation methods/model performance, and provides views on future research trends,
hoping to help researchers in this field.
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