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The widespread adoption of Online Social Networks (OSNs), the ever-increasing amount of information pro-
duced by their users, and the corresponding capacity to influence markets, politics, and society, have led
both industrial and academic researchers to focus on how such systems could be influenced. While previous
work has mainly focused on measuring current influential users, contents, or pages on the overall OSNs, the
problem of predicting influencers in OSNs has remained relatively unexplored from a research perspective.
Indeed, one of the main characteristics of OSNs is the ability of users to create different groups types, as well
as to join groups defined by other users, in order to share information and opinions.

In this article, we formulate the Influencers Prediction problem in the context of groups created in OSNs,
and we define a general framework and an effective methodology to predict which users will be able to
influence the behavior of the other ones in a future time period, based on historical interactions that occurred
within the group. Our contribution, while rooted in solid rationale and established analytical tools, is also
supported by an extensive experimental campaign. We investigate the accuracy of the predictions collecting
data concerning the interactions among about 800,000 users from 18 Facebook groups belonging to different
categories (i.e., News, Education, Sport, Entertainment, and Work). The achieved results show the quality
and viability of our approach. For instance, we are able to predict, on average, for each group, around a
third of what an ex-post analysis will show being the 10 most influential members of that group. While our
contribution is interesting on its own and—to the best of our knowledge—unique, it is worth noticing that it
also paves the way for further research in this field.
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1 INTRODUCTION

Over the past few years, Online Social Networks (OSNs) have become one of the most important
communication channels among people. They are analyzed in several research fields and for sev-
eral purposes [26, 61]. Usually, they are used for spreading information, opinions, ideas, and even
for advertising events, products, and services. Indeed, OSNs’ users post their contents and receive
feedback (e.g., comments, reactions) from the other users who approve or criticize the posted ma-
terial. Most existing OSNs enable their users to create social groups [54], which are communities
of users that, typically, are characterized by a common interest and meant to facilitate the sharing
of contents among such users.

Some OSN users are able to attract the attention of many other users: Their posts receive a
large number of comments and reactions, or they are reposted several times, thus being visible to
a very large number of other users. The above introduced users are called influencers, and they
are believed to be capable of influencing other users’ behavior (e.g., purchasing decisions, voting)
because of their real (or perceived) authority/trust. Two very large field experiments conducted
on Facebook users confirmed the importance of social influence measuring the response of users
to ads in terms of clicks [6]. In the context of social groups, the role of influencers is even more
clear, because they are able to influence a community with respect to the common interests that
characterize it.

The influencers’ phenomenon has been studied by researchers from academia and industry [10,
43, 46]. Indeed, the task of identifying current influencers or predicting future ones is of paramount
importance, because it brings a wide range of opportunities in many fields, such as science and
economy. Quantifying influence allows us to capture real-world properties of users, which are
very important for both understanding the evolution of the system [54] and providing practical
solutions to relevant real-world tasks, such as finding audience and artists who influence musical
tastes of users [41], identifying promoters for a brand [30, 39], measuring the importance of users
in micro-blogs or games [7, 42, 57], identifying travel bloggers who affect tourism destinations
[38], driving political opinions [56], and affecting health and medical aspects of our life [28, 62].
In most of the previously cited fields, the ability of influencers in conditioning the opinions and
the decisions of a large number of other users has also a relevant economic value. For instance,
several companies rely on one or more OSNs to maximize the spread of their brand, services, and
products. As a matter of fact, the influencer marketing [13] is a new concept defined over the last
few years, which is becoming increasingly popular because it is very effective. The advertisement
of a product would be even more effective if the influencers promoting it are chosen from the social
groups of the OSNs whose topics are related to the product to be advertised. Typically, this market
strategy is carried out by identifying a set of micro-influencers [5], i.e., users who are relevant for a
community and who are able to influence the largest number of community members with respect
to the advertisement [18, 47]. The very same reward of an influencer for conducting an advertising
campaign on a given OSN typically depends on the popularity of the influencer in that OSN. For
the above reasons, being able to know in advance which will be the influencers in a near future
in a given OSN with respect to a given topic would be a competitive advantage for a company,
because it would allow such a company to enter in a long-term advertising contract with such
future influencers at a considerably lower price with respect to already well-known ones.
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1.1 Motivation

Despite the advancement in identifying the influential members of social groups in advance, an
in-depth analysis of the available scientific literature (see Section 9) revealed that such a problem
has not received sufficient attention so far. As a matter of fact, we found out that most of existing
studies are based on Twitter, where the concept of social groups does not exist since tweets are
addressed to everybody or to all the followers of the posting user. Instead, social groups play a
fundamental role in Facebook, which has recently announced the Facebook Community Leadership

Program1: a global initiative that funds with tens of millions of dollars the administrators who
will successfully create and lead groups.2 However, to the best of our knowledge, the studies that
examined influencers in Facebook were not focused on social groups, but they took into account
different scenarios, i.e., identifying influential contents published by users (such as posts [50] or
photos [22]), influential Facebook pages of companies or brands [23, 39], or influential users of
Facebook’s applications [4, 42]. Other than being not focused on social groups, the great majority
of the approaches concerning OSNs’ influential users do not even deal with the prediction of future
influential users, but they are only meant to identify the current ones. Moreover, the few works
performing a prediction [7, 23, 52, 60] are not meant to predict the most influential members
within a social group, but they are actually focused on different aspects of influence with respect
to our proposal (e.g., [60] predicts active neighbors of the users who have an influence on retweet
behaviors; see Section 9 for further details).

Finally, most of the research that has been conducted in the area of social influence has been
mainly focused on proposing new measures to compute influence taking into account distinct
aspects of the OSNs. Consequently, more than 70 different features are already available in the
literature to assess the influence of users [46]. Most cited features measure global influencers of
the OSN, and assume that it is easy to obtain a large sample of data from the OSN to compute such
features. This is the case for Twitter, which has been widely investigated as a platform of choice for
measuring influence of users [7, 14, 17, 48, 51, 52, 57–59] because of its (relative) open platform: the
followers of users and the number of retweets on tweets are public. Instead, as shown in Section 9,
a study of a general, comprehensive and parametric methodology describing in detail all the phases
of the Influencers Prediction process in the context of social groups has not been performed yet.
And this is the gap we intend to fill with this work, as described in the next subsection.

1.2 Contributions

The main contribution of this article is the definition of a framework, instantiated over a complete
methodology, to predict which users will be able to influence the behavior of other users in a
future time period in the context of OSNs’ groups. In particular, our framework defines a workflow
to deal with the peculiar aspects of the Influencers Prediction process, such as the collection
of information about users’ activities from OSNs, the modeling of the collected information,
the data transformation, the prediction of future influential members, and the evaluation of the
accuracy of the prediction. A relevant feature of our framework is that it has been designed to
be modular and general: It is not based on a specific data analysis method, influence measure,
or prediction model. Consequently, a considerable advantage w.r.t. existing proposals is that our
framework allows us to instantiate several distinct versions of the Influencers Prediction process
by implementing the phases of such a process leveraging distinct tools and technologies (e.g., by
adopting different prediction models for the prediction phase). The framework itself allows us to
determine which of such versions provides the best prediction through the prediction accuracy

1https://communities.fb.com/ [last accessed on September 23, 2020].
2https://newsroom.fb.com/news/2018/02/investment-in-community-leaders/.
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evaluation phase. Furthermore, the modular and general proposed approach also shows great
applicability and portability to other scenarios as well. To the best of our knowledge, there is no
similar work in the literature taking into account the prediction of influential members in social
groups. As a matter of fact, our novelty stems from the modeling of the dynamical properties of
the social group arising from time-ordered interactions. Moreover, instead of defining yet another
influence measure, we define a strategy to properly combine existing Time-Aware Centrality
measures to perform the Influencers Prediction process.

Another relevant contribution is the development of a methodology prototype within the pro-
posed framework that allowed us to conduct an extensive experimental validation of the accuracy
of the prediction, i.e., the number of predicted influencers that become real ones in the future
time period the prediction refers to. In particular, we collected the behavior of the users of 18
Facebook groups belonging to five different categories (Education, News, Politics, Entertainment,
Sport), which account for about 800,000 users at the time of writing, and we performed in-depth
investigation of the Influencers Prediction accuracy varying the methodology parameters. For in-
stance, we experimentally observed how the adoption of distinct prediction algorithms, the length
of the time period we monitored the activities of the group members to train the predictor, and
the values of the other parameters of the methodology (see Table 8, given later) affected the accu-
racy of the prediction. The overall results we obtained from our experiments are striking. Indeed,
by properly configuring the methodology parameters, the proposed framework, on average, has
achieved a remarkable prediction accuracy: It has been able to correctly predict at least three of the
top-10 influential members for half of the examined group (see Figure 16(a)). The best prediction
accuracy has been obtained on a group of the Entertainment category for which about six of the
top-10 influential members have been correctly predicted by our framework.

1.3 Outline of the Article

In Section 2, we present a comprehensive review of the scientific literature on modeling and pre-
dicting influence in OSNs. In Section 3, we formulate the Influencers Prediction problem, and we
provide a general overview of the framework we propose in order to solve it. We implemented a
methodology within the proposed framework, and we discuss in Section 4 the approach used by
the methodology to collect information from Facebook’s groups, as well as the description of the
collected data. In Section 5, we provide a detailed model of the collected information that allows
us to capture different degrees of importance of the group’s members. In Section 6, we select some
centrality metrics used to compute importance, and we discuss how such metrics are prepared
for the training and the prediction of the most influential group’s members. Then, we present in
Section 7 a set of prediction algorithms that can be used in our methodology to predict the most
influential members of the groups and to quantify the strength of such influence. Section 8 presents
an assessment of the prediction accuracy of our framework performed over a set of real Facebook’s
groups, while Section 9 provides a discussion of the main novelty of the proposed approach over
the existing ones. Finally, in Section 10, we report conclusions and discuss possible improvements
and future works.

2 RELATED WORK

The task of measuring the users’ influence has attracted the attention of several research commu-
nities because of its potential applications in different domains such as product/item recommenda-
tion [41, 42], marketing [30], diffusion of ideas [38] and opinions [56], health [28, 62], and so forth.
In this section, we review the relevant literature concerning the measurement and prediction of
the users’ influence in OSNs.
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The authors in [48] show that most Twitter’s users act with a passive behavior (i.e., do
not forward content). For this reason, they propose an algorithm that measures the influence
and passivity of the users by using the acceptance rate of their followers and the amount of
interactions that the user rejected from a follower (rejection rate), respectively. Furthermore, they
found evidence of weak correlation between the popularity and influence of users.

The authors in [7] focus on the diffusion of tweets that contain a specific tracking URL provided
by the bit.ly service. They analyze the chains of users who posted the URLs and measure the
influence of the initiator by counting the number of distinct users of each chain. Experimental
results indicate that the most influential current users have also been influential in the past and
that they have a large number of followers. Furthermore, they show that the type of content shared
by users (such as Media, News, or Blog) does not affect the length of the chain created by such
tweets.

In [57], the authors design a social structure based on the retweet information and use it to
infer the level of social interactions. They propose to measure the influence of a user by combining
several standard centrality metrics with weighted parameters. In particular, the proposed measure
combines (through F-measure) the strength of ties of retweets and the topological importance of
the node expressed with the following centrality measures: Betweenness Centrality, Closeness
Centrality, Eigenvector Centrality, and Page Rank.

In [59], the authors propose a score (named TURank) for measuring the importance of Twitter’s
users by using ObjectRank, i.e., an extension of Page Rank that takes into account the types of
edges and nodes of the user’s tweet graph. In order to evaluate TURank, the authors examine
different examinees that compare the TURank score against the number of followers, the number
of retweets, Page Rank, and HITS.

The work proposed in [17] presents an empirical analysis of the influence by using a large
dataset collected from Twitter. The influence of a Twitter’s user is measured by using the number
of followers of a user, the number of retweets, and the number of mentions across different topics
and time windows. They revealed that the number of followers is not enough to measure the
influence of a user. In addition, the most influential users need to put some effort in order to gain
and maintain influence.

The authors in [14] propose a method to evaluate the influence of people by using the user
connectivity. The method is a variant of the k-shell decomposition algorithm, and takes into ac-
count the effectiveness of the k-core decomposition to identify influential spreaders in complex
networks. The authors make two changes to the basic algorithm in order to use the method for
the Twitter network: the first change produces the k-shell logarithmic value and the second one
concerns how the network is interpreted. User influence is measured by the k-shell value produced
by the modified algorithm.

In [58], the authors propose Twitter Rank, an extension of the PageRank algorithm. Twitter-
Rank measures the influence by exploiting both the topical similarity between users and the link
structure. Further details about the Twitter influence measures that exist in the literature can be
found in [46].

In [60], the authors propose the notion of social influence locality, which quantifies how likely a
user will also retweet a content, given that a specific set of the user’s friends already retweeted the
same content. The measure is computed by considering the sum of the random walk probabilities
of all active neighbors and the collection of clusters formed by the active neighbors. To predict the
retweet behavior, the framework uses a logistic regression learner trained by using the influence
locality function.

The authors in [52] propose a supervised rank aggregation to compute the influence of users.
They combine ideas from Sociometry and Social Choice Theory and show the effectiveness of the
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approach by using a collection of 40 million Twitter users. In detail, the authors use the socio-
metrics to predict which users will have a viral outburst of retweets in the following week.

An analysis of FriendFeed is described in [27]. Therein, the authors propose a recursive measure
similar to Page Rank (named influence rank) for identifying influential users in FriendFeed. The
measure computes the influence of a user by considering the number of the user’s followers, the
average number of retweets given by followers to the user’s tweets, and the influence rank of
the user’s followers. In addition, the value of influence is adjusted by considering the root mean
square of all the tweets published by users.

The work proposed in [41] investigates the role of time in social influence and proposes a method
for influence prediction in Last.fm, an OSN where the profiles of users concern their favorite artists
and songs. The artists recommended to a user u at time t depends on both the strength of the
influence between the u and u’s friends and the time elapsed since the friend of u discovered the
artists. The strength of the influence between users a and b depends on the period of time between
consecutive listens of a and b on the same artists.

The authors in [31] propose a method to compute influential bloggers in the BlogCatalog blog-
ging community. They propose a method to aggregate different network measurements into an
influence score by demonstrating that the variation in one metric does not affect the aggregate
value. Furthermore, they discover that influential bloggers form a densely connected core, while
non-influential bloggers remain at the periphery of the network.

In [42], the authors focus on a Facebook quiz application (named Dek.D) and apply association
rule mining to find the relationship between the degree of influence of a user and the characteristics
of users (i.e., age, gender, number of shares and responders in each game category).

The authors in [4] derive the concept of influential and susceptible users from [55] in order to
investigate in more detail if the influence process is mainly driven by the former, the latter, or both.
The experiment was conducted on a Facebook dataset containing the interactions about movies
exchanged between users of a commercial application. The influence and susceptibility of a user
are estimated by modeling the time required to influence a user, as a function of the user’s attributes
(such as age, gender, and relationship status). Results indicate that susceptibility decreases with
age, while women are apparently less influential than men. In addition, they show that the most
influential users are less susceptible to influence, and that they cluster in the network.

A similar approach for measuring influential and susceptible users based on interactions per-
formed in OSNs is proposed in [44]. In particular, the authors define the influence of a user u as
a weighed combination of the out-degree of u, the out-clustering coefficient, and the strength of
u’s links. The same formula is also used to compute the susceptible users (i.e., the users who are
likely to be influenced), but in such a case only the incoming interactions of users are considered
(i.e., the in-degree and the clustering coefficient).

The authors in [39] focus on Facebook brand pages, and they propose a method to identify the
set of users having a higher association value with the pages. The association value is computed
by combining the similarity between the user and the page, and the frequency of the interactions
(namely, posts, comment, and like) with different weights.

The study proposed in [50] investigates the problem of predicting the best time for a user to
publish a content in order to maximize the probability of receiving reactions from the audience.
They compare different predictors that consider the volume of reactions received by a post/tweet in
a specific period of time after its publication. Experimental results on Facebook and Twitter reveal
that the when-to-post problem can be efficiently solved by considering (i) the number of reactions
generated by the friends of a user after the publication time of the post; and (ii) the tendency of a
friend to react to the user’s posts.
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In [23], the authors propose a methodology based on association rules to discover relationships
between users. Furthermore, they use association rules to predict if a user will participate in a post
discussion in the future based on the users’ activity.

Multiple platforms have been analyzed in [45, 63]. In [45], a score is assigned to each user (on
a daily basis) through a supervised model that assigns weights to 3,550 features related to the
network structure (i.e., graph properties), to the profile of a user (e.g., education), and to the inter-
actions among users (e.g., comment or post).

The authors in [63] propose a framework to efficiently compute the influence of users by con-
sidering heterogeneous networks that model information coming from different sources (i.e., the
social relationships, the activities among objects, and the relationships between users and objects).
In particular, the proposed approach uses the previous model to cluster the users in K different
clusters based on similarities between two members. Each cluster represents a category of ac-
tivities that people have engaged in, and the similarities are computed by considering both the
influence derived from social connection and the influence of the social activity.

In [9], the authors propose a method to identify active micro-bloggers by using the social interac-
tions between them. Indeed, InfRank is a PageRank-like algorithm that measures users’ influence
by using the user–retweets graph, where nodes are users and edges are retweets. In detail, the
algorithm measures the ability to spread information in the network.

An alternative approach is proposed in [64]. Therein, the authors introduce SIRank to mea-
sure the spread influence of users in a general micro-blog. The method uses several features: user
interactions, retweet intervals, location of users in information cascades, comments, and so forth.

The authors in [51] propose the problem of influence maximization in the context of information
flows. They provide an algorithm called InFlowMine to discover information flow patterns using
content propagation.

Other research works on this topic focus mainly on proposing efficient algorithms for solving
specific influence problems, such as the topic-based social influence problem [53] or the influence

maximization problem [34].
In contrast to most research works, which are mainly oriented toward influencing prediction

in Twitter, little work has been conducted on Facebook. Indeed, most of the works on Facebook
focus on investigating aspects of the influence process with respect to a single content: such as a
photo [22], a single Facebook page [39], or within a Facebook application [4, 42].

3 A GENERAL FRAMEWORK FOR IDENTIFYING INFLUENTIAL MEMBERS

WITHIN GROUPS

Inspired by the increasing importance of OSN groups as discussion venues, and given the limited
attention they have received from researchers, in this article, we focus on a specific yet relevant
aspect of OSNs: influencers. In particular, we designed a general framework where we have in-
stantiated our methodology for identifying the current most influential members of a group, and
to predict the future ones. In this section, we start by defining the concept of influence on social
groups, and we describe how it can be quantitatively measured starting from the interactions that
occurred among group members. Then, we provide an overview of the proposed framework that
will be described in detail in next sections. Table 1 summarizes the general notation used in the
rest of this article.

3.1 Social Influence

Influence is a very broad concept and a certain ambiguity exists in both industry and academia
about its meaning. Some people equate the influence of users to their popularity, while others see it
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Table 1. Notations and Terms Used to Represent Different Aspects of the Framework

Variable Description

G a generic group of members of the OSN

u a generic member of the group

T a specified time period

ET the set of interactions that occurred in T among the members of the group

IET : G → IR influence measure that assigns to u ∈ G a numerical value in IR
−→
G (V , E ) a directed multigraph (Group Interaction Graph)

V the set of users in the group

E the set of directed edges representing the events between users of V
−→e (v, w ) a directed edge of E where v, w ∈ V

Δ duration of a slice allocated on the time period T
−−→
Gti
= 〈Vti

, Eti
〉 a Group Interaction Graph for a generic slice [ti, ti + Δ)

Vti
the set of the group’s members who interacted with each other in the slice [ti, ti + Δ)

Eti
the edges that occurred between the members of a group in the slice [ti, ti + Δ)

{−−→Gt1,
−−→
Gt2, . . . ,

−−→
Gts
} a temporal network of a group where t1 < t2 < t3 < · · · < ts

M
ti
u = [m1, . . . , mN ] the vector of metrics computed for a member u ∈ Vti

C
ti
u = {c1, c2, . . . , cN ′ } the vector of metrics of size N ′ (named principal components), where N ′ < N

as an indicator of their activity on the OSN. However, there are important differences that need to
be understood in order to design a new system for identifying the influential members of a group.

In the context of social groups defined in OSNs, the influence of members in a group can be
quantified through a measure that leverages the knowledge of this group, such as the activities
performed by the members or the information in their profiles [43, 46]. In this manuscript, we
define the influence of a memberu as the ability ofu to attract the attention of other members as a
result of the activity she performed. We restrict the scope of our study to the activities performed
within the group by its members, while the information on users’ profiles is not considered. This
choice is dictated by the fact that, typically, profile information is private and cannot be accessed
[39]. Furthermore, the activities performed by the members of a group can be categorized as active
or passive. Passive actions cannot be observed by the other members of the group because they
correspond to viewing posts, scrolling comments and replies, or clicking a link of the group. For
this reason, such actions are outside the scope of this work. Instead, we will focus on active actions
that can be observed by all the members of the group (such as publication of contents, comments,
reply, and reactions) [45].

Let ET be the set of interactions that occurred in a specified time period T among the members
of the group G. We define the influence measure IET (u) of a group member u as a function IET :
G → IR, which assigns tou ∈ G a numerical value. Such a value determines to which extent a mem-
ber u influences the activities of the other members of the group in the period T , attracting a high
fraction of the interactions in ET . Once the influence measure has been calculated for each mem-
ber of the group, the most influential members can be selected by comparing their influence scores.

Due to the complexity of the OSN scenario, the influence measure is typically obtained by com-
bining different metrics capturing important aspects of the group (see Section 9). For instance, a
metric for influence can take into consideration the local properties of the members (such as the
type and the volume of the interactions received by other members) and/or global properties re-
lated to the whole structure of the group (such as the importance of a member with respect the
other members of the group and/or the length of the information diffusion triggered by a member).
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Based on the above concept, we can formulate the problem of predicting the most influential
members of a group defined in OSNs as follows:

Problem setting. Given the set ET of the interactions that occurred among the members of the
group G over a specified time period T , the Influencers Prediction is the problem of finding the
future influencers of the group G, i.e., the members who are more likely to influence the other
members of the group in a future time interval T ′ on the basis of the score obtained by the in-
fluence measure IET (). Since in the following we compute the influence measure of each group
separately from the others, we simplify the notation by using IT () instead of IET ().

Since our formulation of the problem is based on social groups within OSNs, it is necessary to
consider the requirements and constraints of the target scenario. Indeed, social groups provided
by most current OSNs are based on a group communication model that provides content delivery
from one member (sender) to all the other members of the group (receivers). Furthermore, there
are several aspects that must be considered when predicting influential members of a group.

Group type. Typically, in social groups, there are no defined relationships between mem-
bers. However, some OSNs provide the capability to assign specific roles to one or more
members of the group (such as administrator or moderator). Since such special members
could exhibit a high number of interactions with the other members of the group because
of administrative reasons, our framework discards them from the analysis.
Group dynamism. In general, any user of the OSN can request to join a group to its ad-
ministrator. Furthermore, some groups can be freely joined without the need to request a
permission to the group administrator. In addition to the join operation, the members of
a group can decide to leave it, for instance, because they are no longer interested in the
group topic. Moreover, a member can also be evicted (banned) from a group, for instance,
because of an inappropriate behavior. As a result, social groups in OSNs are highly dynamic.
In order to capture such dynamism, the membership information of the group is updated
periodically by our framework.
Temporal factor. The members of a group interact over time and the influence measure
should consider the age of such interactions. In particular, to reflect a current phenomenon
we all experience in life, the importance associated with each interaction should decrease
over time. As such, in order to capture the variation in influence of members, the contri-
bution of very old interactions should be mitigated, while the importance of the recent
interactions that occurred in the group should be increased by considering proper weights.

3.2 Framework Overview and Influencers Prediction Workflow

This section defines the general architecture of the proposed framework and describes the work-
flow of the Influencers Prediction process. The workflow consists of a sequence of phases per-
forming different operations on data, namely: Data collection, Data modeling, Data transformation,

Training, and Prediction. A further phase, called Evaluation, can be optionally performed at the
end of the time interval the prediction refers to, i.e., when the real influencers for that interval can
be computed, in order to evaluate the accuracy of the prediction, i.e., how many of the predicted
influential members turned out to be real influencers. The input data and the results produced by
each phase are shown in Figure 1. Moreover, each of these phases consists of one or more tasks
to be executed to produce the results, as shown in Figure 2. The proposed framework has been
designed to be general, i.e., it is not based on a specific data analysis method. As a result, several
data analysis methods and tools can be selected and applied in our framework to implement each
task, depending on the algorithmic approach used to find the most influential members.
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Fig. 1. Workflow of the Influencers Prediction process focusing on data transformation.

Fig. 2. Workflow of the Influencers Prediction process focusing on the tasks performed in each phase.

Data collection. The first phase of the workflow deals with data collection, and it ensures that
updated information related to the activities performed by the members in a selected social group
concerning a given time interval T is gathered from the OSN. The data collection time interval
could cover the entire OSN life, or could include only recent activities, e.g., the last n months. The
social group to be considered for Influencers Prediction is selected based either on target marketing
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strategies or on the domain of interest. To collect from the OSN the relevant data concerning the
interactions that occurred among the members of the group (e.g., likes, comments, replies, and
creation time) in the time period T , two main approaches are typically used. The first approach
consists of implementing a program, named crawler [16, 25], which periodically explores the social
group on behalf of a given user using the HTTP protocol, thus behaving like a web browser,
and extracts information about the item published by the group members. The second approach,
instead, uses the APIs provided by the OSNs’ infrastructures to create an application that collects
data from groups. In this case, OSNs’ users have to authorize such applications to collect their data
by typically issuing an access token that is valid for a limited period of time only [20]. Regardless
of the method used to collect social group information, it is important to be able to collect updated
information in order to both maximize the accuracy of the prediction and avoid the timeliness
problem. In fact, the Influencers Prediction could lead to imprecise results if the Data collection

phase provides out-of-date information about the social group. Due to the dynamic nature of these
systems, changes occur in social group very frequently. As a matter of fact, new interactions are
ceaselessly generated by the members through the publication of new posts, comments, replies,
and so forth. Furthermore, the administrator(s) of a social group can add new users to the group or
remove existing members at any time. For this reason, the Data collection phase must be iterated
periodically, defining a proper sampling frequency. The result of the Data collection phase is the list
of all the interactions (posts, comments, replies) that occurred among the members of the group
in the chosen time period T .

Data modeling. The choice of a suitable model to represent the data gathered in the Data collec-

tion phase is crucial to facilitate data understanding and to allow the execution of the Influencers
Prediction process. Very often such data are represented using the graph formalism, where the
members of the group are represented by vertexes and their activities are represented by edges
connecting vertexes. For example, if user A commented on a post published by user B, an edge
from the vertex representing A to the vertex representing B will be added to the graph. Moreover,
in order to represent the time when an interaction among two users occurred, the time dimension
must be included in the graph model. The resulting formalism captures the structural–temporal
aspects of the social group arising from time-ordered interactions, and it is known under various
names in scientific literature, such as temporal network/graph [33, 35], time-varying graphs [15,
40], contact sequence graph [8, 29], or evolving graph [24]. In these models, the system is defined
as a graph G = 〈V ,E,T 〉, where V is the set of vertices representing the group members, E is the
set of edges between two vertices (a,b) ∀a,b ∈ V , andT is a function that given an edge (a,b) ∈ E
returns a time reference for each of the interactions that occurred between a andb in the period T .
In particular, the previously presented models differ in the representation of such time references.
In fact, the model used by [8, 24, 29] does not take into account the duration of interactions among
users, and, consequently, the functionT applied to an edge (a,b) ∈ E simply returns the set of time
instants t ′1, . . . , t

′
s when the interactions between user a and user b occurred. The purpose of this

model is to enable the analysis of network systems where the duration of the interactions between
members is not important, because the main focus is on the amount of interactions happening at
the same discrete time. Instead, the model proposed by [15, 33, 35, 40] specifies that each interac-
tion starts at a specific point in time and has a duration. In this case, the time function T applied
to an edge (a,b) returns a set of time intervals {(t ′1,δt ′1), . . . , (t ′s ,δt

′
s )}, where t ′i (for i = 1, . . . , s)

is the starting time of the ith interaction between a and b and δt ′i specifies the duration of such
interactions. Also, in this case, we say that the edge e is defined (or present) for some extent of
time and the model is very suitable in all those cases where the duration of the events plays a key
role in understanding the system.
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Another important aspect to consider is the direction of the interactions that occurred among

group’s members. In our case, directed graph
−→
G is used, where the position of vertices in each edge

represents the direction of the interaction.
Finally, since typical social groups provided by current OSNs (such as Facebook and Linkedin)

do not exhibit the relationships between the group’s members (e.g., friend relationships), the most
general model is to consider V as the set of members of a group and to use a member-to-member
edge e for representing each interaction between members. In particular, the edge e specifies the
type of the related interaction (e.g., comment or reply), and it can also contain implicit information
about the interaction (such as the number of reactions received and the type of contents published
in the interaction). Another possibility is to consider a more complete data model where vertexes
V = V1 ∪V2 represent both the members of the group,V1, and the set of contents published by the
members (e.g., posts, comments, and replies),V2. In this case, an edge e can represent different types
of relationships between users and contents, such as, user “publishes a” post, user “comments a”
post, or user “replies to a” comment. The result of the Data modeling phase is a model that properly
represents the time-ordered activities performed by the group’s members.

Data transformation. The Data transformation phase uses the data model built in the previous
phase to compute a set of relevant centrality metrics capturing distinct aspects of the group’s activ-
ities that quantify the importance of the group’s members. In the context of information diffusion,
centrality metrics represent the most popular measures used to derive the importance of users in
the form of a numerical value. According to [46], centrality metrics can be classified into three dif-
ferent categories: activity metrics, popularity metrics, and influence metrics. Activity metrics aim
at quantifying the participation of a member over time (such as the weekly number of posts of a
member), regardless of the number of other users who noticed the participation of such members
(e.g., by posting a reaction). Popularity metrics, instead, focus on the identification of the most pop-
ular members, i.e., those users who have been involved in the interactions among a large number of
other members of the group (e.g., they have been tagged in a large number of posts by other users),
independently of their active participation in the group activities. Finally, the purpose of influence
metrics is to identify members whose interactions have both attracted the attention of other users
and affected their interactions (e.g., the number of comments received on posts or the number of
replies received by comments). Once a relevant set of N centrality metrics has been properly se-
lected and instantiated, the Time-Aware Centrality Measures task computes the value of each
of these metrics for each member of the group. The resulting values are then processed by the
Metrics Selection task, which reduces the number of metrics from N to N ′ (where N ′ < N ). In
particular, the Metrics Selection task applies data dimension reduction techniques and factor
analysis in order to preserve as much as possible the structure of the original centrality metrics
while reducing the number of dimensions. In addition, the Metrics Selection task reduces the
number of dimension taking into account the correlation among the centrality metrics, because it
can affect the accuracy of the predictions and lead to multicollinearity problems. The result of the
Data transformation phase is a set of N ′ derived time-aware centrality metrics computed in the
data collection time interval T for each member of the group.

Training and Prediction. Once the derived centrality metrics have been chosen and the related
results have been computed, the Training and Prediction phase applies predictive tools to extract
the most relevant members of the group. The first task of this phase consists of creating a training
set that contains the data used for the Prediction task. Normally, all the data received from the
Data transformation phase are included in the training set. However, if the Evaluation phase were
to be performed after the prediction, then the training set should include only a part of the data
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received from the Data transformation phase, since a subset of them consisting of the most recent
should be reserved as a test set for the Evaluation phase. Hence, supposing that the Data collection

phase gathered data concerning the time interval [ts , te ], the data concerning the interval [ts , tt )
would belong to the training set, while the data related to the interval [tt , te ] would belong to
the test set. We notice that, since the Prediction task has been performed using the data in the
interval [ts , tt ), the prediction result should be valid for a future period with respect to tt , e.g., for
the period [tt , te ].

The Prediction task represents a building block of our framework, and it can be instantiated
by using the most suitable predictor. As a matter of fact, finding the prediction method that pro-
vides the optimal result for our goal is a very complex task because it requires trying out different
prediction methods. In order to alleviate such an effort, we designed our framework to accommo-
date any prediction algorithm. Consequently, a set of possible candidates can be considered, and
the Prediction task can be instantiated by using each possible prediction method (such as linear
regression, support vector machine, or neural networks). The result of the Prediction task is a
list of members of the group, each paired with a numeric score, which enables us to compare their
influences.

The Top-k Predicted Influential Members task, given the list of members and the scores
resulting from the Prediction task, is responsible for selecting a subset of k of the most influential
members. A straightforward and fast method to select such k members is to consider the score of
each member and to take the k top-ranked ones. Hence, the result of the Training and Prediction

phase is the list of the k most influential members of the group.

Evaluation. The workflow can be optionally extended by executing the Evaluation phase, which
is in charge of evaluating the accuracy of the results generated by the Training and Prediction

phase. As a matter of fact, the accuracy of the prediction depends on the configuration chosen
when the framework is implemented. This phase is executed before using the framework for real
predictions in order to fine-tune the parameters of the framework, i.e., to find the configuration
that results in the best accuracy of the prediction.

The Evaluation phase executes the Top-k Real Influential Members task on the data be-
longing to the test set to determine the top-k real most influential members for the time interval
[tt , te ]. Then, the Score task compares the list of the top-k real most influential members for the
time interval [tt , te ] with the list of the top-k predicted influential members produced in the previ-
ous phase, in order to evaluate the performance achieved by the predictor. The result of this phase
is the accuracy of the prediction, i.e., how many real influencers have been correctly predicted.

Finally, it is worth noting that the whole Influencers Prediction process can be executed several
times using different tools for implementing their tasks (e.g., data representation models, central-
ity metrics, prediction methods) and different values for the other configuration parameters (e.g.,
data collection time interval, reduced number of centrality metrics). The Evaluation phase allows
us to select the combination of tools and parameters that obtains the best accuracy in detecting
influencers.

4 DATA COLLECTION

In this section, we focus on the Data collection phase of the Influencers Prediction workflow by
describing in more detail the methodology we use to collect a dataset containing the required
information. Nowadays, several OSN services exist. While most of them are for general purposes
(such as Facebook and Twitter), other ones are more service oriented and targeted to a partic-
ular type of content (e.g., YouTube and Flickr) or usage (e.g., such as LinkedIn). We focus on
general-purpose OSNs because they have general diffusion and they are very popular among the

ACM Transactions on Knowledge Discovery from Data, Vol. 15, No. 3, Article 35. Publication date: April 2021.



35:14 A. De Salve et al.

Table 2. Types of Group that Users Can Create on Facebook

Type of group Join request Read Publish

Public Anyone Anyone Current members
Closed Anyone Current members Current members

users. Since we are interested in measuring the influence of users in social groups, we restrict
our analysis only to those OSNs that allow their users to define groups. In particular, we selected
Facebook as a subject of our examination because of the following reasons:

—Facebook is the most used OSN in the world, which (at the time of writing) attracts about
3 billion active users.3

—Since there is no group concept in Twitter, it is difficult to find communities of users in
Twitter because it requires analyzing the tags used by the OSN in order to collect a subset
of users related to a specific topic.

—With respect to Facebook, Twitter has been widely studied in the context of users’ influence
and information diffusion because its users publicly declare the people they follow. Instead,
the role of influence in Facebook’s groups still remains unexplored in current scientific
literature (see Sections 2 and 9).

Facebook has widely extended its features over time, by giving to its users the ability to define
groups having different characteristics. In particular, according to Facebook Help Center,4 users
can create two different types of groups whose characteristics are summarized in Table 2. Both
public and closed groups require the approval of a new member by either the administrator or
another member, depending on the membership settings of the group. In public groups, anyone
can see the group’s members and read posts published in such groups, but only the current group
members can publish a post. Anyone can ask to join a public group. Closed groups consist of posts
that can be published and accessed only by the current members of such groups. Anyone can
request to join a closed group. In order to obtain a large collection of heterogeneous groups having
different characteristics, we implemented a Facebook crawler application that allows us to retrieve
the interactions that occurred on a set of selected Facebook groups. In particular, we focus only on
public or closed groups because they can be searched, respectively, by any users or by becoming a
member. Instead, accessing secret groups requires receiving an invitation from an existing member.

4.1 Data Collection Methodology

The approach we used to retrieve the information about Facebook groups uses an HTTP-crawler
that directly interacts with the Facebook groups’ pages using the web browser. Our crawler based
on Selenium5 automates browsers’ library, which, given a Facebook groupG, periodically retrieves
the following sets of information:

—Members. We retrieve the member list of the group, which contains the users participating
in the group.

— Interactions. We collect interactions that occurred between members of the groups, such as
posts, comments, replies, likes to post, likes to comment, and reactions.

3https://newsroom.fb.com/company-info/ [accessed on May 2020].
4https://www.facebook.com/help/220336891328465?helpref=about_content [last accessed on May 2020].
5https://www.seleniumhq.org/ [last accessed on May 2020].
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Table 3. Information Collected about Groups by Our Crawler

Posts Comments/Replies Members

Name Description Name Description Name Description

postId identifier of the post commentId the identifier of the
comment

memberId the identifier of a member

authorId identifier of the author authorId the identifier of the author memberType the type of the members (0 =
administrator, 1 = members
with things in common, 2 =
recently joined)

time creation time time creation time
isShared true if the post contains an

original object shared on the
group, false otherwise

commentType indicates if it is a comment
to a post (C) or it is a reply
to a comment (R)

contentType the type of content (Video,
Link, Album, Post, Photo,
Event, Page, Gif, Group,
Offer, Memory, Text)

targetId it indicates the identifier of
the post (if commentType =
C) or the identifier of the
comment (if commentType
= R)

share the number of times a
content has been shared

reactions the number of reactions
(Like, Love, Haha, Wow,
Sad, Angry)

reactions the number of reactions
(Like, Love, Haha, Wow,
Sad, Angry)

The collected information is parsed and preprocessed at a later stage, when the crawler has finished
running.

4.2 Description of the Collected Data

Table 3 describes in more detail the information the crawler collects from each Facebook’s group.
The information related to the members of a group is essential to uniquely identify such members
(memberId) and to understand the organization of the groups (memberType). In particular, the latter
indicates whether a member is (i) an administrator of the group, (ii) a member who has been added
recently, and (iii) a member who has something in common with the other members of the group.
Since members of the groups can restrict the access to their profiles, we collected the previous
information only for those members who have a visible profile.

For each group, we were able to retrieve the activity occurring on the posts published by the
group’s members. The posts published by members of the groups consist of the identifier of the
post (postId), the identifier of the author (authorId), the time the post was initially published (time),
a flag that indicates whether a post contains a shared content or not (isShared), the type of con-
tent published in this post (contentType), the share count of this post (share), and the number of
reactions to this post (reactions).

Other important sources of information are comments and replies related to posts. In particular,
these interactions consist of the identifier of the comment/reply (commentId), the identifier of the
member who made the comment/reply (authorId), the time the comment/reply was made (time), a
flag that indicates whether the interaction is either a comment on a post or a reply to a comment
(commentType), the target identifier of the interaction (targetId), and the number of reactions that
occurred on it (reactions).

4.3 Analysis of the Social Groups

We identified five group’s categories that gather a number of Facebook’s groups having similar
subjects (i.e., News, Education, Sport, Entertainment, and Work), and we selected 18 Facebook
groups that belong to these categories. Table 4 shows the selected Facebook groups, the topics
discussed by the groups, the number of members, and the category to which they belong. The col-
lected groups have the advantage of representing a heterogeneous set of real-world groups having
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Table 4. General Description of the Selected Facebook’s Groups

GroupId Group Topics Members Category

N1 Gossip, News, Rumors, TV 49,761 News
N2 Politics, News, Current affair 37,253 News
N3 Online newspapers, Magazines, News 5,083 News
E1 Students, Programming, Code, Nerd 10,771 Education
E2 Students, Education, University 46,040 Education
E3 Research, Innovation, Science 21,286 Education
S1 Tennis, Players, Tournaments 10,451 Sport
S2 Swimming, Swimmers, Competitions 3,583 Sport
S3 Gym, Fitness, Exercise 108,078 Sport
S4 Well-being, Lifestyles 36,558 Sport
T1 Thriller, Series, Movie 6,941 Entertainment
T2 Horror, Fiction, Film 15,028 Entertainment
T3 Motion pictures, Photography, Music 39,079 Entertainment
T4 Guitar, Acoustics, Musicians 9,392 Entertainment
W1 Startup, Business, Market 26,496 Work
W2 Administration, Systems, Engineers 4,592 Work
W3 Temporary work, Employment, Workers 25,391 Work
W4 Jobs, Positions, Occupation 11,842 Work

different backgrounds and purposes. We use our crawler application to retrieve the information
concerning the activities performed by members of the selected groups, and we choose as the sam-
pling frequency of the crawler the value of 1 day. Hence, the information about groups is retrieved
every day of the monitored time period and is stored in an XHTML format. Due to technical rea-
sons, we collected the information related to the interactions that occurred within the selected
groups in the last 16 months. We will see in the following sections that this choice will not impact
the prediction performance of the proposed approach. Table 5 summarizes the main characteris-
tics of each group by showing the date of both the first post (min Date) and the last post (max

Date) retrieved by our crawler, the number of consecutive days on which our crawler collected the
interactions (Days), the total number of posts retrieved from the group in the monitored period
(Posts), the size of the set of members who are authors of at least a post (Authors), and the average
number of posts published each day by groups’ members (Post X day). Results indicate that we
were able to collect the activities performed by members on 365 days (i.e., 1 year) only for about
half of the selected groups. Indeed, groups having a higher activity rate (i.e., more than 15 posts
per day) can overload the crawler because of the huge amount of resource needed to load all the
interactions collected over the last years. In general, the number of posts collected from each group
depends mainly on the social activity of the members, and it ranges between 155 (for N1 of the
News category) and 5,271 (for E2 of the Education category) posts.

The collected groups exhibit a high variation in the number of distinct authors, and this value
is positively correlated with the total number of posts (Pearson correlation R = 0.64) and with the
average number of posts per day (Pearson correlation R = 0.12). However, it is important to note
that group N1 of the News category has only two users with an account for the whole set of posts
published in the group.

The Data transformation phase will be configured to filter out the shortcomings resulting from
the Data collection phase by removing group S3 of the Sport category and group N1 of the News
category because they are considered abnormal cases (outliers).
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Table 5. General Statistics about the Groups

Category Group min Date max Date Days Posts Authors Posts x day

N1 07/10/2017 26/01/2018 111 155 2 1.396
News N2 08/11/2017 07/02/2018 91 3,397 543 37.330

N3 02/01/2017 12/02/2018 406 1,133 565 2.791
E1 01/01/2017 24/01/2018 388 3,555 1,180 9.162

Education E2 06/04/2017 18/02/2018 317 5,271 2,643 16.628
E3 25/01/2017 22/02/2018 393 5,060 1,499 12.875
S1 21/05/2017 27/01/2018 251 5,100 544 20.319

Sport S2 04/02/2017 09/02/2018 370 708 331 1.914
S3 13/02/2018 14/03/2018 28 6,353 2,754 226.893
S4 27/08/2017 03/05/2018 249 5,588 1,562 22.441
T1 30/09/2017 08/02/2018 130 5,009 915 38.531

Entertainment T2 22/10/2017 23/02/2018 123 3,777 319 30.707
T3 02/01/2018 03/05/2018 120 4,904 1,836 40.867
T4 09/09/2017 06/03/2018 178 3,543 1,041 19.905
W1 02/01/2017 12/02/2018 406 1,444 800 3.557

Work W2 04/01/2017 26/02/2018 418 945 337 2.261
W3 13/06/2017 27/04/2018 318 4,809 1,140 15.122
W4 03/01/2017 04/05/2018 485 2,651 374 5.466

(a) Number of members (b) Fraction of posts writers (c) Fraction of comments writers

Fig. 3. Analysis on the members of the groups.

Group members. We investigated in more detail how our groups are internally organized and the
activities performed by groups’ members. Figure 3(a) shows the total number of users allocated to
each group, while Figure 3(b) shows the percentage of members who interacted on the group by
publishing at least one post. The users are distributed among different groups in a heterogeneous
way, and the total number of members who joined a group does not depend on the group category,
but it depends on the interests of the users. However, the plots clearly indicate that most group
members (about 98%) primarily use the service for passive interactions, such as browsing the posts
or comments from the groups, while only a small fraction of the members (less than 15%) are
involved in active interaction, i.e., writing a post or a comment on the group. For instance, groups
E2 and E3 of Figure 3 have more than 20,000 members, but at most 2,700 of them (i.e., less than
13%) have been engaged in writing at least one post within the groups.

Figure 3(c) shows the percentage of members who commented a post or replied to a comment on
the posts of a group. As expected, the fraction of members who interact over a post is quite higher,
but it does not exceed 30% of the members for all the selected groups. Finally, we can observe that,
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(a) Amount ofinteractions (b) Fraction of posts

Fig. 4. Amount of interactions and fraction of posts published by members of the groups each day of the

week.

during the monitored period, all the social activities on Facebook’s groups involve only a small
fraction of users (i.e., at most 40% of the group members).

Interactions. The next step in our study involved a detailed analysis of the type and amount of
interactions performed by members of a group during the monitored period. Figure 4(a) shows the
total number of posts, comments, and replies published by members of groups for each category.
About 33% of the posts created by users embed contents linked to other sources (e.g., the website
of an online newspaper), such as album (0.01%), event (0.5%), gif (0.008%), group (0.08%), link (16%),
memory (0.04%), offer (0.008%), page (0.19%), photo (1.2%), post (13%), and video (1.9%). Instead,
most posts (about 66%) contain contents that have been uploaded by the user.

It is important to notice that comments and replies are the most frequent iterations performed
by members of groups. However, there may be groups that exhibit different characteristics, such as
group S1 of the Sport category, which is the only one that has no replies to the comments published
on the posts.

We investigated in more detail how interactions are distributed across the days of the week. For
this reason, we plot in Figure 4(b) the fraction of posts published by users each day of the week
(from Sunday to Saturday). We can notice that members of the group prefer to publish posts during
the working days of the week, while the number of posts published during the weekends has been
significantly reduced. Indeed, about 15% of the posts created by users are published during a day
of the week, while there is a decrease of about 5% in the number of posts during the weekends (i.e.,
Sunday and Saturday). Starting from Sunday, the number of posts published on groups each day
increases as long as the middle of the week is reached. Indeed, the majority of posts (about 17%) are
published on Wednesday, and, after that, the number of posts decreases for the second half of the
week. We performed the same analysis on comments and replies, and we show in Figure 5(a) the
fraction of comments published by the members. We can observe that the number of comments
published by groups’ members exhibit a different pattern from those found in posts. The majority
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(a) Fraction of comments (b) Fraction of replies

Fig. 5. Fraction of comments and replies published by members of the groups each day of the week.

of users publish their comments on Tuesday (about 16.3% of the comments), while the number
of comments published in the second half of the week is distributed uniformly across the period
(i.e., about 15% of the comments are published on Wednesday, Thursday, and Friday). Figure 5(a)
indicates that members significantly reduce their activity on posts over the weekend (only 11% of
comments published on Sunday and Saturday), while the activity on groups starts to increase from
Monday (about 14%).

As shown in Figure 5(b), the fraction of replies on comments follows a similar trend, i.e., the
users published most replies (about 15%) in the middle of the week (i.e., on Wednesday), while they
lose interest in publishing replies on the weekend. Indeed, the number of replies on the weekend
decreases by about 5% as we get close to Sunday and Saturday.

5 DATA MODELING

This section focuses on the Data modeling phase by formally defining the interaction graphs we
used to model the activities performed by users on Facebook groups. Thereafter, we refined the
interaction graph models to capture the dynamic nature of the network, the evolution of interac-
tions, and their dynamical properties.

5.1 Definition of Interaction Graphs

A Group Interaction Graph
−→
G (V ,E) is a directed multigraph where the set of vertexes (or nodes)V

represents the set of users in the group, while E is the set of directed edges representing the events
that occurred between the nodes in V , e.g., −→e (v,w ), where v,w ∈ V . Such events correspond to
comments to posts or replies to comments. Reactions are not considered events themselves, but
they represented as attributes of the events they refer to. The function l : E → ΣE defines the
label of the interaction, and ΣE = {Comment ,Reply} is the set of possible labels. In our scenario,

the graph
−→
G is directed and the order of nodes in each edge −→e (v,w ) determines the source and

the target of the interaction. In particular, each edge −→e (v,w ) consists of the source s (e ) = v and
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Fig. 6. Contact sequences of a temporal network.

target vertex d (e ) = w , respectively. The graph
−→
G can have multiple arcs between two vertexes,

i.e., there may be different edges −→e1 (v,w ),−→e2 (v,w ), . . . ,−→en (v,w ) having the same source and target

in the graph
−→
G . In addition, each edge includes information on the corresponding interaction, such

as the number of reactions, the type of the interaction (such as comment or reply), or the creation
time.

5.2 Modeling Temporal Networks

In this section, we refined the interaction graph model to capture the time-variant nature of the
network. In particular, we used the temporal network formalism in order to model the evolution
of interactions and their dynamical properties.

Temporal networks: terminology and notation. Static graphs, such as the Group Interaction Graph,
are widely used to analyze the structural properties of systems, but this model cannot capture
the structural–temporal aspects of the systems that arise from the time ordering of events. Since
our dataset is a collection of interactions that occurred at some points in time, we used the graph
formalisms introduced in Section 3.2 to take into account the temporal dimension of the network
and to capture basic schemes of communication between users.

Even though there may be a substantial distinction between the different terminologies
proposed in the scientific literature, we will use the formalism introduced in [8, 24, 29] as it is one
of the most intuitive and easy to understand. Such a graph formalism is widely adopted in several
scenarios to measure the evolution of the centrality, influence, or popularity of the users/contents
over time.

In particular, a temporal network is represented by dividing the time period to be monitored

into different slices of equal duration Δ, and by creating a Group Interaction Graph
−→
Gt = 〈Vt ,Et 〉

for each slice [t , t + Δ). The set Et represents the interactions −→e (v,w ), which occurred between
the members of a group in the slice [t , t + Δ), while the set Vt contains the endpoints of such

interactions. Indeed, each interaction −→e ∈ Et is paired with a time stamp t
−→e , which indicates the

time when the event occurred. It holds that t
−→e ∈ [t , t + Δ). Hence, we indicate with

−→
Gt = 〈Vt ,Et 〉

the Group Interaction Graph that considers only the interactions that occurred within the time

interval [t , t + Δ), while
−→
G = 〈V ,E〉 represents the Group Interaction Graph for the entire duration

of the monitored period. Figure 6 shows a simple Group Interaction Graph obtained for a group of
five members when the duration of the slice is equal to Δ.

However, if we consider a general Group Interaction Graph
−→
Gt = 〈Vt ,Et 〉 at a time t , it is possible

that a reply to a comment made in the current slice [t , t + Δ) refers to a postp previously published

at a time tp < t . In such a case, we include in the temporal network
−→
Gt = 〈Vt ,Et 〉 the comment
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Table 6. Metrics Used to Compute Centrality

Metrics Geometric Path Spectral Value Variable

Reactions x [0,∞) reactions

Reshare x [0,∞) reshare

Edge Degree Centrality x [0,∞) d+v ,d
−
v

Node Degree Centrality x [0,∞) k+v ,k
−
v

Interaction Rate x [0,∞) r+v , r
−
v

Activity Rate x [0, 1] av

H-Index x [0,∞) hv

Closeness Centrality x [0,∞] cv

Betweenness Centrality x [0,∞] bcv

Page Rank x [0, 1] prv

Eigenvector Centrality x [0, 1] env

interaction between the author of the comment and the author of the post in order to lead the
importance of the interaction back to the person who initially created the post. In our scenario,
the duration of the interactions between users is not important because comments and replies

occur suddenly. For this reason, the edges of
−→
Gt = 〈Vt ,Et 〉 are defined for the entire period of the

slice [t , t + Δ). The result of the Data modeling phase is a temporal network that consists of an
ordered sequence of contiguous directed Group Interaction Graphs:

−−→
Gt1 ,
−−→
Gt2 ,
−−→
Gt3 , . . . ,

−−→
Gts

t1 < t2 < t3 < · · · < ts , (1)

where each Group Interaction Graph Gti
refers to the slice [ti , ti + Δ) and ti+1 − ti = Δ.

6 DATA TRANSFORMATION

The data model defined in the previous section is used by the Data transformation phase to derive
a number of metrics of importance that might be relevant for measuring the influence of members
within the group. In particular, the metrics we consider use the formalism of the temporal network
defined above to derive the importance of the members at different time intervals t1, t2, . . . , ts .
Hereafter, we identify a set of metrics that can be considered to implement the framework in
order to predict the influence of the members, and we show the process we defined to select the
ones that will be used in the Training and Prediction phase.

6.1 Time-Aware Centrality Metrics

Given a temporal network {−−→Gt1 ,
−−→
Gt2 ,
−−→
Gt3 , . . . ,

−−→
Gts
} of a group (where t1 < t2 < t3 < · · · < ts ) and

a general Group Interaction Graph
−−→
Gti
= 〈Vti

,Eti
〉 of the temporal network (i.e., ti ∈ {t1, . . . , ts })

representing the group in the time interval [ti , ti + Δ), the Time-Aware Centrality Metrics
task computes for each member u ∈ Vti

the vector of metrics Mti
u = [m1,m2, . . . ,mN ], where N is

the number of metrics and the elementmj of the vector (for j =1, 2, . . . , N) represents the value of
the metric j for user u in the time interval [ti , ti + Δ) under consideration.

As shown in Table 6, the collected data permit us to select 11 metrics of importance, which,
according to [11], belong to three categories: geometric, path, or spectral. The geometric-based
metrics focus on a distance function between users, and they consider the number of users ex-
isting at a specified distance. Among the most popular geometric-based centrality metrics, we
mention the Edge/Node Degree Centrality and the H-Index. In addition to those classical centrality
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metrics, we also take into account metrics that consider the relationship between the outgoing and
incoming interactions (activity rate), the amount of interactions intended for each user (interaction

rate), the number of reactions, and the number of reshares obtained by interactions published by
a user. Such metrics have the advantage of being computed by using only the information of the

node of
−−→
Gti

they refer to, or the information from the direct neighbors of such a node (such as
the number of reactions, comments, reshares obtained by a friend). Instead, path-based metrics
compute the shortest paths between nodes, like Betweenness Centrality and Closeness Centrality.
Finally, we also consider spectral-based centrality, such as the Page Rank and the Eigenvector Cen-

trality, which take into account spectral properties of the graph matrices. Hereinafter, we focus on
describing the calculation of the metrics listed in Table 6, omitting to discuss the first two, number
of reactions and reshares, because they are intuitive.

Edge Degree Centrality. It measures the number of links incident upon a node. Since we consider

a generic Group Interaction Graph
−−→
Gti
= 〈Vti

,Eti
〉 of the temporal network, we have two different

versions of the Edge Degree Centrality depending on the direction of the edges. The Edge Out-
Degree Centrality d+v of a node v measures the number of interactions that occurred from node
v to any node w in the graph. Similarly, the In-Degree Centrality d−v of a node v measures the
number of distinct edges in the graph connecting any vertex w to the vertex v . As a result, the
Edge In-Degree and the Edge Out-Degree of a node v is computed by measuring the size of the
following sets:

d+v = {−→e (v,w ) ∈ E |w ∈ Vti
}, (2)

d−v = {−→e (w,v ) ∈ E |w ∈ Vti
}. (3)

Node Degree Centrality. It measures the number of users who interacted with a specific user
v ∈ Vti

. As for the case of the Edge Degree Centrality, we consider two different versions of the
Node Degree Centrality depending on the direction of the edges. The Node Out-Degree Centrality
k+v measures the number of distinct users who received one or more interactions from nodev in the
graph. More formally, it considers the collection of nodes that are connected through ingoing edges
incident on v . Similarly, the Node In-Degree Centrality k−v of v measures the number of distinct
users who initiated one or more interactions with vertex v . Given a generic Group Interaction

Graph
−−→
Gti
= 〈Vti

,Eti
〉 of the temporal network, the Node In-Degree and the Node Out-Degree of

a node v are given by the sizes of the following sets:

k+v = {w ∈ V |−→e (v,w ) ∈ Eti
}, (4)

k−v = {w ∈ V |−→e (w,v ) ∈ Eti
}. (5)

Interaction rate. It measures the average number of interactions performed by user v . We con-
sider two different versions of the interaction rate depending on the direction of the edges. The
Output Interaction Rate r+v is the ratio between the number of distinct interactions initiated by v
(i.e., d+v ) and the number of distinct users who received these interactions from node v (i.e., k+v ).
Similarly, the Input Interaction Rate r−v of node v is the ratio between the number of distinct in-
teractions received by v (i.e., d−v ) and the number of distinct users who initiated these interactions

(i.e., k−v ). Given a generic Group Interaction Graph
−−→
Gti
= 〈Vti

,Eti
〉 of the temporal network, the

Output/Input Interaction Rate of a node v is computed by using the following equations:

r+v =
⎧⎪⎨
⎪
⎩

|d+v |
|k+v |

if k+v � ∅
0 if k+v = ∅

, r−v =
⎧⎪⎨
⎪
⎩

|d−v |
|k−v |

if k−v � ∅
0 if k−v = ∅

. (6)
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It is important to note how users with no ingoing interactions have an Input Interaction Rate equal
to 0, while users who receive only one ingoing interaction for each ingoing neighbor in k−v have
an Input Interaction Rate equal to 1.

Activity rate. It measures the activity level of the user by using both ingoing and outgoing inter-
actions. The Activity Rate av is the fraction of the ingoing interactions of node v . Given a generic

Group Interaction Graph
−−→
Gti
= 〈Vti

,Eti
〉 of the temporal network, the Activity Rate of a node v is

computed by using the following equations:

av =
⎧⎪⎨
⎪
⎩

0 if |d+v | + |d−v | = 0
|d−v |

|d+v |+ |d−v |
otherwise

. (7)

It is important to note how the Activity Rate of users is within the range of [0, 1]. In particular,
the Activity Rate of a user v is 0 if the user v has not performed any ingoing interactions in the
graph (i.e., |d−v | = 0), while it is equal to 1 if v has not performed any outgoing interactions (i.e.,
|d+v | = 0). When the Activity Rate of v is greater than 0.5, we say that v is a consumer because v
has more ingoing interactions than the outgoing ones. Instead, we say that v is a producer if v has
more outgoing interactions than the ingoing ones, i.e., the Activity Rate of v is less than 0.5.

H-Index. It is typically used to measure both the productivity and citation impact of the publica-
tions of a scientist or scholar. A user with an index of h has published h papers each of which has
been cited in other papers at leasth times. We extended the H-Index measure to the case of a generic

Group Interaction Graph
−−→
Gti
= 〈Vti

,Eti
〉 of the temporal network, by using the definition proposed

in [37]. In particular, the H-Index H (X ) of a finite number of reals X = (x1,x2, . . . ,xi ) returns the
maximum integer h such that there exist at least h elements in (x1,x2, . . . ,xi ), each of which is

greater than h. Given the collection k−v of nodes who have interacted with v in
−−→
Gti
= 〈Vti

,Eti
〉, the

H-Index hv of a node v ∈ V computes, for each neighbor w ∈ k−v , the number of directed edges
fromw to u, i.e., |−→e (w,v ) |. Finally, the finite sequence of the interactions between the neighbours
and the user v is given as an input parameter to the function H . Formally, we have

hv = H ( |−→e (u1,v ) |, |−→e (u2,v ) |, . . . , |−→e (ui ,v ) |), u1,u2, . . . ,ui ∈ k−v . (8)

Closeness Centrality. The Closeness Centrality measures the global importance of a node in the
graph by calculating the sum of the lengths of the directed shortest paths between the node and

all other nodes in the graph. Given a generic Group Interaction Graph
−−→
Gti
= 〈Vti

,Eti
〉 and a node

v ∈ V , the Closeness Centrality cv is computed by using the following equations:

cv =
∑

w ∈Vti

1

d (w,u)
, (9)

where d is a function that measures the distance from nodew to nodeu. The Dijkstra shortest path
algorithm is used to compute distances in a specified graph based on the minimum cost path. The
classical definition of Closeness Centrality assumes that all edge weights in the graph are equal to
1, and it does not consider multiple edges between nodes. We refined this definition by applying
a transformation function that computes the weight between two nodes as the reciprocal of the
number of interactions. A nodev who frequently interacts with several members of the group will
have a high Closeness Centrality cv because v is close to all the members of the group.

Betweenness Centrality. The Betweenness Centrality measures the importance of a node in terms
of aiding information diffusion toward disconnected groups of members. The Betweenness Cen-
trality of a node is computed by calculating the fraction of directed shortest paths traversing that
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specific node. Given a generic Group Interaction Graph
−−→
Gti
= 〈Vti

,Eti
〉 and a node v ∈ Vti

, the Be-
tweenness Centrality bcv is computed by using Equation (10), where σst is the total number of the
shortest paths between users s and t and σst (v ) is the number of shortest paths between s and t
that cross node v :

bcv =
∑

s�v�w

σst (v )

σst
. (10)

A user v with high Betweenness Centrality bcv acts as a bridge between members of the group
who do not interact with each other. We selected the number of shortest paths between two nodes
by using the Dijkstra shortest path algorithm, which is used to calculate distances in a specified
graph based on the minimum cost path.

Page Rank. It measures the importance of web pages by search engine, and the underlying as-
sumption is that more important websites are likely to receive more links from other websites.
Given the likelihood of choosing a random link from the current page and the likelihood of jump-
ing to a page chosen at random from the entire Web, the Page Rank indicates the probability that a
user will reach a specific page. According to the PageRank algorithm, each vertex represents a web
page, and the Page Rank score assigned to it can be considered as the fraction of time spent by a
user visiting that vertex in a random walk (following outgoing edges from each vertex). The Page
Rank prv of a user v modifies this random walk by adding to the model a probability, identified as

alpha, of jumping to any vertex of the given Group Interaction Graph
−−→
Gti
= 〈Vti

,Eti
〉. If alpha is 0,

this is equivalent to the Eigenvector Centrality algorithm; if alpha is 1, all vertices will receive the
same score (1/|Vti

|). We set the parameter alpha equal to 0.15 because the typical values for alpha

are in the range [0.1, 0.2], but it may be any value between 0 and 1 inclusive.

Eigenvector Centrality. It is a measure of the centrality of a node, which considers the neigh-
bors of that node. In particular, the Eigenvector Centrality env of a user v depends on both the
number and the importance of neighbors. Typically, it is computed by considering the sum of the
Eigenvector centralities of direct neighbors, but, in some cases, it could be approximated by using
iterative algorithms based on random walk.

6.1.1 Evaluation of the Centrality Measures. In this section, we investigate in more detail how
the values of the centrality measures are distributed among groups of different types. For this

reason, we built the Group Interaction Graph
−→
G = 〈V ,E〉 of each group, which contains all the in-

teractions that occurred in the group during the monitored period, and we computed the influence

of each user in
−→
G by using the centrality measures described above. The graphs in Figure 7 show

the box plot of each centrality measure for each of the groups we selected by indicating the mini-
mum, lower quartile (corresponding to the 25th percentile), median, upper quartile (corresponding
to the 75th percentile), and maximum values. It is worthwhile to point out that, in Figure 7, for all
those boxes where the median line is not shown, the median value is the same as the lower quar-
tile. For instance, for group S1, the median value is equal to the lower quartile for all the metrics.
Instead, for group S2, the median value is equal to the lower quartile for all the metrics but Edge
Out-Degree Centrality and Activity Rate.

The Node In-Degree (Figure 7(a)) and the Node Out-Degree (Figure 7(b)) metrics have a right-
skewed distribution, and the median values are very close to the minimum ones. From Figure 7(a),
we see that the highest maximum value among the groups for the Node In-Degree Centrality is 25
(group T1), while the average of the maximum values of all the groups is equal to 9.08. In order to
understand whether there are influential members in the groups, we compare the previous values
with the maximum and the average upper quartile values of all the groups. The highest upper
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(a) Node In-Degree Centrality (b) Node Out-Degree Centrality (c) Edge In-degree Centrality

(d) Edge Out-degree Centrality (e) In Interaction Rate () Out Interaction Rate

(g) Activity Rate

Fig. 7. Evaluation of the Node Degree Centrality, Edge Degree Centrality, and Interaction Rate of the groups’

members.

quartile value for In-Degree Centrality among all the groups is 10, and it is obtained for group T1.
Hence, for group T1, the maximum value (25) is 250% of the highest upper quartile (10). Instead,
the average of the upper quartile values of all the groups is 3.83. Consequently, the average of the
maximum values (9.08) is 237% of the average of the upper quartiles.

Figure 7(b) shows that the highest maximum value and the upper quartile of the Node Out-
Degree Centrality among all the groups are 24 and 10, respectively (groups N2 and S4). Instead,
the average of the maximum values of all the groups is 11.22, while the average upper quartile
value of all the groups is 5.2. Again, the highest/average maximum value is more than twice the
highest/average upper quartiles.

We notice that the Node In-Degree Centrality for most groups exhibits slightly smaller values
than the Node Out-Degree Centrality. (The average upper quartile of all the groups for the In-
Degree and the Out-Degree Centrality is 3.83 and 5.2, respectively.). A possible interpretation of
this difference could be that the comments and replies published by most of the members of the
groups are all directed to the posts and comments published by a smaller set of other members.

The Edge In-Degree (Figure 7(c)) and the Edge Out-Degree (Figure 7(d)) metrics exhibit a right-
skewed distribution as well. In particular, most members perform and receive few interactions,
while a small fraction of members exhibit a higher activity level. As a matter of fact, for the Edge
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(a) H-index (b) Closeness centrality (c) Betweenness centrality

(d) Page Rank (e) Eigenvector centrality () Number of Reactions

Fig. 8. Evaluation of the H-Index Centrality, Closeness Centrality, and Betweenness Centrality of the Group

Interaction Graph.

In-Degree Centrality, the highest maximum value is 37 (group E1), and the average maximum
value among all the groups is 14, while the highest upper quartile is 15 (group E1), and the average
upper quartile value among all the groups is 6. Instead, for the Edge Out-Degree Centrality, the
highest and average maximum values among all the groups are, respectively, 41 (group N2) and
17, while the highest and average upper quartile values among all the groups are, respectively, 17
(group N2) and 6.

The interaction rate of the groups depends on the direction of the links, as shown in Figure 7(e)
and (e). For the In Interaction Rate Centrality metric, group E1 exhibits the highest maximum
value (4.3) and the highest upper quartile value (1.8) among all the groups. Moreover, the average
of the maximum values of all the groups is 3.3, while the average of the upper quartile values of
all groups is 1.21. Concerning the Out Interaction Rate metric, group N1 exhibits both the highest
maximum value (6) and the highest upper quartile value (3) of all the groups. Instead, the average
maximum value and the average upper quartile value among all the groups are, respectively, 2.6
and 1.54.

Figure 7(g) shows the Activity Rate distributions of the groups. Most members of all the groups
except for N3 are producers because the median Activity Rate is below 0.5, i.e., the majority of the
group’s members posted more comments/replies than those they received from the other members
of the group. Group W3 is more balanced with respect to the other groups, and it has the highest
upper quartile value (1) of Activity Rate among all the groups. Most groups have upper quartile
values greater than 0.5, indicating that about 25% of the group’s members consist of consumers,
i.e., they attracted many interactions from the other members of the group.

Another important metric that produces very interesting results is the H-Index of members,
which is shown in Figure 8(a). The majority of the groups (E2, E3, T2, T3, T4, S1, S2, S3, W1,
W3, and W4) have very right-skewed distribution and their maximum H-Index is equal to 2. The
highest maximum value and the highest upper quartile value of the H-Index Centrality for all the
groups are 5 and 2 (groups E1, T1, N2, S4, and W2), respectively. Figure 8(b) shows the distribution
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of the normalized Closeness Centrality of each group. Most groups exhibit a very low Closeness
Centrality value and right-skewed distribution (such as groups of the Education and Entertainment
categories). Group N3 of the News category exhibits the highest maximum value (0.00112) and the
highest upper quartile value (0.00064) of Closeness Centrality among all the groups. The average
of the maximum values of all the groups is equal to 0.0003, while the average of the upper quartile
values of all the groups is 0.00014.

The normalized Betweenness Centrality of the groups’ members is shown in Figure 8(c). The
graph clearly indicates the presence of two different trends. About half of the groups include a
significant number of members with very low Betweenness Centrality, while the other groups have
a large fraction of members having Betweenness Centrality equal to zero. The highest maximum
value of Betweenness Centrality is 1 (groups E1, E2, E3, T3, S2, S3, S4, W1, and W2), while the
highest upper quartile value is 0.004 (group S2).

As shown in Figure 8(d), the Page Rank distributions of the groups’ members do not exceed the
value of 0.001, and the median Page Rank of the members is very close to the minimum value. The
highest maximum value of Betweenness Centrality (0.0009) and the highest upper quartile value
(0.00058) are exhibited by members of group S2. Furthermore, the length of the upper segments
indicates that the Page Rank distribution exhibits a long tail. Indeed, the average of the maximum
Page Rank values for all the groups is 0.00028, while the average upper quartile value for all the
groups is 0.00017.

The distributions of the normalized Eigenvector Centrality are shown in Figure 8(e), and they
are very different in terms of median Eigenvector Centrality. Indeed, the median Eigenvector Cen-
trality of the groups is uniformly distributed over the entire domain, while the majority of the
distributions have positive skewness. The highest maximum values of Eigenvector Centrality (1)
are exhibited by members of groups T2 and W2, while the highest upper quartile value (0.03) is
obtained only by group W2. The average upper quartile value of the Eigenvector Centrality for all
the groups is 0.003, indicating the presence of a small fraction of members (about 25%) who are
very central for the groups.

Finally, as shown in Figure 8(f), the median number of reactions received by groups’ members
for their interactions is fewer than 10 for all groups. However, the plot reveals the presence of
a small fraction of members who received a relevant number of reactions (more than 100) for
their interactions, while most interactions (about 74%) exhibit fewer than 10 reactions. The highest
maximum number of reactions is obtained by members of group N1 (500,000), while the highest
upper quartile value of the number of reactions is equal to 55 (group S2). The average upper quartile
value of the number of reactions is equal to 14 for all the groups, while the average maximum
number of reactions for all the groups is equal to 4,000.

6.2 Metrics Selection

Although the metrics defined in the previous section allow us to capture interesting aspects related
to the importance of the members within their groups, some of them may not be very useful for
identifying the most influential ones. Moreover, some metrics could exhibit close dependencies
among them, thus being not useful in applying them simultaneously in the Influencers Prediction
process. Hence, we analyze the metrics to discover or confirm dependencies between them. To this
aim, we compute the correlation matrix CG of each group G by obtaining the Pearson correlation
coefficient (r ) between each pair of centrality measures. The value of r ranges between +1 and −1,
where +1 indicates a positive linear correlation, 0 indicates no linear correlation, and −1 indicates
a negative linear correlation. The correlation among metrics is computed by considering the real
observations Mt1

u ,M
t2
u , . . . ,M

ts
u collected for each memberu of the group at each time interval ti of

the temporal networks (for i = 1, . . . , s). The results are represented by the Dendrogram [36] shown
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(a) Cluster Dendrogram (b) Optimal Number of clusters

Fig. 9. Evaluation of the optimal number of clusters.

in Figure 9(a), where we use cumulative hierarchical clustering to group the metrics according to
how closely correlated they are.

Figure 9(b), instead, shows the Total Within Sum of Square of the clusters obtained by using a
hierarchical clustering algorithm. The Total Within Sum of Square is computed as the sum, over all
observations, of the squared differences of each observation from its cluster’s centroid.

The plot of Figure 9(b) can help determine a good number of clusters, while the Dendrogram in
Figure 9(a) shows how to build such clusters of metrics, and the height is the euclidean distance
metric between clusters. For instance, to build three clusters (to compute the value of the Total

Within Sum of Square for number of clusters k = 3), we see from the Dendrogram that we should
choose heiдht = 0.6, thus enabling H-Index and the Edge In-Degree form one cluster, Page Rank
and Node Out-Degree metrics form another cluster, and the remaining metrics constitute the third
cluster.

Summarizing, from Figure 9(a) and (b), we observe that the metrics we considered exhibit non-
trivial relationships among them, which must be taken into account for the purpose of the Influ-
encers Prediction.

The Metric Selection task performs a first reduction of the number of metrics used for the
prediction process by filtering out the ones that are not relevant for identifying influential mem-
bers. Since we are interested in identifying those users who are more likely to attract a high number
of interactions, we consider only the metrics that evaluate the incoming activity of users, namely,
Reactions, Reshare, Node In-Degree, Edge In-Degree, In Interaction Rate, Activity Rate, H-Index,
Closeness, Betweenness, Page Rank, and Eigenvector metrics. In addition to this filter, the Metric
Selection task removes the metrics whose variance is below a specified threshold. Indeed, the
metrics with very low variance are likely to affect the performance of certain prediction algo-
rithms, and they are filtered out from the dataset. The Low Variance Filter suggests removing the
Eigenvector, Reshare, and Betweenness metrics because they carry little information (such as the
Reshare metric, which is equal to 0 for almost all groups). The remaining metrics, which will be
used in the next task, as well as the groups on which they will be applied, are summarized in
Table 7.

6.2.1 Principal Component Analysis. In order to further reduce the number of metrics and to
mitigate the multicollinearity issues among them, we performed a Principal Components Analysis
(PCA) of the selected metrics. Indeed, PCA allows us to transform the original set of N observed
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Table 7. Metrics and Groups Considered by the Metric Selection Task

Metrics calculated for all groups Category Groups

News N2, N3
Reactions, Node In-Degree, Edge In-Degree, Education E1, E2, E3
In Interaction Rate, Activity Rate, Sport S1, S2, S4
H-Index, Closeness, Page Rank Entertainment T1, T2, T3, T4

Work W1, W2, W3, W4

(a) Variance explained by principal components (b) Eigenvalues of each component

Fig. 10. Results of the PCA.

metrics Mti
u = {m1,m2, . . . ,mN } of user u into another set of metrics Cti

u = {c1, c2, . . . , cN ′ } of
size N ′ (named principal components) having a smaller dimension, i.e., N ′ < N . In particular,

given a generic Group Interaction Graph
−−→
Gti
= 〈Vti

,Eti
〉 of the temporal network represent-

ing the interaction graph of the group in the time interval [ti , ti + Δ), the vector of metrics
Mti

u = [m1,m2, . . . ,mN ] computed by the Time-Aware Centrality Metrics task for each
member u ∈ Vti

can be transformed (or projected) into another vector Cti
u = [c1, c2, . . . , cN ′] of

components such that the dimension of Cti
u is less than the dimension of Mti

u .
Besides being orthogonal, the resulting componentsCti

u have most of the information of the orig-
inal metrics, i.e., they preserve a large fraction of the original variance of Mti

u . In order to compute
PCA, we create a dataset that consists of the observations {Mt1

u ,M
t2
u , . . . ,M

ts
u } obtained from the

temporal network on each user u of the group, and we use z-score standardization to avoid depen-
dencies on the scale of the metrics. The principal components of the group’s members are obtained
from the covariance matrix of the standardized metrics, by computing the normalized eigenvec-
tors for the corresponding eigenvalues. Figure 10 summarizes the results of the PCA by showing
the eigenvalue of each component (Figure 10(b)) and the cumulative fraction of explained variance
(Figure 10(a)). As shown in Figure 10(b), the order of the components is given by the eigenvalues
where the vector corresponding to the largest eigenvalue is the first component, while the vector
of the smallest eigenvalue is the last component. Indeed, Figure 10(a) indicates that the first prin-
cipal component preserves a large fraction of the original variance (about 40%), whereas adopting
a two-dimensional transformation of the original metrics, the variance preserved by the first two
principal components is about 60%. In order to maximize the advantage of PCA for the prediction
of the influential members, the number of components to be considered for data transformation is
taken as an input parameter by our framework. Hence, the Influencers Prediction process can be
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performed on the same data several times varying the number of components in order to find the
optimal one, i.e., the one that results in the best prediction accuracy.

As a result, the Data transformation phase will return a set of metrics {c1, . . . , cN ′ } for each
member of the group and for each Group Interaction Graph of the temporal network, where N ′ is
the number of principal components chosen as an input parameter.

7 TRAINING AND PREDICTION

The Training and Prediction phase uses the transformed metrics obtained from the Data transfor-

mation phase to forecast the most influential members of the groups and to quantify the amount
of such influence. As usual, in order to build the model for the prediction, a training set is created.

7.1 Training Set

The training set consists of a sequence of S transformed observations {Ct1
u ,C

t2
u , . . . ,C

ts
u } related to

a user u, and they are ordered according to the time in which they occurred. In particular, each
transformed observationCti

u corresponds to a real observationMti
u and s is an input parameter that

represents the number of observations of the user u on which the Prediction task is executed. In
our framework, each observation is performed at discrete time (such as hourly, daily, or weekly),
depending on the duration of the slice period of the temporal network. For instance, if the gran-
ularity Δ of the temporal network is equal to 1 day, one possible strategy is to provide a training
set that consists of the observations made in the last 7, 14, or 21 days for the user u. Alternatively,
when the granularity of the temporal network is 1 week, a possible training set may consist of the
observations made in the last 4, 8, or 12 weeks. To investigate whether the size of the training set
and the time resolutions of the temporal network affect the prediction, the Influencers Prediction
process can be performed varying the size of the training set and considering different values of
granularity Δ for the temporal network (such as daily or weekly) in order to compare the resulting
prediction accuracy.

Each transformed observation Cti
u = [c1, c2, . . . , cN ′] of the training set is related to a specific

member u at a time ti , and it consists of N ′ values representing the transformed metrics returned
from the Data selection phase (described in Section 6). In order to obtain individual influence scores
of u from the transformed observationCti

u = [c1, c2, . . . , cN ′], we combine the contribution of each
component by using the following approach. If the number of components N ′ of the observation
is equal to 1, then the influence score of the observation is equal to the value of the individual
component. Instead, if the number of components N ′ of the observation is greater than 1 (i.e.,
N ′ > 1), the influence score must be computed by combining the values of components. In such a
case, the corresponding influence score is computed by simply summing the values of individual
components. Formally, the influence score Iti

(u) of the group’s member u at a time ti is equal to
Iti

(u) =
∑N ′

j=1C
ti
u [j].

7.2 Prediction

As observed in Section 3, several algorithms can be used for the prediction of the most influen-
tial members, each one having its own specific strengths and limitations. Hence, the adoption of
distinct prediction algorithms in the Influencers Prediction process could result in different ac-
curacies of the results. For this purpose, we used WEKA,6 a very popular open source Machine
Learning (ML) software package that provides stable implementations of the following prediction
algorithms commonly used for Prediction tasks:

6https://www.cs.waikato.ac.nz/∼ml/weka/ [last accessed on May 2020].
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—Linear predictor (LP) algorithm is a simple and intuitive linear prediction model that has
been successfully used in the field of OSN [3, 21]. Formally, given the set of influence scores
{It1 (u), It2 (u), . . . , Its

(u)} computed on the member u until the time ts , a linear predictor is
defined as a linear combination f (Its+1 ) constructed from a set of S terms It1 (u), . . . , Its

(u)
by multiplying each term Iti

with the corresponding weight βi :

f (Its+1 (u)) = β1 · It1 (u) + β2 · It2 + · · · + βs · Its
(u). (11)

In particular, weights βi for i = 1, . . . , s are named coefficients, and they are used to fine-
tune the impact of each independent variable Iti

(u) in predicting the outcome of a dependent
variable f (Its+1 (u)). In the context of Influencers Prediction problem, the linear predictors
can be used to calculate the most influential members of a group in a given future period
of time, by taking into account the influence score of members in the last s different time
instants. The coefficient vector can be used in the fitting process to indicate how much each
day contributes to the prediction of the availability status. To be able to compare probabil-
ity measures, we performed a normalization by dividing it by the sum of the weights β ,
obtaining a normalized value between 0 and 1.

—Linear regression (LR) allows us to find the straight line that best fits a set of data points. For-
mally, given the set of influence scores {It1 (u), It2 (u), . . . , Its

(u)} computed on the member

u until the time ts , a linear regression estimates the line Î that best represents the influence
score at different times t1, t2, . . . , ts :

Î (t ) = b +w · t , (12)

where t is the time predictor variable, Î is the estimate of the influence score, while b and
w are regression coefficients corresponding to the Y-intercept and slope of the line, re-
spectively. These coefficients are obtained from actual data according to the least-squares
method, which minimizes the error between them and the estimate of the line. The resulting
function Î can be used to predict the influence score of a user u after the time ts .

—K-nearest neighbours (KNN) is a very popular prediction method for both classification
and regression problems, which is widely used in the area of pattern recognition [1]. Given
the set of influence scores {It1 (u), It2 (u), . . . , Its

(u)} of the member u until the time ts , the
approach used to predict the influence of u at time ts+1 consists of assigning the average
influence score of its KNN. For this reason, a distance metric (such as Euclidean or Manhat-
tan distance) is used to identify the KNN at time ts+1. The number of neighbors k used to
predict the influence score is an input parameter that impacts the accuracy of the model.

—Classification And Regression Trees (CART) [12] are decision tree induction algo-
rithms adapted to predict continuous (ordered) values. Given the set of influence scores
{It1 (u), It2 (u), . . . , Its

(u)} of the member u until the time ts , the first step consists of using
a greedy approach to divide the time space at different points, according to a cost function
(i.e., the information gain). For each split, the algorithm creates two child nodes, assigns to
them the corresponding points resulting from the split, and recursively repeats the proce-
dure on the child nodes, until there are enough instances to split. Each leaf of the regres-
sion tree consists of a set of influence scores, and the average value of this set represents
the influence score predicted by the regression tree. The last step prunes the tree by using a
reduced-error pruning technique that cuts off the less important nodes of the tree to further
refine the performance.

—Support Vector Regression (SVR) is a popular regression approach that relies on kernel
functions, and it has demonstrated excellent performance in several real-world applications
[49]. Given the set of influence scores {It1 (u), It2 (u), . . . , Its

(u)} of the member u until the
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Table 8. Input and Configuration Parameters of the Influencers Prediction Process

Workflow phase Variable Description Value

Data selection SF sampling frequency of the crawler 1 day

Data modeling Δ duration of the period of the slice for
temporal networks

1 day, 1 week

Data N number of centrality metrics to compute 1, 2, 3, 4...

transformation N ′ number of components for PCA 1, 2, 3, 4...

Training and s number of observations in the training set 1, 2, 3, 4...

Prediction Top-k number of the most influential members to
predict

5, 10, 15, 20

P prediction algorithm LP, KNN, SVR, LR, MLP, CART

Evaluation z number of observations in the test set
(validation check points)

{1 day, 1 week}

time ts , the goal of the SVR is to estimate a function

Î (t ) = w · t + b (13)

that is as close as possible to the influence score I (ti ) for each ti . The term w is a weight
vector that is used in the optimization problem to minimize the size of the margin, while
b is a scalar number named bias. In some cases, the input data cannot be approximated by
a linear hyperplane and they must be transformed into a higher dimensional space using
kernel functions and then searching for a linear hyperplane in the new space [19]. The most
used types of kernels are radial basis function kernels and polynomial kernels.

—Multi-Layer Perceptron (MLP) is a neural network that uses a back-propagation algorithm
for learning input data. In general, an MLP consists of several layers each of which has one
or more units. The input layer takes the set of influence scores {It1 (u), It2 (u), . . . , Its

(u)} of
the member u until the time ts , multiplies them by a set of weights, and sends the values to
the next level, known as a hidden layer. The number of hidden layers is an input parameter
of the method, and the result of the last hidden layer is a set of weighted outputs. The last
layer of the MLP is the output layer, which returns the result of the prediction. The weights
used in each level are updated in order to minimize the mean squared error between the
predicted influence score and the actual influence score.

8 EVALUATION

The Evaluation phase is meant to estimate the accuracy of the prediction generated by the Influ-
encers Prediction process by verifying how many of the k-predicted influential members turned
out to be really the most influential members of the group in a given future time period. The result
of the prediction (and, consequently, its accuracy) depends on the values of the parameters chosen
for the execution of the operations building up the Influencers Prediction process (described in the
previous sections and summarized in Table 8). For instance, Figure 12 shows that the choice of the
duration of the slice used to build the temporal network in the Data modeling phase really affects
the accuracy of the prediction. Hence, in this section, we execute the Influencers Prediction pro-
cess several times varying the values of such parameters, and, by computing the accuracy of each
of these predictions through the Evaluation phase, we determine the parameter values that ensure
the best prediction accuracy. Once the optimal parameters have been determined, the Evaluation

phase is not executed anymore, and the next executions of the Influencers Prediction process will
leverage such values in order to obtain the best prediction accuracy.
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In order to execute the Evaluation phase, we need to know the real influencers in the future time
period the prediction refers to. To this aim, in the following experiments, the training set created in
theTraining and Prediction phase does not include all the data produced by the Data transformation

phase, but it considers only the older of them. As a matter of fact, the most recent observations
are used as a test set in the Evaluation phase to compute the real influencers. In particular, let
{Ct0

u ,C
t1
u , . . . ,C

ts
u } be the set of observations included in the training set, for each member u of the

group. Consequently, ts is the period of time of the last observation in the training set, and the
corresponding test set consists of the observations {Cts+1

u ,Cts+2
u , . . . ,Cts+z

u }, which are subsequent
to ts . Each observation C

ts+j

u related to a member u (for j = 1, . . . , z) refers to a period of time
[ts+j , ts+j + Δ) having duration equals to Δ (i.e., the granularity of the temporal network). The size
of the test set z determines the amplitude of the prediction, i.e., the future time interval to which
the prediction refers. As done in the Prediction task, the influence score Its+j

(u) is computed for
each memberu in the test set and for each time interval ts+j with j = 1, . . . , z. The influence scores
{Its+1 (u), Its+2 (u), . . . , Its+z

(u)} resulting from the observations are used to identify the top-k real
influential members of the test set. Finally, the Score Task of the Evaluation phase assesses the
accuracy of the proposed framework by comparing the top-k predicted influential members of the
training set and the top-k real influential members of the test set in order to evaluate the number of
members correctly identified by the framework. Table 8 summarizes the configuration and input
parameters defined in each phase of the framework, as well as the values of the parameters used
during the experiments.

8.1 Comparison of Prediction Algorithms

The first set of experiments we performed are meant to identify the best prediction algorithm
for the Prediction task. To this aim, we performed a model selection analysis by evaluating the
accuracy obtained by using each of the algorithms described in Section 7.2, namely, LP, LR, KNN,
CART, SVR, and MLP.

In particular, we run our framework with these prediction algorithms, and for each of them, we
compared the first Top-10 predicted influential users with the real ones. Each prediction algorithm
learns from the same training data, which consist of the 80% the data of each group, while the re-
maining 20% are used for testing. Furthermore, in this experiment, we fixed the granularity of the
temporal network (i.e., the duration Δ of the slide) to 1 week and the number of principal compo-
nents elected by the Data transformation phase, N ′, to 1, while in the next section we investigate
in more detail the impact of the duration of the slice and of the number of principal components.

However, some prediction algorithms have their own specific input parameters. For instance, the
KNN takes as input parameters the size of the neighborhood and the function used to measure the
distance. Another important parameter is the kernel function used by the SVR algorithm, which
determines how input data are transformed into a higher dimensional space. Hence, for each of
the adopted algorithms, we found the input parameter combination resulting in the best accuracy
using a grid search method over the training data. The boxplot at the top of Figure 11 shows the
distribution of accuracy resulting from the execution of each prediction algorithm to predict the
top-10 influencers from all the groups, while the table at the bottom summarizes the results by
showing the lower quartile (Q1), the median, the upper quartile (Q3), and the standard deviation.

We can clearly see that the best accuracy has been obtained by using the KNN algorithm (with
at most four similar neighbors and by using the Manhattan distance). As a matter of fact, the KNN
algorithm allowed us to find at least two real influential members for 50% of the groups, and at least
four influential members for 25% of the groups. Moreover, for some groups of the Entertainment
category, we found seven influential members. The MLP algorithm as well obtained similar results
by allowing us to find at least two real influential members for 50% of the groups, but the first
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Fig. 11. Analysis of the prediction algorithms: the figure at the top shows the distribution of the accuracy

resulting from the execution of each prediction algorithm, while the table at the bottom shows the lower

quartile (Q1), the median, the upper quartile (Q3), and the standard deviation.

and third quartiles are slightly lower w.r.t. the KNN algorithm. The network topology that has the
best performance consists of only one hidden layer, one input layer, and one output layer. The
performances achieved by CART and SVR are very similar, and both algorithms allowed us to
find 1.5 real influential members out of 10 for half of the groups. The CART algorithm exhibits a
high variation in the number of correctly predicted influencers, and the third quartile is greater
than 4. Instead, the SVR algorithm achieves excellent performance with the radial basis function
kernel, and the distribution of the results exhibits lower variability with respect CART. The median
number of influencers correctly predicted by the LP algorithm is equal to 1.26 and the distribution
of the results has a low deviation. In addition, the outliers in the plot indicate that, for some groups,
the LP achieves the same results as obtained by the previous algorithms. The LR algorithm has the
worst performance because the number of top-10 correctly predicted influencers ranges between
0 and 2.

Hence, the KNN results to be one of the most accurate algorithms for Influencers Prediction
among all the most popular prediction algorithms used in this experiment. Consequently, the ex-
periments presented in the following were executed using the KNN algorithm.

8.2 Granularity of the Temporal Network

In this section, we investigate the effect of the duration of the slice Δ of the temporal network on
the accuracy of the predictor. For this purpose, we compared the predictions obtained with Δ = 1
day and Δ = 1 week.

For the training of the predictor, both experiments use a training set that, for each group’s mem-
ber u, considers the interactions of u occurred in the month preceding the period to predict (i.e.,
4 weeks or 28 days). In particular, in the case of Δ = 1 day, such a training set consists of the obser-
vations related to the 28 interaction graphs of the previous month, one for each slice Δ. Instead, in
the case of Δ = 1 week, the training set contains the observations obtained from the four interac-
tion graphs, one for each week of the previous month. From this point onward, for each group, we
perform several experiments choosing distinct blocks of data within the dataset we collected to be
used as a training set, and we compute the average number of correctly predicted influencers in
such experiments. In order to reduce the number of dimensions of the data, the metrics obtained
from the observations are transformed and projected on the first principal component. As a result,
for each group’s member, the transformed training set consists of one principal component for
each observation.

At first, we evaluate for each group the number of members belonging to the training set, i.e.,
the members who interacted at least once in the reference period, since the most influential users
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(a) Average number of potential influencers per group

(b) Top-10 influential  members

Fig. 12. Accuracy of the prediction: number of the most influential members correctly predicted.

of a group will be chosen among them. Figure 12(a) shows for each group the average number of
members in the training set.

Instead, Figure 12(b) depicts, for Δ = 1 day and Δ = 1 week, the 10 most influential members,
which have been correctly predicted on average. The test sets adopted for checking the correctness
of the predictions include one observation over a period of duration Δ. As shown by Figure 12(a),
most groups (about 70%) have a number of possible influential members between 100 and 1000,
while the other groups exhibit a larger number of potential influential members (between 1,000
and 10,000).

As expected, the duration of the slide Δ of the temporal network affects the accuracy of the
prediction (see Figure 12(b)). Most groups (about 60%) exhibit better results when the slide Δ of
the temporal network used for data modeling is equal to 1 week. In this case, the framework
successfully identifies, on average, about 3 of the most 10 influential members of a group in a
future time interval. As shown by Figure 12(b), some groups of the Entertainment (T1, T2), News
(N2), and Sport (S1) categories exhibit high accuracy because the average number of influential
members correctly predicted by the framework w.r.t. the top-10 real influencers for T1 is 6, while
for S1, N2, and T2, it is 5.

8.3 Number of Principal Components

In the previous experiments, we fixed the number of principal components to 1 for each obser-
vation. In this section, we investigate how the number of principal components used for data
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(a) Top-5 influential members (b) Top-10 influential members

(c) Top-10 predicted influential members by using temporal network with Δ =1 week 

Fig. 13. Impact of the number of principal components on the accuracy of the prediction.

transformation affects the accuracy of the prediction. For this purpose, we analyze temporal net-
works having duration of the slide Δ equal to 1 week and 1 day. For the training of the predictor, the
framework considers a training set that consists of the interactions occurred in the last month (i.e.,
4 weeks or 28 days). The test sets adopted for checking the correctness of the predictions include
one observation over a period of duration Δ. We executed several experiments where the number
N ′ of principal components selected for the Data transformation phase varies among {1, 2, 3, 4,All }.

Figure 13 depicts the results of such experiments by showing the distribution of the average
number of members correctly predicted w.r.t. the top-5 (Figure 13(a)) and the top-10 (Figure 13(b))
real influential members, for different numbers of components. From the numerical point of view,
we observe that the best accuracy has been obtained using one component and a slide duration
of Δ = 1 week. However, in general, we could say that the accuracy achieved by using one or two
components is quite similar, and it is in general better than the performance obtained using more
components.

In particular, Figure 13(a) indicates that the number of influential members correctly predicted
w.r.t. the top-5 real ones improves when the number of selected components ranges between 1 and
2. Indeed, for Δ = 1 day, the maximum and the median numbers of correctly predicted influential
members are, respectively, equal to 3 and 1 for both one and two components. For Δ = 1 week,
the best accuracy is obtained when the Data transformation phase selects either one component
or two components. In particular, in this case, the maximum and the median numbers of correctly
predicted influential members are equal, respectively, to 3 and 1 when we use one, two, three, and
four components. However, the distribution of the results in the case of one or two components also
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exhibits a high first quartile value, i.e., equal to 1, while on choosing three and four components,
the value of the first quartile is 0.

Figure 13(b) shows the accuracy of the framework in recognizing the top-10 real influential
members for different numbers of components. In such a case, the median prediction results
achieved for Δ = 1 day do not change much as the number of components increases. Indeed, the
median number of correctly predicted influencers ranges between 2.46 (for one component) and
2.57 (for two and four components). However, we could say that the best prediction results are
achieved when selecting the first two components, as the highest value for the maximum num-
ber of correctly predicted influencers, equal to 5.56, is obtained with two components. Moreover,
the highest values of the first and third quartiles are obtained with two components as well. The
selection of one component improves the accuracy of the framework for Δ = 1 week because the
maximum and the median numbers of correctly predicted influencers are equal to 6 and 3, respec-
tively. Instead, the maximum and median numbers of correctly predicted influencers obtained by
using Δ = 1 week and two components is equal to, respectively, 5.33 and 2.70, and these values
become smaller using more components. We analyze in more detail the accuracy of the predictions
on each group by showing in Figure 13(c) the average number of influential members successfully
recognized among the top-10 real ones, when the slide Δ of the temporal networks used for data
modeling is equal to 1 week and the number of selected components is equal to 1 and 2. For four
groups (E2, E3, T4, S4), using one or two components led to the same accuracy in the results, i.e.,
the same number of predicted influencers turned out to be real ones. For half of the remaining
12 groups, the number of predicted influencers who turned out to be real ones was higher using
one component, and for the other half, it was higher using two components. However, if we take
into account the total number of real influencers who have been correctly predicted among all
the groups, we see that using one component we were able to correctly predict 47 influencers,
while using two components, the number of predicted influencers who turned out to be real ones
was 46.

Summarizing, the framework achieves the best prediction accuracy when the first component is
used and the slide Δ of the temporal networks used for data modeling is equal to 1 week. Increasing
the number of components does not produce significant improvements in the number of predicted
influencers, while making the training of the predictors more complex.

8.4 Size of the Training Set

As a further step, we analyze the impact of the size of training set on the performance of the
framework. In particular, we vary the number of past observations used for the training of the
Prediction task, and we evaluate the ability of the framework to identify the most influential
members of the groups.

Figure 14 shows the average number of influencers (along with the 95% confidence interval
(CI)) correctly predicted by the framework w.r.t. the top-10 real ones varying the number l of
months covered by the training set in {1, 2, 3, 4}. The number of observations in l months depends
on the duration of the slide Δ of the temporal network. Our experiments have been conducted
setting Δ= 1 week, and the related numbers of observations are shown on the x-axis. Moreover,
the Data transformation phase of the framework has been configured with N ′=1 component for
the prediction, while the test set consists of the real influential members in the week following the
training set. The results show that the accuracy of the framework, in most of the cases, slightly
decreases when the number of observations considered in the training set increases. Indeed, for the
majority of the groups (i.e., groups E2, E3, T2, S1, S2, S4, W1, W2. W3, and W4), the average number
of correctly predicted influencers is higher when the observations in the training set span over a
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(a) Education (b) Entertainment

(c) Sport (d) Work

Fig. 14. Impact of the size of the training set on the accuracy of the prediction (Δ = 1 week).

month period. Furthermore, each group leads to a specific performance value of the predictor,
depending on the category to which it belongs. In particular, for the Education category, using a
training set of 1 month, the average number of correctly predicted influential members is equal to
0.9 for group E2 and to 1.9 for group E3. For group T2, belonging to the Entertainment category,
the average number of correctly predicted influential members using a training set of 1 month
is equal to 5. The groups of the Sport category exhibit an average number of correctly predicted
influential members equal to 5 for S1, 1.25 for S2, and 3 for S4. Finally, for the groups of the Work
category, the average number of influential members correctly predicted using a training set of
1 month is equal to 1.15 for W1, 1.92 for W2, 2 for W3, and 2.70 for W4.

Instead, the average number of correctly predicted influential members for group T1 is equal to
6. This latter result is achieved with two training sets: 1 month and 3 months, respectively. Finally,
group E1 (Education category) and group T4 (Entertainment category) exhibit a different trend
because the average number of correctly predicted influential members for group E1 is about 3,
independently of the size of the training set. Instead, the results obtained from group T4 show
that the accuracy of the framework improves when the number of observations considered in the
training set increases.

Summarizing, for most groups, increasing the number of observations considered for the train-
ing of the predictor introduces some degradation on the accuracy of the prediction. This suggests
that, given our settings, the influential members of the groups are more likely to be identified by
our framework when the observations of the training set are related to a period of 1 month.
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(a) Top-5 influential members (b) Top-10 influential members

Fig. 15. Accuracy of the prediction by varying the future time interval (Δ = 1 week).

8.5 Amplitude of the Prediction

Another important aspect for the prediction of influential members is the accuracy achieved by the
framework varying the size of the future time interval to predict. Hence, we use the framework
to compute the top-k influential members of the groups, and we evaluate the accuracy of this
prediction by using three different test sets consisting of the observations over future time intervals
of, respectively, 1 day, 3 days, and 1 week. All the experiments use the same training set, which
consists of the observations made in the last month, and the same granularity Δ = 1 week of the
temporal network. Figure 15 shows the distribution of the average number of influential members
of the groups correctly predicted by the framework by using different values for N ′, the number
of components selected by the Data transformation phase, and different lengths of the test set. The
graphs confirm the global trend, showing that predictions over a future period of 1 week are more
effective, regardless of the number k of the top-k members selected by the framework. In fact,
on one hand, Figure 15(b) shows that the number of correctly predicted influential members over
the top-10 increases with the size of the test set used to evaluate the predictions in most of the
cases. The highest median accuracy is achieved in the case of predictions for the next week and
N ′= 1 component. In this case, for half of the groups, the framework was able to identify at least
three influencers, and for group T1, the framework correctly predicted six influencers. Instead, the
lowest number of correctly predicted influential members is obtained by using all the components
and a test set equal to 1 day. On the other hand, from Figure 15(a), we notice that the highest value
for the median number of influential members correctly predicted over the top-5 is equal to 1.34,
and it is obtained taking into account a future period of 1 week and selecting two components for
the Data transformation phase, while by selecting only one component, the median value is equal
to 1. Both in the case of N ′= 1 component and in the case of N ′= 2 components, the values of the
first and third quartiles are the same, i.e., respectively, 1 and 2, while the maximum value is higher
in the case of one component.

8.6 Number of Predicted Influencers

In general, we could say that the number k of the influential group’s members to be predicted
depends on the influencer marketing campaign strategy and budget. For instance, a company could
decide to base its advertisement campaign on five potential influencers. Hence, in this section,
we discuss the accuracy of the predictions of our framework having the number k of predicted
influential members taking the values {5, 10, 15, 20}. To perform a fair evaluation of the prediction
accuracy, it is important to notice that the number k of predicted influencers that will be compared
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(a) All groups (b)  Education (c)  Entertainment

(d)  Work (e)  News ()  Sport

Fig. 16. Top-k influential members.

with real ones should be small enough with respect to the total number V of members of the
group, (i.e., k � V ). Otherwise, when k is close to V , the significance of the prediction could be
overestimated. For this reason, for each value of k in {5, 10, 15, 20}, we determined for which group
it is meaningful to compute the prediction accuracy by calculating the ratio between k and the
number of potential influential members V of the group, and selecting only the groups for which
that value is greater than a given threshold (set to 0.1). By using this methodology, we observe that
group N3 and group W4 have about 100 members (see Figure 12(a)) and that the ratio between k
and 100 is less than or equal to 0.1 when the value of k does not exceed 10. Hence, for N3 and W4,
we will predict up to 10 influencers. Similarly, group S2 consists of about 180 potential influential
members, and the maximum number k of predicted influential members we take into account for
computing prediction accuracy is equal to 15. Instead, the other groups have a number of potential
influential members between 234 (group W2) and 5,120 (group T3). Consequently, even for k equal
to 20, the ratio between k and the number of potential influential members V of each group is
below 0.1. Hence, we will predict up to 20 influencers. The experimental results are represented
in Figure 16(a). The predictions have been conducted by using the input parameter values that
resulted in the best prediction accuracy in our previous analysis: the granularity Δ of the temporal
network is equal to 1 week (see Section 8.2), the number of principal components, N ′, is equal
to 1 (see Section 8.3), the size of the training set is equal to 1 month (see Section 8.4), and the
size of the future time interval to predict is equal to 1 week (see Section 8.5). As shown by the
plot, the prediction of the top-k most influential users of the groups is more challenging when
the number of members k to be recognized is small. In fact, we can see that our framework, for
half of the groups we examined, was able to predict at least one influencer among the top-5, three
influencers among the top-10, about four influencers among the top-15, and about six influencers
among the top-20. We investigate in more detail the prediction accuracy by showing in Figure 16
the top-k most influential users of the groups for each category. The number of predicted users
among the top-5 most influential members of the groups ranges between 0 (for a group of the
Work category, a group of Sport, and a group of the News category) and 3 (for two groups of the
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Entertainment category). Instead, for k = 10, the lowest number of correctly predicted influencers
is 1 (for groups belonging to the categories Education, Work, and Sport), while the highest value
is 6, and it was obtained for a group in the Entertainment category. In the case of top-15 most
influential members, the methodology obtained the lowest number of correctly predicted users,
1.4, on a group of the Education category, while the highest value is 10 and it was obtained on a
group of the Entertainment category. Finally, the number of correctly predicted members over the
top-20 most influential members ranges between 2 for a group of the Education category and 13
for a group of the Entertainment category.

Finally, we computed the average number of correctly predicted influential members among all
the groups, which resulted in 1.37 for the top-5, 2.94 for the top-10, 4.58 for the top-15, and 6.5 for
the top-20.

9 COMPARISON WITH THE LITERATURE

In this section, we compare the approaches for Influencers Identification or Influencers Prediction
described in Section 2 with the one we propose in this article. Table 9 summarizes the charac-
teristics of existing approaches indicating the OSN considered by the approach (column OSNs);
the type of measures used by the approach to compute influence (column Measures); the features
considered by such measures (column Features); the ability of the approaches to predict future
influential users (column Prediction); the type of dataset used to evaluate performance (column
Dataset); and the type of approach used to divide the proposals into three categories: the Users
Network Structure (UN) consists of the approaches taking into account users and their activities,
the Content Flow (CF) category takes into account how the information flows in the network, and
the Other Methods (OM) category takes into account other models, such as Association Rules and
Features Analysis (column Category).

According to [2], the measures proposed in order to identify influential users in OSNs can be
classified into six different classes. The first class includes works based on Local Measures (LM),
which refers to local metrics calculated through the direct neighborhood of a given user. Exam-
ples of LM are in-degree and out-degree centralities. The second class is based on Short Path-Based
Measures (SPM), which consider all the shortest paths that go through a user in a network to calcu-
late the user’s influence. Examples are the Betweenness Centraility and the Closeness Centrality.
The third class considers Iterative Calculation-Based Measures (IC) that compute the score by con-
sidering not only the contribution of a network user, but also his direct connections, which means
that each user contributes his ranking value to his connected users—similar to what happens with
page ranking algorithms. Another class includes the Coreness-Based Measures (CM), which con-
sider the location of users more important than their direct connection. Moreover, the fifth class
includes ML approaches focused on features (such as the number of reactions or the length of the
text) used by ML algorithms (e.g., Support Vector Machine and Decision Tree) to predict influential
users. Finally, the categorization proposes a last class to classify the Hybrid Methods (HM), which
are based on more than one technique.

In the following, we compare our approach with the ones listed in Table 9, taking into account
three aspects: the elements taken into account for influencers identification and influencers pre-
diction, the methodology, and the prediction.

9.1 Taxonomy Elements for OSN Influencers Identification and Influencers Prediction

As shown in Table 9, most of the current proposals are focused on Twitter [7, 14, 17, 48, 51, 52,
57–59]. Even if the main goal of all of these approaches is to find influencers, they differ from each
other for the information they analyze to identify them. For instance, in [48], the authors focused
on the tweets containing the http string, and analyze their propagation over time on Twitter. Their
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Table 9. Summary of the Approaches Used to Identify or Predict Influential Users in OSNs

Reference OSNs Measures Features Prediction Dataset Category

[48] Twitter Influence,
Passivity (LM)

retweet of tweets,
including URLs

× Real UN

[7] Twitter Influence (LM) tweet with bit.ly URLs � Real CF

[57] Twitter Influence (HM) retweet from blogs
associated with health
subject

× Real UN

[59] Twitter Importance
(IC)

Japanese tweet and
retweet

× Real UN

[17] Twitter Influence (LM) follower, tweet, retweet,
mentions

× Real UN

[51] Twitter Influence (HM) tweet filtered by tags,
retweet, mention

× Real CF

[14] Twitter Influence (CM) follower × Real UN

[60] Weibo Influence (ML) follower, micro-blog � Real CF

[27] FriendFeed Influence (IC) follower’s comments,
likes, and tweet

× Real CF

[41] Last.fm Influence (ML) user listening, listening
time

× Real CF

[23] Facebook
(Pages)

Influence (HM) posts, likes, comments � Real OM

[42] Facebook
(Game App)

Influence (ML) age, gender, number of
shares and responders in
each game category

× Real OM

[4] Facebook
(Movie App)

Influence,
Susceptibility
(HM)

notifications’ messages,
age, gender, relationship
status

× Real CF

[44] All Influence,
Susceptibility
(HM)

interaction × Synthetic UN

[39] Facebook
(Pages)

Influence (HM) similarity, interaction,
proximity

× Real UN

[45] Multiplatform Influence (LM) 3,550 features related to
the platform, user,
interaction

× Real OM

[63] Multiplatform Influence (ML) users’ relationships,
activities, relationships
between users and objects

× Real OM

[9] Micro-blog Influence. (IC) followerships, retweets,
mentions, from
micro-blogs filtered by
topics

× Real UN

[58] Twitter Influence. (IC) tweets, followers, and
friends, from top-1000
Singapore-based twitters
from twitterholic.com

× Real UN

[64] Micro-blog Influence (HM) user interactions, retweet
intervals comments

× Real CF

[31] BlogCatalog Influence (HM) relationships × Real UN

[52] Twitter Influence (ML) retweets and mentions
around a Pepsi discussion

� Real UN
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influence measure takes into account both structural properties of the network and the behavior
of users in retweeting such links. The authors in [7] focus on tweets, including bit.ly URLs. In
particular, they compute the influence of such posts tracking their diffusion and predict influential
users by taking into account users’ attributes and the influence of their past posts. In [59], the
principal analyzed information is the tweet and the proposed approach considers the user–tweet
graph, where nodes correspond to user accounts and tweets, and edges correspond to follow and
retweet relationships.

Other proposals based on relationships are [14, 17, 58], which differ from our scenario because
relationships do not exist in OSNs’ groups. Indeed, the Twitter dataset used in [17] consists of fol-
lowing links among users. Instead, [14] measures the user influence by analyzing the user connec-
tivity network through a customized version of the k-shell decomposition algorithm. It analyzes
two Twitter datasets. The first one includes user profiles and social relations, and the second one
a sampling of tweets representing more than 7 million users. In [58], a set of Twitter data about
Singapore-based twitterers is analyzed, starting by a set of top-1000 Singapore-based twitterers
from twitterholic.com. The influence measure they define takes into account the reciprocity of the
following relation. In [57], the authors crawled with about 100 users in accordance with the link
“how to follow” and later “browse interests”, and then they searched for the topic “health” during
March 2011 by extracting 200 retweets per user.

Works based on hashtags or filtered information are [51, 52, 58]. In [51], the authors extracted
the tweets filtering them by following a specific set of hashtags. From this dataset, the authors
constructed the network structure using the mention or retweet activities between users using
the past 10 months of twitter data. Examining the tweets having hashtags related to the same
topic can be considered somehow similar to examining the posts of a social group, although this
way needs to find a relevant set of hashtags for the topic to be analyzed; instead, a group collects a
relevant number of interactions concerning the topic it is focused on. In [52], the dataset is based
on a discussion around Pepsi, in particular retweets, and it was extracted in two different periods,
from November 11, 2009 to November 26, 2009. Instead, the authors in [58] use an ML technique
for grouping tweets concerning the same topic.

A smaller number of proposals are focused on Facebook [4, 23, 39, 42], but none of them
takes into account Facebook groups. Indeed, the information collected by these proposals is taken
from Facebook applications and Facebook pages. For instance, in [23], the dataset is composed
of a sample of 195 Facebook pages containing posts with all likes and comments, while the au-
thors in [39] worked with a brand page containing information about a particular company, or
brand, or product, taking into account the activities on the page carried out by the administra-
tor and/or subscribers of the page. Instead, authors in [42] focused on the Facebook applica-
tion, and they considered information that was related to the specific app. A similar approach
is proposed in [4], where the authors study the effects of the users’ attributes on the prod-
uct adoption decisions by using influence-mediating messages sent from a commercial Facebook
application.

Finally, there are other works based on different Social Media, such as Weibo, FriendFeed, and
Last.fm. Weibo is principally used in China, and it is a mix between Twitter and Facebook. For
this reason, it has been used in [60] to study following relationships and retweets. FriendFeed was
closed in 2015, and Last.fm is active and useful in evaluating recommendation systems, as shown
in [41], where a set of scrobbles are used to recommend musical similarity.

In [31], the authors use BlogCatalog, which is one of the largest blog directories available on
the Internet. BlogCatalog allows you to search blogs, connect with bloggers, learn more about
blogging and tips to promote blogs for oneself, and it is considered a social network of bloggers.

ACM Transactions on Knowledge Discovery from Data, Vol. 15, No. 3, Article 35. Publication date: April 2021.



35:44 A. De Salve et al.

In summary, the literature presents several approaches based on various social media, and is
tailored to analyze specific pieces of information of social media. In the following, we highlight
the differences between such approaches and our proposal. First of all, we notice that our proposal
is based on the function of a social groups. Indeed, social groups are used to share information
and contents concerning specific interests. Information spread inside a group is visible to each
member of the group, and it can be considered useful for the members of the group, but probably
not so much useful outside the group. Hence, most of the works taking into account Twitter differ
from our proposal because they consider influencers that are not related to a specific group (that
is, a community of people interested in a given topic), but tweets are addressed to everybody or
to all the followers of the posting user. Furthermore, taking into account only tweets, including
specific hashtags [51, 52], differs from taking into account posts on social groups because hashtags
are typically related to very specific topics, and are dynamic and short-lived. To collect a relevant
number of tweets related to a given topic, the related hashtags should be derived earlier, using a
similarity measure able to recognize hashtags belonging to that topic—for instance, the approach of
[58] uses an ML technique for identifying tweets concerning the same topic. Only few approaches
are based on Facebook, but they consider a different scenario, mainly Facebook applications [4,
42] (data were collected when the old Facebook privacy policies still allowed applications to access
information concerning users) or Facebook pages of companies or brands [23, 39], and no one is
focused, unlike our proposal, on Facebook groups.

9.2 Methodology

Concerning the methodology, we highlighted in Table 9 (column Category) that the approaches
presented in the literature can be categorized into three main categories: approaches based on UN,
approaches based on CF, and OM. Our approach falls into the first category, because it takes into
account the activity of members inside groups, and it does not consider the content flow due to the
possible lack of interest in sharing the information shared within a group with outside the group
itself. As a matter of fact, a specific content is created in a group because it is typically related
to the topic of the group and hence relevant for the group members only. Only a subset of the
approaches presented in Table 9 ([9, 14, 17, 31, 39, 44, 48, 52, 57–59]) falls under the same category
as we propose in this article. In [9], the authors propose a multigraph approach to evaluate three
different categories of users: Influencers, Leaders, and Discussers. They propose three different link
analysis algorithms, one for each specific role to identify. In [59], the TuRank algorithm is proposed
in order to evaluate influential node. The algorithm considers both a Twitter social graph and how
tweets actually flow among users. The approach presented in [57] is based on combining a set of
standard metrics, i.e., Betweenness Centrality, Closeness Centrality, Eigenvector Centrality, and
Page Rank, with adjustable weighted parameters, considering not only the topological importance
of a node, but also the strength of ties of retweets. Instead, [14] proposes to measure the user
influence by analyzing the user connectivity network through a customized version of the k-shell
decomposition algorithm. In this approach, the most influential users are the ones at the core of
the network built by the k-shell decomposition algorithm. In [17], the proposed model is designed
to consider only three specific influence measures: in-degree, retweet, and mention influence. The
authors in [48] defined an influence measure that takes into account both structural properties of
the network and the link diffusion behavior of users. In particular, they define the user passivity
to measure the percentage of tweets that are retweeted by each user, and, to measure the influence
of a user, they take into account both the number of retweets of tweets and the passivity of the
users who retweeted them. In [52], the authors produce the Retweet and the Mention Graph, and
the users who will have viral outbursts of retweets in the following week are computed by taking
into account the in-degree, out-degree, and Page Rank (with a damping factor of 0.85). In [44], the
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authors studied influence as a function of link strength and incoming and outgoing clustering value
defined for each node in the network. The methodology measures the link strength according to
the volume of interactions among users, while the clustering value is measured by the closeness of
a node to highly interconnected communities. In [39], the methodology considers an association
value composed of three metrics: proximity, similarity, and interaction. In [58], the authors provide
a methodology where the initial dataset is distilled in order to identify topics in the text. Then, a
topic-specific algorithm is applied. A proposal that shows some limited similarity to our work is
presented in [31], where authors aggregate different centrality metrics to compute an influence
score as the average of the positions of a node in decreasing order of centrality scores over various
centrality metrics. They selected six metrics to evaluate the methodology. However, the cited work
does not provide details about the possibility to use other combinations of measures, and it seems
to be correct only when the measures are correlated between them. Furthermore, it uses averaged
values computed on the selected metrics.

With respect to the previously cited approaches, our proposal is novel, defining a complete and
general framework that can be applied to particular scenarios in order to instantiate a personalized
influencer prediction process by choosing a customizable set of centrality measures and a predic-
tion model. Furthermore, the practical methodology that we have proposed defines all the phases
required for the Influencers Prediction process, starting from the data collection from OSNs. The
methodology also includes, as an optional step, an evaluation phase, to be performed at the end of
the Influencers Prediction process, which allows its user to evaluate the accuracy of the prediction
obtained with the specific configuration they chose, in order to fine-tune this configuration (e.g.,
changing the set of centrality measures, the number of components selected by the PCA, the pre-
diction algorithm, or other parameters of the methodology) to improve the prediction accuracy in
their specific domain.

9.3 Influencers Prediction

The prediction of future influencers has been considered only by the approaches described in
[7, 23, 52, 60], as shown in Table 9. In [23], association rules are applied in order to assess user
participation in a post, based on previous interactions. Consequently, the approach relates to how
users perform actions (e.g., comments or likes) on posts in Facebook pages, being able to predict if
a specific user will or will not participate on a post discussion. This is different from our work, in
which we predict the influential members of a group by using the interactions as well, but without
focusing on predicting the participation of specific users to post discussions, which in itself is a
different problem.

In [60], the authors propose a novel notion of social influence for modeling the retweet behaviors
in the context of the ego network of a user. In particular, they predict for a specific userv whether
his/her active neighbors have an influence on retweet behaviors of v by analyzing the influence
locality-based features, personal attributes, topic propensity, and instantaneity. The six personal
attributes taken into account are the number of followees, the number of followers, the number
of bi-followers (i.e., the reciprocal of “following” relationships), the longevity (age of the account),
gender, and verification status. The principal difference with our work is that since the prediction
takes into account the ego network of a specific user, such a prediction is valid only for that specific
user. Instead, in our approach, a prediction concerns all the users of the group taken into account.

In [7], the authors consider the user’s ability to seed the content containing URLs that generate
large cascades of retweets. To compute the influence score for a given post, the approach tracks the
diffusion of the URL from its original post until the diffusion stops. The prediction uses a regression
tree model taking into account both users’ features and the past influence of their posts, also
using folded cross-validation to terminate partitioning to prevent over-fitting. The main difference
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from the approach we propose, besides the scenario, is that this approach defines a customized
prediction process tailored for the specific context, while our approach allows the choice of any
prediction algorithm, also allowing the evaluation of the resulting accuracy.

The authors in [52] compare different measures of influence on Twitter, such as Degree Cen-
trality and Page Rank, on their ability to accurately predict which tweet will be virally retweeted
in the near future, and also combine them for obtaining better predictions. To this aim, they in-
troduce a supervised version of Kemeny Ranking [32] in order to aggregate individual rankings
obtained evaluating such measures for the task of predicting influencers. In this case too, the main
difference from our approach, besides the scenario, is that this approach is focused on defining
a customized prediction process maximizing the prediction accuracy in the specific scenario of
interest, while our approach allows the choice of any prediction algorithm.

9.4 Discussion

In order to highlight the main differences between our work and the state-of-the-art solutions,
we analyzed three distinct aspects: the taxonomy elements for OSN Influencers Prediction, the
methodology, and the Prediction task. To summarize, there is no other previous work that takes
into account the prediction of influencers in Facebook groups. As a matter of fact, the majority of
the existing approaches are based on Twitter, where the concept of group does not exist, and the
only one that takes into account groups of tweets related to the same topic (selected through an
ML technique) does not perform Influencers Prediction. The few approaches based on Facebook
consider information gathered by Facebook applications (collected in the past, when the old Face-
book privacy policies allowed applications to access a wealth of information concerning users) or
from Facebook pages, which are related to companies or products. Moreover, most of the existing
approaches are meant to identify current influencers, and only four of them also deal with the
prediction of future ones. Only one of these four is related with Facebook pages, but it performs a
very different kind of prediction with respect to our proposal. In fact, it predicts whether a given
user will or will not participate in the discussion on a given post.

Finally, our contribution is very different from the existing ones because it defines a general
and complete framework focused on Influencers Prediction in Facebook groups, which covers all
the phases of the Influencers Prediction process, starting from the collection of data from the
OSN and ending with the evaluation of the accuracy of the prediction. For each phase of the pro-
cess, we describe the input data and the results, and a set of algorithms and tools that could be
adopted to perform the specific elaboration on such input data to obtain the results. Hence, our
framework is not fixed to a specific set of measures or to a specific prediction algorithm, but it al-
lows its users to choose a customized set of measures and a prediction algorithm. The framework
also identifies a number of other parameters of each phase of the Influencers Prediction process,
such as the number of component selected by the PCA when combining the chosen measures (see
Table 8), which can be properly configured to obtain the best prediction accuracy in each specific
scenario. As a matter of fact, our framework also comprises an evaluation phase aimed at evaluat-
ing the prediction accuracy obtained with a specific parameter configuration, in order to fine-tune
these parameters to improve the prediction accuracy. The framework has been instantiated with
a practical and viable methodology, thoroughly discussed. The results achieved by the proposed
methodology, reported and discussed in previous sections, show the quality and viability of our
proposal.

9.5 Experimental Comparison

The previous qualitative comparison revealed that our proposal is very different from the state-of-
the-art solutions, which do not take into account the problem of Influencers Prediction in Facebook
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Fig. 17. Experimental comparison with other Influencers Prediction approaches.

groups. For this reason, a direct experimental comparison between our approach and the those lis-
tened in Table 9 would not be meaningful in this scenario. In order to show that the framework
implementing our methodology works effectively, we selected and implemented two reference so-
lutions to the Influencers Prediction problem as baselines for comparison: the random solution
and the naive solution. The naive solution computes, for each group, the number of comments or
replies received by each member in the training set and predicts as most influential members the
members who attracted the highest number of interactions. Instead, the random solution gener-
ates for each member of the group a random number with equal probability in a given interval and
takes as most influential members the ones who obtained the highest random numbers, regardless
of the interactions that occurred in the groups. For the naive and random solutions, the number
of interactions received by each member of the group in the test set is used to identify the top-10
real influential members, and the accuracy of each solution is assessed by comparing the latter
with the predicted ones. We execute the above experiment for all the groups in our dataset and
summarize in Figure 17 the distribution of results we obtained for the three solutions. In partic-
ular, each solution uses the same training data, which consist of the 80% the data of each group,
while the remaining 20% are used for testing. Furthermore, in this experiment, the values of the
configuration parameters used to execute our framework are the ones we determined in Section 8
(see Figure 16(a)), i.e., we fixed the granularity Δ of the temporal network to 1 week, the number
of principal components to 1, and the size of the neighborhood used by the KNN to 4. Compared
to these alternatives solutions, the proposed approach achieves remarkably better performance,
showing the effectiveness of our methodology.

10 CONCLUSION AND FUTURE WORK

Motivated by the increasing attention paid to the role of influential users in OSNs, we are the first
ones, to the best of our knowledge, to propose a novel, general framework for predicting the most
influential members of Facebook groups. Furthermore, following the described framework, we
implemented a practical and viable methodology that has been tested over a robust experimental
campaign. Such a campaign is based on the collection of interactions from among about 800,000
users from 18 Facebook’s groups belonging to different categories (Education, Politics, News, En-
tertainment, and Sport). Achieved results are striking: By properly tuning the system parameters,
when predicting 10 influencers, the median number of them who turned out to be real ones was
3—taking into account the groups of all the categories–, while it was 5 when taking into account
specific groups. Moreover, we have also gained interesting insight into this new domain of in-
vestigation. In particular, we found out that, for the Influencers Prediction process, the defined
KNN prediction algorithm provided the highest accuracy results among the most commonly used
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(similar) algorithms. Furthermore, we found that the best accuracy of the Prediction task was
obtained when the dimension of the vector representing the results provided by the set of cen-
trality measures taken into account was reduced to 1 through the PCA method. Finally, for what
concerns the size of the training set, the best accuracy was obtained using the interactions col-
lected in 1 month and considering a granularity of 1 week for the temporal network representing
them.

As future work, we plan to enhance the proposed framework by investigating the effect of more
sophisticated prediction models and other data dimensionality reduction techniques on the ac-
curacy of the prediction. Another interesting research direction would be to study cross-group
correlation phenomena. Finally, since the proposed framework has been designed to be modular
and general, it provides good applicability and portability to other scenarios as well. Future work
will concern the application of the proposed framework to other relevant scenarios.

Overall, the complexity of the domain, the novelty of the tackled problem, and the quality and
viability of achieved results, other than being interesting on their own, also pave the way for
further research in the highlighted directions.
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