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COMPARATIVE CONVERGENCE ANALYSIS OF NONLINEAR

AMLI-CYCLE MULTIGRID ∗

XIAOZHE HU † , PANAYOT S. VASSILEVSKI ‡ , AND JINCHAO XU §

Abstract. The main purpose of this paper is to provide a comprehensive convergence analysis of
nonlinear AMLI-cycle multigrid method for symmetric positive definite problems. Based on classical
assumptions for approximation and smoothing properties, we show that the nonlinear AMLI-cycle
MG method is uniformly convergent. Furthermore, under only the assumption that the smoother
is convergent, we show that the nonlinear AMLI-cycle method is always better (or not worse) than
the respective V-cycle MG method. Finally, numerical experiments are presented to illustrate the
theoretical results.

Key words. Multigrid, nonlinear AMLI-cycle Multigrid, nonlinear preconditioned conjugate
gradient method

1. Introduction. In this paper, we consider the large-scale sparse linear system
of equations

(1.1) Au = f,

where A is a symmetric positive definite (SPD) operator on a finite-dimensional vector
space V . The development of efficient and practical solvers for large-scale sparse
linear systems of equations arising from discretizations of partial differential equations
(PDEs) is an important task in scientific and engineering computing. We consider
an iterative solution for equation (1.1) using a multigrid (MG) method. Efficient,
scalable, and often computationally optimal, MG methods have been used successfully
in practical applications. In fact, there is extensive literature on MG methods; see
[15, 29, 30, 6, 11, 25, 31, 28], and references therein for details. MG methods, especially
their algebraic variants, algebraic multigrid (AMG) methods, are being increasingly
used in practice. Originating in [7], AMG method gained some popularity after [22]
appeared. And more recently, researchers have further extended these methods and
developed them in various directions ([26, 8, 12, 32, 9, 17], etc.).

In order to improve the robustness of (A)MG methods, we usually use them as
preconditioners in Krylov subspace iterative methods, such as the conjugate gradient
(CG) method in the case when A is SPD.

The performance and efficiency of MG methods may degenerate when the phys-
ical and geometric properties of the problems become more and more complicated.
Generally speaking, if the convergence factor of the two-grid method is too large, the
fast convergence of the MG methods, which is expected to be independent of the
levels, cannot be guaranteed with either the standard V-cycle or even with the stan-
dard W-cycle. The multilevel cycle, which uses the best polynomial approximation
of degree n to define the coarse-level solver, was originally introduced in [1, 2, 27]
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and applied to the hierarchical basis MG method. This cycle, usually referred to
as the algebraic multilevel iteration (AMLI) cycle, is designed to provide an opti-
mal condition number, if the degree n of the polynomial is sufficiently large, under
the assumption that the V-cycle MG method has bounded condition number that
depends entirely on the difference of levels. This assumption (on the bounded level
length V-cycle convergence) is feasible for certain second-order elliptic PDEs without
additional assumptions in regard to PDE regularity.

More recently, thanks to the introduction of the nonlinear (variable-step/flexible)
preconditioning method and the analysis of it in [4] (see also [14, 20, 23], etc.), non-
linear multilevel preconditioners were proposed and additive version of them analyzed
in [5]. Furthermore, the multiplicative version was investigated in [16]. In these non-
linear multilevel preconditioners, n steps of a preconditioned CG iterative method
replace the best polynomial approximation and are performed to define the coarse-
level solvers. The condition number is optimal for properly chosen n > 1. The same
idea can be used to define the MG cycles, as shown for the first time in [28]. The re-
sulting nonlinear AMLI-cycle MG was analyzed in [21] (see also [28]). In the nonlinear
AMLI-cycle MG, n steps of the CG method with the MG on coarser level as a precon-
ditioner are applied to define the coarse-level solver. Under the assumption that the
convergence factor of the V-cycle MG with bounded-level difference is bounded, the
uniform convergence property of the nonlinear AMLI-cycle MG methods is shown, if
n is chosen to be sufficiently large.

As we can see, the parameter n plays an important role in both the linear and
nonlinear AMLI-cycle MG methods. This parameter must be large enough to guar-
antee the uniform convergence even for problems with full regularity according to
the theoretical results. However, we can expect uniform convergence in such cases
for any n ∈ Z

+, especially n = 1, which partly motivated the present work. More
specifically, we provide such a uniform convergence analysis of the nonlinear AMLI-
cycle MG method. Under the standard assumptions for approximation and smoothing
properties, we show that both the nonsymmetric (without post-smoothing) and the
symmetric (with both pre and post-smoothing) nonlinear AMLI-cycle MG method
converge uniformly for any n ≥ 1, i.e.,

‖v − B̂ns
k [Akv]‖

2
Ak

≤ δ‖v‖2Ak
, ‖v − B̂k[Akv]‖

2
Ak

≤ δ‖v‖2Ak
,

where B̂ns
k and B̂k, defined by Algorithms 2.4 and 2.5 below, denote the nonsym-

metric and symmetric nonlinear AMLI-cycle MG methods, respectively, and where
the constant 0 < δ < 1 is independent of level k. We also prove the same uniform
convergence under the assumption used in [21], i.e. the boundedness of the V-cycle
MG method with bounded-level difference. Via this proof, we generalized the results
in [21], which show only that Krylov subspace iterative methods using B̂ns

k [·] and B̂k[·]
as preconditioners converges uniformly. This means that all the recursive calls of the
Krylov subspace iterative method can only be performed on the coarse levels. On
the finest level, we can just perform the smoothing steps and still have a uniformly
convergent method. On the other hand, similar to MG methods, without the approx-
imation and smoothing properties, we are not able to show uniform convergence for
nonlinear AMLI-cycle MG. However, we can compare the nonlinear AMLI-cycle MG
method with V-cycle MG method, and show that nonlinear AMLI-cycle MG method
is always better than the corresponding V-cycle MG method for any n ≥ 1. For the
nonsymmetric case, we can show that

‖v − B̃ns
k [Akv]‖Ak

≤ ‖v −Bns
k Akv‖Ak



Convergence Analysis of Nonlinear AMLI-cycle MG 3

where Bns
k denotes the nonsymmetric V-cycle MG (without post-smoothing), i.e.,

the \-cycle. For the symmetric case, under the assumption that the smoother is
convergent in the ‖ · ‖Ak

norm, we have

(v − B̃k[Akv], v)Ak
≤ (v −BkAkv, v)Ak

,

where Bk denotes the V-cycle MG. The above inequality is based on an important
property of the full version of nonlinear preconditioned conjugate gradient (PCG)
method; i.e., the residual of the current iteration is orthogonal to all the previous
search directions. However, this property fails for the truncated version of the non-
linear PCG method. Therefore, the full version nonlinear PCG should be used to
define the coarse level solver in the nonlinear AMLI-cycle MG method rather than
the steepest descent method or any truncated version of the nonlinear PCG . We also
compare the nonlinear AMLI-cycle MG method with the corresponding n-fold V-cycle
MG method and show that the nonlinear AMLI-cycle is always at least as good as
and usually better than the n-fold V-cycle MG method in terms of the bounds on the
convergence rate.

The rest of the paper is organized as follows. In section 2, we introduce the
nonlinear AMLI-cycle MG algorithms and the basic assumptions. The main results,
the comparison theorem and the uniform convergence of the nonlinear AMLI-cycle
MG method are presented in section 3. In section 4, the numerical experiments and
the results that illustrate our theoretical results are presented.

2. Preliminaries. Let V be a linear vector space, and let (·, ·) denote a given
inner product on V , the induced norm of which is ‖ · ‖. The adjoint of A with respect
to (·, ·), denoted by At, is defined by (Au, v) = (u,Atv) for all u, v ∈ V . A is SPD
if At = A and (Av, v) > 0 for all v ∈ V \{0}. As A is SPD with respect to (·, ·),
then (A·, ·) defines another inner product on V , denoted by (·, ·)A, the induced norm
of which is ‖ · ‖A.

2.1. Multigrid. Let us first introduce the standard V-cycle MG method. Here,
we consider the MG methods that are based on a nested sequence of the subspaces
of V : V1 ⊂ V2 ⊂ · · · ⊂ VJ = V. Corresponding to these spaces, Qk, Pk : V → Vk are
defined as the orthogonal projections with respect to (·, ·) and (·, ·)A, respectively, and
define Ak : Vk → Vk by (Akuk, vk) = (uk, vk)A for uk, vk ∈ Vk. Note that Ak is also
SPD; therefore, Ak defines an inner product denoted by (·, ·)Ak

on Vk, the induced
norm of which is ‖ · ‖Ak

. We also introduce a smoother, Rk : Vk → Vk, which is
necessary to define the multigrid method.

Now we define the nonsymmetric multigrid iteratorBns
k (without post-smoothing)

by the following recursive algorithm:

Algorithm 2.1 \-cycle MG: Bns
k

Let Bns
1 = A−1

1 , and assume that Bns
k−1 : Vk−1 → Vk−1 has been defined; therefore,

for f ∈ Vk, B
ns
k : Vk → Vk is defined as follow:

Pre-smoothing: u1 = Rkf ;
Coarse-grid correction: Bns

k f := u1 +Bns
k−1Qk−1(f −Aku1).

Similarly, we can also define the (symmetric) V-cycle multigrid operator Bk re-
cursively, as shown in Algorithm 2.2.
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Algorithm 2.2 V-cycle MG: Bk

Let B1 = A−1
1 , and assume that Bk−1 : Vk−1 → Vk−1 has been defined; therefore,

for f ∈ Vk, Bk : Vk → Vk is defined as follow:
Pre-smoothing u1 = Rkf ;
Coarse-grid correction u2 = u1 +Bk−1Qk−1(f −Aku1);
Post-smoothing Bkf := u2 +Rt

k(f −Aku2).

2.2. Nonlinear preconditioned conjugate gradient method. In order to
introduce the nonlinear AMLI-cycle MG method, it is necessary to introduce the
nonlinear PCG method, which is a simplified version (available for SPD Ak) of the
algorithm originated in [4]. The original version in [4] was meant for more general
cases, including nonsymmetric and possibly indefinite matrices. Let B̂k[·] : Vk →
Vk be a given nonlinear operator intended to approximate the inverse of Ak. We
now formulate the nonlinear PCG method used to provide an iterated approximate
inverse to Ak based on the given nonlinear operator B̂k[·]. This procedure gives

another nonlinear operator B̃
[n]
k [·] : Vk → Vk, which can be viewed as an improved

approximation of the inverse of Ak.

Algorithm 2.3 Nonlinear PCG Method

Assume we are given a nonlinear operator B̂k[·] to be used as a preconditioner.

Then, ∀f ∈ Vk, B̃
[n]
k [f ] is defined as follows:

Step 1. Let u0 = 0 and r0 = f . Compute p0 = B̂k[r0]. Then let

u1 = α0p0, and r1 = r0 − α0Akp0, where α0 =
(r0, p0)

(p0, p0)Ak

.

Step 2. For i = 1, 2, · · · , n− 1, compute the next conjugate direction

(2.1) pi = B̂k[ri] +

i−1
∑

j=0

βi,jpj , where βi,j = −
(B̂k[ri], pj)Ak

(pj , pj)Ak

.

Then the next iterate is

(2.2) ui+1 = ui + αipi, where αi =
(ri, pi)

(pi, pi)Ak

,

and the corresponding residual is

(2.3) ri+1 = ri − αiAkpi.

Step 3. Let B̃
[n]
k [f ] := un.

Algorithm 2.3 defines the nonlinear operator B̃
[n]
k [·]. In the rest of the paper, for

the sake of simplicity, we will drop the superscript [n] and use B̃k[·] instead. This
simplified notation indicates that n steps of the nonlinear PCG are performed.

Remark 2.1. If we apply only one step of the nonlinear PCG method, we can
see that B̃k[f ] = αB̂k[f ] where α = (B̂k[f ], f)/‖B̂k[f ]‖

2
Ak

. That is, B̃k[f ] differs

from B̂k[f ] by a scalar factor.
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Remark 2.2. Due to the choice of βi,j , it is easy to see that the new direction pi
is Ak-orthogonal to all the previous directions pj , j = 0, 1, · · · , i− 1, i.e.,

(2.4) (pi, pj)Ak
= 0, j = 0, 1, 2, · · · , i− 1.

Due to this property of the direction pi and to the choice of αi, from (2.3), it is
straightforward to see that

(2.5) (ri+1, pj) = 0, j = 0, 1, 2, · · · , i.

Finally, by (2.4) and (2.5), we can show that ui+1 computed by (2.2) is the solution

of the minimization problem minαi,j∈R ‖f −Ak(ui +
∑i

j=0 αi,jpj)‖
2
A−1

k

. Therefore, we

have ‖f −Akui+1‖
2
A−1

k

≤ ‖f −Akui‖
2
A−1

k

. Then, by induction, we have

(2.6) ‖A−1
k f − B̃k[f ]‖

2
Ak

≤ ‖A−1
k f − B̂k[f ]‖

2
Ak

.

This means that B̃k[·] is a better approximation to A−1
k than to B̂k[·].

Remark 2.3. According to equation (2.1), we use all the previous search directions
in order to compute the next search direction. The resulting Algorithm 2.3 is referred
to as the full version of the nonlinear PCG method. In practice, due to memory
constraints, we may want to use a truncated version. Specifically, we only require
that the new direction to be orthogonal to the mi ≥ 0 most recent ones (cf. [20]).

In that case, equation (2.1) is replaced by pi = B̂k[ri] +
∑i−1

j=i−1−mi
βi,jpj where

βi,j = −
(B̂k[ri],pj)Ak

(pj ,pj)Ak

, and the resulting algorithm is referred to as the truncated version

of the nonlinear PCG method. A general strategy is to use 0 ≤ mi ≤ mi−1+1 ≤ i−1
and a typical choice is mi = 0. If pi = B̂k[ri] (i.e., formally mi = −1), this choice
corresponds to the nonlinear preconditioned steepest descent method. In the present
multilevel setting, the full version of the method is acceptable in practice, this is
because we expect relatively few recursive calls (between the levels), and this happens
on coarse levels.

Assume that B̂k[·] approximates the inverse of Ak with accuracy δ ∈ [0, 1), i.e.,

(2.7) ‖A−1
k f − B̂k[f ]‖Ak

≤ δ‖f‖A−1

k
.

Then we have the following convergence result for the nonlinear PCG methods which
we will use later.

Theorem 2.1 (Theorem 10.2, [28]). Assume that B̂k[·] satisfies (2.7) and that
B̃k[·] is implemented by n iterations of Algorithm 2.3 with B̂k[·] as the preconditioner.
Then the following convergence rate estimate holds:

(2.8) ‖A−1
k f − B̃k[f ]‖Ak

≤ δn‖f‖A−1

k
.

Remark 2.4. As stated in Theorem 10.2 in [28], the above convergence rate esti-
mate holds for both the full and truncated versions of the nonlinear PCG method.

2.3. Nonlinear AMLI-cycle MG. Now, thanks to Algorithm 2.3, we can
recursively construct the nonlinear AMLI-cycle MG operator as an approximation
of A−1

k . First, we define a nonsymmetric operator, i.e. a nonlinear AMLI-cycle MG
without post-smoothing, as shown in Algorithm 2.4. Similarly to standard (linear)
MG, we can also define a symmetric nonlinear AMLI-cycle multigrid by introducing
post-smoothing, as shown in Algorithm 2.5. On level k, once B̂ns

k [·] and B̂k[·] are

defined, the corresponding B̃ns
k [·] and B̃k[·] are defined by n steps of the nonlinear

PCG method using B̂ns
k [·] and B̂k[·] as the preconditioner, respectively.
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Algorithm 2.4 Nonsymmetric nonlinear AMLI-cycle MG: B̂ns
k [·]

Assume that B̂ns
1 [f ] = A−1

1 f and that B̂ns
k−1[·] has been defined. Then for f ∈ Vk

Pre-smoothing: u1 = Rkf ;
Coarse-grid correction: B̂ns

k [f ] := u1 + B̃ns
k−1[Qk−1(f − Aku1)],

where B̃ns
k−1[·] is implemented as in Algorithm 2.3 with B̂ns

k−1 as the pre-
conditioner.

Algorithm 2.5 Nonlinear AMLI-cycle MG: B̂k[·]

Assume that B̂1[f ] = A−1
1 f and that B̂k−1[·] has been defined, then for f ∈ Vk,

Pre-smoothing u1 = Rkf ;
Coarse-grid correction u2 = u1+ B̃k−1[Qk−1(f −Aku1)], where B̃k−1[·] is
implemented as in Algorithm 2.3 with B̂k−1 as the preconditioner;
Post-smoothing B̂k[f ] := u2 +Rt

k(f −Aku2).

2.4. Cost of the Nonlinear AMLI-cycle MG. The cost of the nonlinear
AMLI-cycle is discussed in [3, 28, 21]. We include a complexity estimation here for
the sake of completeness. And we use the notation and terminology from [21].

Let nk be the number of degrees of freedom at level k, and assume a uniform
refinement, i.e., nk = µdnk−1, d = 2 or d = 3 in which typically µ = 2. Furthermore,
assume that the V-cycle MG on level k can be implemented for O(nk) flops and that
there are n iterations of the nonlinear PCG on the coarse level. Then the cost of the
nonlinear AMLI-cycle MG B̂k[·] can be estimated (using induction) by

wk = O(nk) + nwk−1,

which implies that

wk = O(nk)
∑

j

(
n

µd
)j .

Therefore, the work of each nonlinear AMLI-cycle is comparable to that of the cor-
responding n-fold V-cycle MG. For example, when n = 2, the cost of the nonlinear
AMLI-cycle MG method is roughly the same as that of W-cycle MG method. More-
over, for the method to have an optimal complexity method, n must satisfy that
n < µd. For example, when d = 3 and µ = 2, we need n < 8 which is a mild restric-
tion. It should also be noted that, it is not necessary to apply the nonlinear PCG on
each level, In fact, several levels can be skipped, which leads to the condition n < µdk0 ,
in which k0 denotes the number of skipped levels. This is a very mild restriction if
we choose k0 sufficiently large.

Next, we will consider B̃k[·]. Iit is implemented by n steps of the nonlinear
PCG with B̂k[·] as the preconditioner, therefore, the cost is similar to n steps of the
nonlinear PCG with the n-fold V-cycle MG as the preconditioner.

2.5. Assumptions. Our goal is to analyze the convergence of the nonlinear
AMLI-cycle MG using the same assumptions as in the conventional (classical) con-
vergence analysis of MG.

We make the following (classical) assumptions in order to carry out the conver-
gence analysis. These assumptions will be used to show the uniform convergence of
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the nonlinear AMLI-cycle MG method. The first assumption is refereed as to the
approximation property of the projection Pk.

Assumption 2.1 (Approximation Property).

(2.9) ‖(I − Pk−1)v‖
2
Ak

≤
c1

ρ(Ak)
‖Akv‖

2, ∀v ∈ Vk

where ρ(Ak) is the spectral radius of Ak, and c1 is a constant independent of k. This
assumption is commonly used in the MG literature, e.g., Assumption A.7 in [6], the
“strong approximation property” assumption in [28], and Assumption A7.1 in [29].
Our Assumption 2.1 holds (see, e.g., [29, 28]) in the case of second-order elliptic
problems with full regularity.

Another common assumption refers to the smoothers. In this paper, we always as-
sume that the (generally nonsymmetric) smoother Rk is convergent in the ‖·‖Ak

norm.
One main assumption is that the symmetric composite smoother R̃k, defined by

I − R̃kAk = (I −RkAk)(I −Rt
kAk), satisfies the following smoothing property.

Assumption 2.2 (Smoothing Property).

(2.10)
c2

ρ(Ak)
(v, v) ≤ (R̃kv, v), ∀v ∈ Vk

where c2 is a constant independent of k. This assumption means that the choice of
smoother must be comparable to a simple Richardson smoother. It is used to prove
estimates concerning the V-cycle MG method, see Assumption A.4. in [6]. Note
that we also have another symmetric composite smoother R̄k which is defined by
I − R̄kAk = (I −Rt

kAk)(I −RkAk).
Based on the Assumptions 2.1 and 2.2, we obtain the following well-known result

(see p. 75 of [29] and p. 145 of [28]).
Lemma 2.2. Assume that Assumptions 2.1 and 2.2 hold. Then we have ‖(I −

Pk−1)v̂‖
2
Ak

≤ η(‖v‖2Ak
− ‖v̂‖2Ak

) where v̂ = (I − RkAk)v, v ∈ V , and η = c1
c2

> 0 is a
constant independent of k.

Remark 2.5. The above lemma can be found as Assumption (A) in [28] and
Lemma 6.2 in [29]. It provides perhaps the shortest convergence proof for the V-
cycle MG method. It is also equivalent to the assumption originally used in [18, 19]
(see [28] for details). Inequality (2.9) can also be found as inequality (4.82) in [24].

3. Convergence Analysis. In this section, we present the main results of this
paper. First, we compare the nonlinear AMLI-cycle MG method with the V-cycle
MG method and thereby show that the nonlinear AMLI-cycle MG is always better or
not worse than the respective V-cycle MG. Furthermore, based on Assumptions 2.1
and 2.2, we show that the nonlinear AMLI-cycle MG method is uniformly conver-
gent without the requirement that n, the number of iterations of the nonlinear PCG
method, be sufficiently large.

The following two representations are useful in our analysis. First, we have a
result for the nonsymmetric nonlinear operator B̂ns

k [·] defined in Algorithm 2.4.
Lemma 3.1. For all v ∈ Vk,

(3.1) v − B̂ns
k [Akv] = (I −RkAk)v − B̃ns

k−1[Ak−1Pk−1(I −RkAk)v]

and

(3.2) B̂ns
k [v] = Rkv + B̃ns

k−1[Qk−1(I −AkRk)v].
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Proof. Properties (3.1) and (3.2) both follow directly from Algorithm 2.4 and the
identity Ak−1Pk−1 = Qk−1Ak that holds on Vk.

Similarly, we have the following lemma concerning the (symmetric) nonlinear
operator B̂k defined in Algorithm 2.5.

Lemma 3.2. For all v ∈ Vk,

(3.3) v − B̂k[Akv] = (I −Rt
kAk)((I −RkAk)v − B̃k−1[Ak−1Pk−1(I −RkAk)v])

and

(3.4) B̂k[v] = R̄kv + (I −Rt
kAk)B̃k−1[Qk−1(I −AkRk)v].

Proof. Properties (3.3) and (3.4) follow directly from the definition in Algo-
rithm 2.5 (using again the identity Ak−1Pk−1 = Qk−1Ak that holds on Vk).

3.1. Comparison Results Without Assumptions 2.1 and 2.2. First, we
compare the nonlinear AMLI-cycle MG method with the corresponding nonsymmetric
(\-cycle) MG and symmetric (V-cycle) MG method without Assumptions 2.1 and 2.2.
We show that the nonlinear AMLI-cycle is always better (or not worse) under the
assumption that the smoother is convergent in the ‖ · ‖Ak

-norm.

The first comparison result is for the nonsymmetric nonlinear AMLI-cycle MG
and the \-cycle MG. The result shows that the nonlinear operator B̂ns

k and B̃ns
k each

give better approximations of the inverse of Ak than does the \-cycle MG.

Theorem 3.3. Let both Bns
k and B̂ns

k [·] be defined by Algorithms 2.1 and 2.4 ,

and let B̃ns
k [·] be implemented as in Algorithm 2.3 with B̂ns

k [·] as the preconditioner.
Then we have

(3.5) ‖v − B̃ns
k [Akv]‖Ak

≤ ‖v − B̂ns
k [Akv]‖Ak

≤ ‖v −Bns
k Akv‖Ak

Proof. We use mathematical induction to prove the theorem. The result holds
for k = 1 trivially. Assume that (3.5) holds for k − 1. By Algorithm 2.1, we have
(I−Bns

k Ak)v = v̂−Bns
k−1Ak−1Pk−1v̂ = v̂−Pk−1v̂+Pk−1v̂−Bns

k−1Ak−1Pk−1v̂ where v̂ =
(I −RkAk)v. Note that Pk−1 is a projection; hence, we have ‖v−Bns

k Akv‖
2
Ak

= ‖v̂−

Pk−1v̂‖
2
Ak

+‖Pk−1v̂−Bns
k−1Ak−1Pk−1v̂‖

2
Ak

. Similarly, for the nonlinear operator B̂ns
k [·],

by Lemma 3.1, we have

‖v − B̂ns
k [Akv]‖

2
Ak

= ‖v̂ − Pk−1v̂‖
2
Ak

+ ‖Pk−1v̂ − B̃ns
k−1[Ak−1Pk−1v̂]‖

2
Ak

≤ ‖v̂ − Pk−1v̂‖
2
Ak

+ ‖Pk−1v̂ −Bns
k−1Ak−1Pk−1v̂‖

2
Ak

= ‖v −Bns
k Akv‖

2
Ak

.

Moreover, therefore, B̃ns
k [Akv] is obtained by Algorithm 2.3 with B̂ns

k [·] as the precon-

ditioner, by (2.6), we have ‖v− B̃ns
k [Akv]‖

2
Ak

≤ ‖v− B̂ns
k [Akv]‖

2
Ak

≤ ‖v−Bns
k Akv‖

2
Ak

.
This completes the proof.

Note that we only used the minimization property (2.6) in the proof. Therefore,
Theorem 3.3 also holds when we use any truncated version of the nonlinear PCG
method is used to define the coarse level solver. Thus, we have the following corollary.
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Corollary 3.4. Let both Bns
k and B̂ns

k [·] be defined by Algorithms 2.1 and 2.4.

Also, let B̃ns
k [·] be implemented as in a truncated version of Algorithm 2.3 with

B̂ns
k [·] as the preconditioner. Then, we have

‖v − B̃ns
k [Akv]‖Ak

≤ ‖v − B̂ns
k [Akv]‖Ak

≤ ‖v −Bns
k Akv‖Ak

.

Next we show that, similar to the nonsymmetric case, the nonlinear AMLI-cycle
MG method is better (not worse) than the respective V-cycle MG method, and the
nonlinear operators B̂k and B̃k each provides a better approximations of the inverse
of Ak.

We need the following key property of the nonlinear operator B̃k[·] obtained by
Algorithm 2.3. This property plays an important role in our analysis.

Lemma 3.5. Let B̃k[·] be implemented as in Algorithm 2.3 with B̂k[·] as the
preconditioner. For ∀v ∈ Vk, we have

(3.6) ‖v − B̃k[Akv]‖
2
Ak

= (v − B̃k[Akv], v)Ak
.

Proof. By (2.2), we can see that ui =
∑i−1

j=0 αjpj. Due to the fact that the
residual ri is orthogonal to all the previous directions pj, j = 0, 1, · · · , i − 1, we

have (ri, ui) = 0. By definition, B̃k[f ] := un. Therefore, we have (rn, un) = 0,
rn = f −AkB̃k[f ], i.e.,

(3.7) (f −AkB̃k[f ], B̃k[f ]) = 0.

If we let f = Akv, we have

‖v − B̃k[Akv]‖
2
Ak

= (v − B̃k[Akv], v − B̃k[Akv])Ak

= (v − B̃k[Akv], v)Ak
− (v − B̃k[Akv], B̃k[Akv])Ak

.

The second term vanishes due to (3.7) and the choice f = Akv. Then (3.6) follows
directly.

Now we are in a position to show the following comparison theorem for the non-
linear AMLI-cycle MG method and the respective V-cycle MG method.

Theorem 3.6. Let B̂k[·] be defined by Algorithm 2.5, and let B̃k[·] be imple-
mented as in Algorithm 2.3 with B̂k[·] as the preconditioner. We also assume that the
smoother Rk is convergent. For ∀v ∈ Vk, the following estimates hold:

(3.8) 0 ≤ (v − B̃k[Akv], v)Ak
≤ (v − B̂k[Akv], v)Ak

≤ (v −BkAkv, v)Ak
.

Proof. Inequalities (3.8) hold trivially for k = 1. Assuming by induction that (3.8)
holds for k − 1, by Lemma 3.5, we then have that

(v − B̃k[Akv], v)Ak
= ‖v − B̃k[Akv]‖

2
Ak

≥ 0,

which confirms the first inequality in (3.8). As B̃k[Akv] is obtained by Algorithm 2.3
with B̂k[·] as the preconditioner, by (2.6), we have that

(v − B̃k[Akv], v)Ak
= ‖v − B̃k[Akv]‖

2
Ak

≤ ‖v − B̂k[Akv]‖
2
Ak

.
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On the other hand, if we let v̂ = (I −RkAk)v, then according to Lemma 3.2, we have

‖v − B̂k[Akv]‖
2
Ak

= ‖(I −Rt
kAk)(v̂ − B̃k−1[Ak−1Pk−1v̂])‖

2
Ak

(smoother is convergent) ≤ ‖v̂ − B̃k−1[Ak−1Pk−1v̂]‖
2
Ak

(orthogonality) = ‖v̂ − Pk−1v̂‖
2
Ak

+ ‖Pk−1v̂ − B̃k−1[Ak−1Pk−1v̂]‖
2
Ak

(Lemma 3.5) = (v̂ − Pk−1v̂, v̂ − Pk−1v̂)Ak

+ (Pk−1v̂ − B̃k−1[Ak−1Pk−1v̂], Pk−1v̂)Ak

(orthogonality) = (v̂ − Pk−1v̂, v̂)Ak
+ (Pk−1v̂ − B̃k−1[Ak−1Pk−1v̂], v̂)Ak

(Lemma 3.2) = (v − B̂k[Akv], v)Ak
.

Therefore, we have (v−B̃k[Akv], v)Ak
≤ (v−B̂k[Akv], v)Ak

, which confirms the second
inequality in (3.8). For the last inequality, we have

(v − B̂k[Akv], v)Ak
= (v̂ − Pk−1v̂, v̂)Ak

+ (Pk−1v̂ − B̃k−1[Ak−1Pk−1v̂], v̂)Ak

(induction assumption) ≤ (v̂ − Pk−1v̂, v̂)Ak
+ (Pk−1v̂ −Bk−1Ak−1Pk−1v̂, Pk−1v̂)Ak

= (v −BkAkv, v)Ak
.

This confirms the last inequality in (3.8). This completes the proof.
Remark 3.1. We recall that Lemma 3.5 is based on the fact that the current

residual ri is orthogonal to all previous search directions–a fact that only holds for
the full version of the nonlinear AMLI-cycle MG. Therefore, the full version of the
nonlinear PCG should be preferred in practice over both the steepest descent method
and the truncated version of the nonlinear PCG. By choosing the full version of the
nonlinear PCG, we will guarantee the monotonicity stated in Theorem 3.6, which also
holds only for this method.

Regarding the comparison between the nonlinear AMLI-cycle MG method and
the n-fold V-cycle MG method, the latter of which is defined by recursively applying
the coarse-grid correction n times (e.g., n = 2 corresponds to the well-known W-
cycle MG), results that are similar to (3.5) and (3.8) are too strong and in general
do not hold. Because in general if ‖(I − B1

kAk)v‖Ak
≤ ‖(I − B2

kAk)v‖Ak
holds for

any v ∈ Vk where both B1
k and B2

k are linear operators, this does not imply that
‖(I − B1

kAk)
nv‖Ak

≤ ‖(I − B2
kAk)

nv‖Ak
for all v ∈ Vk. However, we can still show

that the nonlinear AMLI-cycle MG method performs better (or not worse) (in terms
of the convergence bounds) than the corresponding n-fold V-cycle MG method for
n ≥ 2 in the following sense.

Theorem 3.7. Let B
ns,[n]
k be the n-fold V-cycle MG without post-smoothing and

B̂ns
k [·] be defined by Algorithm 2.4, and let B̃ns

k [·] be implemented as in Algorithm 2.3

with n steps with B̂ns
k [·] as the preconditioner. Then we have

‖v −B
ns,[n]
k Akv‖

2
Ak

≤ ρk‖v‖
2
Ak

,

‖v − B̂ns
k [Akv]‖

2
Ak

≤ δk‖v‖
2
Ak

,

where 0 ≤ δk ≤ ρk < 1. Equivalently, ‖v − B̂ns
k [Akv]‖Ak

≤ ‖I −B
ns,[n]
k Ak‖Ak

‖v‖Ak
.

Proof. Because a direct solver is used on the coarsest level k = 1, we have

0 = δ1 = ρ1 < 1. Therefore, it is easy to see that B
ns,[n]
2 = B̂ns

2 [·], which means that
0 ≤ δ2 = ρ2 < 1. This implies that B̃ns

2 [·] is defined as n steps of the preconditioned

Krylov method with B
ns,[n]
2 as the preconditioner. By the minimization property



Convergence Analysis of Nonlinear AMLI-cycle MG 11

of Algorithm 2.3 and the fact that the preconditioner is now linear, we have ‖v −

B̃ns
2 [A2v]‖A2

≤ ‖(I −B
ns,[n]
2 A2)

nv|A2
. Therefore, on level 3, we have

‖v − B̂ns
3 [A3v]‖

2
A3

= ‖v̂ − P2v̂‖
2
A3

+ ‖P2v̂ − B̃ns
2 [A2P2v̂]‖

2
A3

≤ ‖v̂ − P2v̂‖
2
A3

+ ‖(I −B
ns,[n]
2 A2)

nP2v̂‖
2
A3

= ‖(I −B
ns,[n]
3 A3)v‖

2
A3

,

where v̂ = (I −RkAk)v, k = 3. On the other hand,

‖(I −B
ns,[n]
3 A3)v‖

2
A3

= ‖v̂ − P2v̂‖
2
A3

+ ‖(I −B
ns,[n]
2 A2)

nP2v̂‖
2
A3

≤ ‖v̂ − P2v̂‖
2
A3

+ ρn2‖P2v̂‖
2
A3

≤ (1 − ρn2 )‖v̂ − P2v̂‖
2
A3

+ ρn2‖v̂‖
2
A3

≤ ((1 − ρn2 )δ
TG
3 + ρn2 )‖v‖

2
Ak

:= ρ3‖v‖
2
Ak

,

where ρ3 = (1− ρn2 )δ
TG
3 + ρn2 and where δTG

3 is the two-grid convergence rate at level
3. In the following, δTG

k denotes the two-grid convergence rate at level k. Hence, we

have ‖v − B̂ns
3 [A3v]‖

2
A3

≤ δ3‖v‖
2
A3

and 0 ≤ δ3 ≤ ρ3 < 1.
For k ≥ 4, we use mathematical induction. Assume that 0 ≤ δk−1 ≤ ρk−1 ≤ 1

holds; therefore, we have (I − B
ns,[n]
k Ak)v = v̂ − Pk−1v̂ + (I − B

ns,[n]
k−1 Ak−1)

nPk−1v̂.
Note that Pk−1 is a projection. Therefore, we have

‖v −B
ns,[n]
k Akv‖

2
Ak

= ‖v̂ − Pk−1v̂‖
2
Ak

+ ‖(I −B
ns,[n]
k−1 Ak−1)

nPk−1v̂‖
2
Ak

(Induction Assumption) ≤ ‖v̂ − Pk−1v̂‖
2
Ak

+ ρnk−1‖Pk−1v̂‖
2
Ak

(Orthogonality) ≤ (1− ρnk−1)‖v̂ − Pk−1v̂‖
2
Ak

+ ρnk−1‖v̂‖
2
Ak

≤ ((1 − ρnk−1)δ
TG
k + ρnk−1)‖v‖

2
Ak

:= ρk‖v‖
2
Ak

,

where ρk = (1− ρnk−1)δ
TG
k + ρnk−1. Similarly, for B̂ns

k [·], we have

‖v − B̂ns
k [Akv]‖

2
Ak

= ‖v̂ − Pk−1v̂‖
2
Ak

+ ‖Pk−1v̂ − B̃ns
k−1[Ak−1Pk−1v̂]‖

2
Ak

(Induction Assumption) ≤ ‖v̂ − Pk−1v̂‖
2
Ak

+ δnk−1‖Pk−1v̂‖
2
Ak

≤ ((1− δnk−1)δ
TG
k + δnk−1)‖v‖

2
Ak

:= δk‖v‖
2
Ak

,

where δk = (1 − δnk−1)δ
TG
k + δnk−1. Because 0 ≤ δk−1 ≤ ρk−1 < 1, it follows that

0 ≤ δk ≤ ρk < 1. This completes the proof.
For the n-fold V-cycle MG method with post-smoothing, we have the following

results.
Theorem 3.8. Let B

[n]
k be the n-fold V-cycle MG method with post-smoothing

and B̂k[·] defined by Algorithm 2.5, and let B̃k[·] be implemented as in Algorithm 2.3
with n steps with B̂k[·] as the preconditioner. Then we have

‖v −B
[n]
k Akv‖

2
Ak

≤ ρk‖v‖
2
Ak

,

‖v − B̂k[Akv]‖
2
Ak

≤ δk‖v‖
2
Ak

,
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where 0 ≤ δk ≤ ρk < 1. Equivalently, ‖v − B̂k[Akv]‖Ak
≤ ‖I −B

[n]
k Ak‖Ak

‖v‖Ak
.

Proof. Due to the fact that we are using a direct solver on the coarsest grid, we

have B
[2]
2 = B̂2[·] again. By the same argument as the proof of the previous theorem,

we have 0 = δ1 = ρ1, 0 ≤ δ2 = ρ2 < 1, and 0 ≤ δ3 ≤ ρ3 < 1. For k ≥ 4, assume that
0 ≤ δk−1 ≤ ρk−1 < 1. Denote (I − RkAk)v by v̂ as before and ŵ = (I − RkAk)w.
Therefore, we have

(v −B
[n]
k Akv, w)Ak

= (v̂ − Pk−1v̂ + (I −B
[n]
k−1Ak−1)

nPk−1v̂, ŵ)Ak

(Cauchy Schwarz) ≤ ‖v̂ − Pk−1v̂‖Ak
‖ŵ − Pk−1ŵ‖Ak

+ ‖(I −B
[n]
k−1Ak−1)

nPk−1v̂‖Ak
‖Pk−1ŵ‖Ak

(Induction Assumption) ≤ ‖v̂ − Pk−1v̂‖Ak
‖ŵ − Pk−1ŵ‖Ak

+ ρ
n/2
k−1‖Pk−1v̂‖Ak

‖Pk−1ŵ‖Ak

(Cauchy Schwarz) ≤
√

‖v̂ − Pk−1v̂‖2Ak
+ ρnk−1‖Pk−1v̂‖2Ak

×
√

‖ŵ − Pk−1ŵ‖2Ak
+ ‖Pk−1ŵ‖2Ak

.

Then, similar to Theorem 3.7, we have (v−B
[n]
k Akv, w)Ak

≤ ρ
1/2
k ‖v‖Ak

‖w‖Ak
, which

implies that ‖v − B
[n]
k Akv‖

2
Ak

≤ ρk‖v‖
2
Ak

where ρk = (1 − ρnk−1)δ
TG
k + ρnk−1. On the

other hand, we have

(v − B̂k[Akv], w)Ak
= (v̂ − Pk−1v̂, ŵ − Pk−1ŵ)Ak

+ (Pk−1v̂ − B̃k−1[Ak−1Pk−1v̂], Pk−1ŵ)Ak

(Cauchy Schwarz) ≤ ‖v̂ − Pk−1v̂‖Ak
‖ŵ − Pk−1ŵ‖Ak

+ ‖Pk−1v̂ − B̃k−1[Ak−1Pk−1v̂]‖Ak
‖Pk−1ŵ‖Ak

(Induction Assumption) ≤ ‖v̂ − Pk−1v̂‖Ak
‖ŵ − Pk−1ŵ‖Ak

+ δ
n/2
k−1‖Pk−1v̂‖Ak

‖Pk−1ŵ‖Ak

(Cauchy Schwarz) ≤
√

‖v̂ − Pk−1v̂‖2Ak
+ δnk−1‖Pk−1v̂‖2Ak

×
√

‖ŵ − Pk−1ŵ‖2Ak
+ ‖Pk−1ŵ‖2Ak

.

Then, we have (v − B̂kAkv, w)Ak
≤ δ

1/2
k ‖v‖Ak

‖w‖Ak
, which implies that

‖v − B̂kAkv‖
2
Ak

≤ δk‖v‖
2
Ak

where δk = (1 − δnk−1)δ
TG
k + δnk−1. Because 0 ≤ δk−1 ≤ ρk−1 < 1, it follows that

0 ≤ δk ≤ ρk < 1. This completes the proof.

Again, it is easy to see that the above results also hold for the truncated version
of the nonlinear PCG method. In addition, we have the following corollaries.

Corollary 3.9. Let B
ns,[n]
k be the n-fold V-cycle MG without post-smoothing.

Define B̂ns
k [·] by Algorithm 2.4, and let B̃ns

k [·] be implemented as in a truncated version

of Algorithm 2.3 with n steps with B̂ns
k [·] as the preconditioner. Then we have

‖v −B
ns,[n]
k Akv‖

2
Ak

≤ ρk‖v‖
2
Ak

, ‖v − B̂ns
k [Akv]‖

2
Ak

≤ δk‖v‖
2
Ak

,
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where 0 ≤ δk ≤ ρk < 1. Equivalently, ‖v − B̂ns
k [Akv]‖Ak

≤ ‖I −B
ns,[n]
k Ak‖Ak

‖v‖Ak
.

Corollary 3.10. Let B
[n]
k be the n-fold V-cycle MG with post-smoothing. Define

B̂k[·] by Algorithm 2.5, and let B̃k[·] be implemented as in a truncated version of
Algorithm 2.3 with n steps with B̂k[·] as the preconditioner. Then we have

‖v −B
[n]
k Akv‖

2
Ak

≤ ρk‖v‖
2
Ak

, ‖v − B̂k[Akv]‖
2
Ak

≤ δk‖v‖
2
Ak

,

where 0 ≤ δk ≤ ρk < 1. Equivalently, ‖v − B̂k[Akv]‖Ak
≤ ‖I −B

[n]
k Ak‖Ak

‖v‖Ak
.

3.2. Comparison Results under Assumptions 2.1 and 2.2. We return now
to Assumptions 2.1 and 2.2. Under these assumptions, we have the following compar-
ison theorem, which shows that the nonlinear AMLI-cycle MG method is better than
the \-cycle MG method by a factor of ρ < 1, as specified in the following theorem.

Theorem 3.11. Let B̂k[·] be defined by Algorithm 2.5, and let B̃k[·] be imple-
mented as in Algorithm 2.3 with B̂k[·] as the preconditioner. Assume that Assump-
tions 2.1 and 2.2 hold. We then have the estimates

(3.9) ‖v − B̃k[Akv]‖Ak
≤ ‖v − B̂k[Akv]‖Ak

≤ ρ‖v −Bns
k Akv‖Ak

where ρ =
√

c1
c1+c2

< 1, which is a constant independent of k.

Proof. The results holds for k = 1 trivially. Assume that (3.9) holds for level k−1.
Denote (I−RkAk)v by v̂, and let ŵ = (I−RkAk)w. Similar to Theorem 3.8, we have

(v − B̂k[Akv], w)Ak
≤ ‖v̂ − Pk−1v̂‖Ak

‖ŵ − Pk−1ŵ‖Ak

+ ‖Pk−1v̂ − B̃k−1[Ak−1Pk−1v̂]‖Ak
‖Pk−1ŵ‖Ak

(induction assumption) ≤ ‖v̂ − Pk−1v̂‖Ak
‖ŵ − Pk−1ŵ‖Ak

+ ρ‖Pk−1v̂ − B̃ns
k−1Ak−1Pk−1v̂‖Ak

‖Pk−1ŵ‖Ak

(Cauchy-Schwarz) ≤
√

‖v̂ − Pk−1v̂‖2Ak
+ ‖Pk−1v̂ −Bns

k−1Ak−1Pk−1v̂‖2Ak

×
√

‖ŵ − Pk−1ŵ‖2Ak
+ ρ2‖Pk−1ŵ‖2Ak

= ‖v −Bns
k Akv‖Ak

×
√

‖ŵ − Pk−1ŵ‖2Ak
+ ρ2‖Pk−1ŵ‖2Ak

.

Note that

‖ŵ − Pk−1ŵ‖
2
Ak

+ ρ2‖Pk−1ŵ‖
2
Ak

= (1− ρ2)‖ŵ − Pk−1ŵ‖
2
Ak

+ ρ2‖ŵ‖2Ak

(Lemma 2.2) ≤ (1− ρ2)η(‖w‖2Ak
− ‖ŵ‖2Ak

) + ρ2‖ŵ‖2Ak

= ρ2‖w‖2Ak
(choose ρ2 =

η

1 + η
).

Therefore, we have (v − B̂k[Akv], w)Ak
≤ ‖v − Bns

k Akv‖Ak
× ρ‖w‖Ak

. Moreover,

B̃k[Akv] is obtained by Algorithm 2.3 with B̂k[·] as the preconditioner, such that
by (2.6), we have ‖v − B̃k[Akv]‖

2
Ak

≤ ‖v − B̂k[Akv]‖
2
Ak

. Then (3.9) follows.

3.3. Uniform Convergence under Assumptions 2.1 and 2.2. Now, we
show the uniform convergence of the nonlinear AMLI-cycle MG method under As-
sumptions 2.1 and 2.2. Under these assumptions, it is well known that the \-cycle
MG method and the V-cycle MG methods are both uniformly convergent (see, e.g.
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[29, 28]). Therefore, thanks to the comparison results in the previous sections, the
uniform convergence of the nonlinear AMLI-cycle MG method follows directly.

Next the theorem shows the uniform convergence of the nonsymmetric nonlinear
AMLI-cycle MG method under Assumptions 2.1 and 2.2.

Theorem 3.12. Let B̂ns
k [·] be defined by Algorithm 2.4, and let B̃ns

k [·] be imple-

mented as in Algorithm 2.3 with B̂ns
k [·] as the preconditioner. Assume that Assump-

tions 2.1 and 2.2 hold. Then we have the following uniform estimates:

‖v − B̂ns
k [Akv]‖

2
Ak

≤ δ‖v‖2Ak
,(3.10)

‖v − B̃ns
k [Akv]‖

2
Ak

≤ δn‖v‖2Ak
,(3.11)

where δ = c1
c1+c2

< 1, which is a constant independent of k.
Proof. (3.10) and (3.11) follow directly from the comparison Theorem 3.3, The-

orem 2.1, and the uniform convergence results of the \-cycle MG method under As-
sumptions 2.1 and 2.2.

In the next theorem, we study the uniform convergence of the symmetric nonlinear
AMLI-cycle MG under Assumptions 2.1 and 2.2.

Theorem 3.13. Let B̂k[·] be defined by Algorithm 2.5, and let B̃k[·] be imple-
mented as in Algorithm 2.3 with B̂k[·] as the preconditioner. Assume that Assump-
tions 2.1 and 2.2 hold. Then we have the following uniform estimates:

‖v − B̂k[Akv]‖
2
Ak

≤ δ‖v‖2Ak
,(3.12)

‖v − B̃k[Akv]‖
2
Ak

≤ δn‖v‖2Ak
,(3.13)

where δ = c1
c1+c2

< 1 is a constant independent on k.
Proof. According to Theorem 3.6 and the uniform convergence results of the V-

cycle MG method under Assumptions 2.1 and 2.2, we have (v− B̂k[Akv], v)Ak
≤ (v−

BkAkv, v)Ak
≤ δ1/2(v, v)Ak

. Then (3.12) follows directly. In addition, (3.13) follows
from (2.6), (3.12) and Theorem 2.1.

In Theorems 3.12 and 3.13, the full version of the nonlinear PCG is (implicitly)
assumed. However, it is clear that as we only use the minimization property (2.6) in
the proof, the final result also holds for any truncated version of the nonlinear PCG.
Therefore, we have the following two corollaries regarding the uniform convergence
of the nonlinear AMLI-cycle MG method using truncated versions of the nonlinear
PCG method.

Corollary 3.14. Let B̂ns
k [·] be defined by Algorithm 2.4, and let B̃ns

k [·] be

implemented in a truncated version of Algorithm 2.3 with B̂ns
k [·] as the preconditioner.

Assume that Assumptions 2.1 and 2.2 hold. Then we have the following uniform
estimates:

‖v − B̂ns
k [Akv]‖

2
Ak

≤ δ‖v‖2Ak
, ‖v − B̃ns

k [Akv]‖
2
Ak

≤ δn‖v‖2Ak
,

where δ = c1
c1+c2

< 1 is a constant independent on k.

Corollary 3.15. Let B̂k[·] be defined by Algorithm 2.5, and let B̃k[·] be im-
plemented in a truncated version of Algorithm 2.3 with B̂k[·] as the preconditioner.
Assume that Assumptions 2.1 and 2.2 hold. Then we have the following uniform
estimates:

‖v − B̂k[Akv]‖
2
Ak

≤ δ‖v‖2Ak
, ‖v − B̃k[Akv]‖

2
Ak

≤ δn‖v‖2Ak
,

where δ = c1
c1+c2

< 1 is a constant independent on k.
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Remark 3.2. In [21], the uniform convergence of the nonlinear AMLI-cycle MG
(only for B̃k[·]) is shown if the number of nonlinear PCG iterations is chosen to
be sufficiently large (under a certain assumption on the boundedness of the V-cycle
MG with bounded-level difference). However, this condition is not needed for above
results. Our uniform convergence results hold for arbitrary choices of the number of
the nonlinear PCG iterations, but instead our results require Assumptions 2.1 and 2.2.

3.4. Uniform Convergence without Assumptions 2.1 and 2.2. So far, the
convergence results suggest that not only B̃k[·] but also B̂k[·] converges uniformly un-
der Assumptions 2.1 and 2.2. A natural question arises, under the same assumption
on the bounded convergence factor of the V-cycle MG with the bounded-level differ-
ence, k0, used in [21], does the nonlinear operator B̂k[·] converge uniformly when n
is sufficiently large? The following two theorems each gives a positive answer to this
question. This is a (slight) generalization of the result in [21] with a simpler proof.

For the sake of simplicity, let us assume that the convergence factor of the two-grid
method (k0 = 1) is independent of k. The more general case, when the convergence
factor of the V-cycle MG with bounded-level difference k0 is independent of k, can be
analyzed similarly.

Theorem 3.16. Let B̂ns
k [·] be defined by Algorithm 2.4, and let B̃ns

k [·] be im-

plemented as in Algorithm 2.3 with B̂ns
k [·] as the preconditioner. Assume that the

convergence factor of the two-grid method is bounded by δ̄ ∈ [0, 1) which is indepen-
dent of k. Let n, the number of iterations of the nonlinear PCG method, be chosen
such that the inequality

(3.14) (1 − δn)δ̄ + δn ≤ δ

has a solution δ ∈ [0, 1). A sufficient condition for this is

(3.15) n >
1

1− δ̄
.

Then we have the following uniform estimates:

‖v − B̂ns
k [Akv]‖

2
Ak

≤ δ‖v‖2Ak
,(3.16)

‖v − B̃ns
k [Akv]‖

2
Ak

≤ δn‖v‖2Ak
,(3.17)

where δ is independent of k.
Proof. We prove the estimates by mathematical induction. The results hold for

k = 1 trivially. Assume that (3.16) and (3.17) hold for k−1, and let v̂ = (I−RkAk)v.
Similar to Theorem 3.7, we have

‖v − B̂ns
k [Akv]‖

2
Ak

≤ ((1 − δn)δ̄ + δn)‖v‖2Ak
≤ δ‖v‖2Ak

.

This shows that estimate (3.16) holds. Moreover, according to Theorem 2.1 and when
f = Akv in (2.8), the estimate (3.17) follows directly.

Now we show that (3.15) implies the existence of a δ, which solves (3.14). Solving
(3.14) is equivalently to solving φ(δ) ≡ (1+δ+δ2+· · ·+δn−1)δ̄−(δ+δ2+· · ·+δn−1) ≤ 0,
as φ(δ)(1−δ) = (1−δn)δ̄+δn−δ. Due to (3.15), φ(1) = nδ̄−(n−1) = 1−n(1−δ̄) < 0,
and φ(0) = δ̄ > 0. Therefore, there is a δ∗ ∈ [0, 1) such that φ(δ∗) = 0. Then any
δ ∈ [δ∗, 1) will satisfy (3.14).

A similar result is obtained for symmetric case as the following theorem shows.
Theorem 3.17. Let B̂k[·] be defined by Algorithm 2.5, and let B̃k[·] be imple-

mented as in Algorithm 2.3 with B̂k[·] as the preconditioner. Assume that the conver-
gence factor of the two-grid method is bounded by δ̄ ∈ [0, 1) which is independent of
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k. Let n, the number of iterations of the nonlinear PCG method, be chosen such that
the inequality

(1− δn)δ̄ + δn ≤ δ.

has a solution δ ∈ [0, 1). A sufficient condition for this is

n >
1

1− δ̄
.

Then we have the uniform estimates:

‖v − B̂k[Akv]‖
2
Ak

≤ δ‖v‖2Ak
,(3.18)

‖v − B̃k[Akv]‖
2
Ak

≤ δn‖v‖2Ak
,(3.19)

where δ is independent of k.
Proof. The results hold for k = 1 trivially. Assume that (3.18) and (3.19) hold

for level k − 1. Similar to Theorem 3.8, we have

(v − B̂k[Akv], w)Ak
≤

√

‖v̂ − Pk−1v̂‖2Ak
+ δn‖Pk−1v̂‖2Ak

× ‖ŵ‖Ak
,

where v̂ = (I − RkAk)v and ŵ = (I − RkAk)w. The first term on the right hand
side can be estimated by the same argument as in Theorem 3.16. Therefore, we
have (v − B̂k[Akv], w)Ak

≤ δ1/2‖v‖Ak
‖w‖Ak

, which implies (3.18). According to
Theorem 2.1, the estimate (3.19) follows directly. The existence of δ has already been
shown in Theorem 3.16.

For k0 = 1 and n = 2, the nonlinear AMLI-cycle MG has the complexity of the
W-cycle MG method and the sufficient condition (3.15) becomes

2 = n >
1

1− δ̄
⇒ δ̄ <

1

2
.

In conclusion, we have the following result.
Corollary 3.18. If the two-grid method at any level k (with an exact solution

at the coarse level k + 1) has a uniformly bounded convergence rate δ̄ < 1
2 , then the

respective nonlinear AMLI-cycle MG with n = 2 converges uniformly.
Remark 3.3. As Theorem 2.1 holds for both the full and the truncated version of

the nonlinear PCG methods, the above uniform convergence estimates hold for both
of these methods likewise.

4. Numerical Experiments. In this section, we present some numerical results
to illustrate our theoretical results. The first model problem we consider here is

(4.1)

{

−∆u = f, in Ω,

u = 0, on ∂Ω,

where Ω is the unit square in R
2. In our numerical experiments, we discretize equa-

tion (1.1) using the linear finite element method with the choice of f = 1. The
domain Ω is triangulated by uniform refinements, and the mesh size on the finest
level is h = 2−k where k is the number of levels used.

In Table 4.1, the numerical results of the nonlinear AMLI-cycle MG method and
the V-cycle MG methods are presented and compared. Under the setting of our
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Table 4.1
Number of iterations of the V-cycle MG and the nonlinear AMLI-cycle MG. (stopping criteria:

relative residual is less than 10−6; N-PCG(n): n iterations of the nonlinear PCG is used to define
the coarse-level solver B̃k−1[·])

Bk B̂k[·] B̃k[·]

k N-PCG(1) N-PCG(2) N-PCG(1) N-PCG(2)
5 9 9 9 7 3
6 11 10 10 8 4
7 12 11 10 9 4
8 13 11 10 10 4
9 13 12 10 10 4
10 14 12 10 11 4
11 14 12 10 12 4
12 14 13 10 12 4

experiments, Assumptions 2.1 and 2.2 are satisfied. Then according to Theorem 3.13,
both of the nonlinear operators B̂k[·] and B̃k[·] are uniformly convergent, as illustrated
by the numerical results shown in Table 4.1. Furthermore, B̂k and B̃k are better than
Bk in terms of the number of iterations, which agrees with Theorem 3.6.

The second model problem is a diffusion equation with a large jump in the coef-
ficient:

{

−∇ · (a(x)∇u) = f, in Ω,

u = 0, on ∂Ω,

where Ω = (0, 1) × (0, 1). We have a(x) = 1 on Ω1 = (0.25, 0.5) × (0.25, 0.5) and
Ω2 = (0.5, 0.75)× (0.5, 0.75), as well as a(x) = 10−6 on Ω\(Ω̄1∪ Ω̄2). The domain Ω is
triangulated by uniform refinements, and the mesh size on the finest level is h = 2−k,
where k is the number of levels used. In this test problem, we choose f = 0, which
means the exact solution is u∗ = 0. As we know the exact solution, the stopping
criteria is ||u∗ − ui||A ≤ 10−6 where ui is the i-th iteration of the MG method.

It is well known that the performance of the V-cycle MG methods for this jump
coefficient problem will degenerate. Table 4.2 confirms this fact. For this problem,
due to lack of regularity, if one iteration of the nonlinear PCG method is used to
define the coarse-level solver, both B̂k[·] and B̃k[·] appear to be nonuniformly con-
vergent. Nevertheless, according to Theorem 3.6, both B̂k[·] and B̃k[·] exhibit better
convergence than does the V-cycle MG. Furthermore, if the number of iterations of
the nonlinear PCG methods is sufficiently large (n = 2 in this case), according to the
theoretical results in [21], we can expect that the B̃k[·] to be uniformly convergent
both with respect to the number of levels k and the jumps, as shown by the numerical
results in Table 4.2. Furthermore, we see that B̂k[·] also converges uniformly.

In the last numerical experiment, we use the unsmoothed aggregation AMG (UA-
AMG) methods to solve the model problem (4.1) discretized by the linear finite ele-
ment on uniform meshes. Given the k-th level matrix Ak ∈ R

nk×nk , in the UA-AMG
method we define the prolongation matrix P k

k−1 from a non-overlapping partition of
the nk unknowns at level k into nk−1 nonempty disjoint sets Gj , j = 1, . . . , nk−1,
which are referred to as aggregates. In our numerical experiments, we use Algorithm
2 in [26] to generate the aggregates on each level. Once the aggregates are constructed,
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Table 4.2
Number of iterations of the V-cycle MG and the nonlinear AMLI-cycle MG for the jump coef-

ficient problem. (stopping criteria: energy norm of error is less than 10−6; N-PCG(n): n iterations
of the nonlinear PCG is used to define the coarse level solver B̃k−1[·])

Bk B̂k[·] B̃k[·]

k N-PCG(1) N-PCG(2) N-PCG(1) N-PCG(2)
5 27 15 13 13 4
6 40 22 14 15 5
7 49 29 14 20 5
8 56 37 15 30 5
9 76 45 15 42 5
10 102 55 15 47 5

the prolongation P k
k−1 is an nk × nk−1 matrix given by

(P k
k−1)ij =

{

1 if i ∈ Gj

0 otherwise
i = 1, . . . , nk, j = 1, . . . , nk−1.

With such piecewise constant prolongation P k
k−1, the coarse-level matrix Ak−1 ∈

R
nk−1×nk−1 is defined by Ak−1 = (P k

k−1)
tAk(P

k
k−1). As we are now considering AMG

methods, we do not have the orthogonal projections Qk and Pk, therefore, we cannot
use these projections to define the operators Bk, B̂k[·], and B̃k[·]. However, thanks
to the prolongation P k

k−1, the V-cycle MG iterator Bk for the UA-AMG method
is defined recursively by Algorithm 2.2 with the coarse-grid correction step u2 =
u1 + P k

k−1Bk−1(P
k
k−1)

t(f − Aku1). Similarly, for UA-AMG method, the nonlinear

operator B̂k[·] is defined by Algorithm 2.5 with the coarse-grid correction step u2 =
u1 + P k

k−1B̃k−1[(P
k
k−1)

t(f − Aku1)] and the nonlinear operator B̃k[·] is implemented

as in Algorithm 2.3 with B̂k[·] as the preconditioner.
For the model problem (4.1) discretized by the linear finite element method, it

can be shown that the two-grid UA-AMG method converges uniformly. When what
is known as the XZ-identity [31] is applied to the two-grid method, the following
well-known result is obtained (see, e.g. [33, 13])

(4.2) ‖I −BTGAk‖
2
Ak

= 1−
1

c2
,

where

(4.3) c2 = sup
‖v‖Ak

=1

inf
vk−1∈Vk−1

(R̄−1
k (v − vk−1), v − vk−1).

For the UA-AMG method, due to the piecewise constant prolongation P k
k−1, the

entries of the coarse-level matrix Ak behave like O((hk

h )) instead of the usual O(1).
Here, hk is the k-th level mesh size, i.e., the diameter of the aggregates, and h is
the mesh size of the finest level. Therefore, we have λk := ρ(Ak) = O((hk

h )h−2
k ). In

considering any smoother that is equivalent to the Richardson smoother, we have the
smoothing property

(R̄−1
k v, v) ≤ c0λk(v, v) ≤ c1

hk

h
h−2
k (v, v).
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Moreover, by choosing vk−1 as the piecewise constant interpolation of v on each
aggregate, we obtain the approximation property

‖v − vk−1‖
2 ≤ c2h

2
k−1|v|

2
1 ≤ c3h

2
k−1

h

hk
‖v‖2Ak

,

where |v|1 is the standard semi-norm of the Sobolev space H1(Ω). Therefore, the
constant c in the two-grid convergence estimates (4.2) - (4.3) can be estimated by

(R̄−1
k (v − vk−1), v − vk−1) ≤ c1

hk

h
h−2
k (v − vk−1, v − vk−1) ≤ c1c3h

−2
k h2

k−1‖v‖
2
Ak

.

It is reasonable to assume that between two successive levels the aggregates are quasi-
uniform. Hence hk−1/hk ≤ c4 where c4 is a constant independent on the levels.
Aggregation algorithms that can ensure quasi-uniformity can be found, for example,
in [10].

This implies that c ≤ c1c3c
2
4 and does not depend on the mesh size, which shows

the uniform convergence of two-grid UA-AMG method. According to Theorems 3.16
and 3.17, we can expect that when n is sufficiently large, the UA-AMG method
with the nonlinear AMLI-cycle MG method converges uniformly. In fact, for model
problem (4.1), n = 2 is sufficient and gives uniformly convergent results.

The results are shown in Table 4.3. We set the maximum size of the aggregates
to be 9. We can see that if we use the V-cycle MG for UA-AMG, the number of
iterations depends strongly on the size of the problem. If we use one iteration of the
nonlinear PCG to define the coarse level solver, the performance of B̂k[·] and of B̃k[·]
each still depends on the size of the problem, but the number of iterations grows
considerably less quickly. If we use n = 2 iterations, B̂k[·] and B̃k[·] each exhibits
uniform convergence.

Table 4.3
Number of iterations of the V-cycle MG and the nonlinear AMLI-cycle MG for the UA-AMG

method. (stopping criteria: relative residual is less than 10−6; N-PCG(n): n iterations of the
nonlinear PCG is used to define the coarse-level solver B̃k−1[·])

Bk B̂k[·] B̃k[·]

Size N-PCG(1) N-PCG(2) N-PCG(1) N-PCG(2)
3,969 100 48 40 34 9
16,129 244 70 41 38 9
65,025 519 94 41 56 9
261,121 713 93 41 63 9
1,046,529 1753 112 40 93 9

The last experiments demonstrate the potential of the nonlinear AMLI-cycle MG
methods in cases where the constructed hierarchy of the interpolation matrices is not
energy stable. In many cases, it is straightforward to come up with simple (e.g.,
block–diagonal) interpolation matrices. However, these lead to a V-cycle MG that
generally has level–dependent convergence. The nonlinear AMLI-cycle can be used in
such instances to substantially improve convergence (cf., e.g., [17]).
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[26] P. Vaněk, J. Mandel, and M. Brezina, Algebraic multigrid by smoothed aggregation for

second and fourth order elliptic problems, Computing, 56 (1996), pp. 179–196. International
GAMM-Workshop on Multi-level Methods (Meisdorf, 1994).

[27] P. S. Vassilevski, Hybrid V -cycle algebraic multilevel preconditioners, Math. Comp., 58
(1992), pp. 489–512.

[28] , Multilevel block factorization preconditioners, Springer, New York, 2008.
[29] J. Xu, Theory of multilevel methods, PhD thesis, Cornell University Ithaca, NY, 1989.
[30] , Iterative methods by space decomposition and subspace correction, SIAM Rev., 34

(1992), pp. 581–613.



Convergence Analysis of Nonlinear AMLI-cycle MG 21

[31] J. Xu and L. Zikatanov, The method of alternating projections and the method of subspace
corrections in Hilbert space, J. Amer. Math. Soc., 15 (2002), pp. 573–597 (electronic).

[32] , On an energy minimizing basis for algebraic multigrid methods, Comput. Vis. Sci., 7
(2004), pp. 121–127.

[33] L. T. Zikatanov, Two-sided bounds on the convergence rate of two-level methods, Numer.
Linear Algebra Appl., 15 (2008), pp. 439–454.


