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Abstract—Industrial automation is changing towards higher
integration and seamless communication. A stepping stone is
end-to-end real-time machine-to-machine communication, now
becoming feasible with technologies such as time-sensitive net-
working (TSN) and OPC Unified Architecture (OPC UA) publish-
subscribe. While TSN takes care of communication, the OPC
UA stack’s execution time behavior remains unknown. This
paper highlights experiences made while adjusting the OPC UA
subscriber of the open62541 stack for worst-case execution time
(WCET) analysis. Two directly connected time-predictable T-
CREST platforms hosting the publisher and subscriber delivered
end-to-end timing measures validating the WCET estimates. The
paper concludes by outlining further research with several time-
predictable publishers and subscribers.

Index Terms—worst-case execution time, industrial software,
real-time communication, OPC UA

I. INTRODUCTION

Modern factories are complex entities built upon software
and hardware components from the domains of information
technology (IT) and operational technology (OT). IT and OT
in industrial automation form a pyramid alike architecture
referred to as the automation pyramid (cf. Figure 1) [1].

The lower two OT levels of the pyramid consist of the
field layer with its sensors and actuators and the control
layer with programmable logic controllers (PLCs) often cou-
pled by industrial communication systems, such as EtherCat
or Profibus [2]. For specific control loops, OT must fulfill
real-time requirements to ensure timely communication and
processing to meet fixed deadlines. The Supervisory Control
and Data Acquisition (SCADA) systems and human-machine
interfaces on the third layer observe and handle the lower
layers below [3]. The upper two IT levels establish the connec-
tion to the enterprise systems represented with Manufacturing
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Fig. 1. Automation pyramid transformation towards Industrial Internet [3]

Execution Systems (MESs) and Enterprise-Resource-Planning
(ERP) applications built upon commercial off-the-shelf com-
ponents such as servers, desktop PCs communicating via the
Internet Protocol (IP). Due to the technological differences, a
gap occurs between OT and IT.

Currently, industrial automation is changing towards higher
integration and seamless communication. The Industrial In-
ternet envisions an IP-based architecture that vertically and
horizontally integrates all devices in a factory from the shop
floor to the cloud. Technological advances such as time-
sensitive networking (TSN) address OT real-time requirements
and fog computing provides computing resources necessary to
close the OT/IT gap [4]. For machine-to-machine communica-
tion, OPC Unified Architecture (OPC UA), a middleware with
extensive information modeling capabilities, enables accessing
industrial equipment and systems. The combination of TSN
and the OPC UA extension for publish-subscribe, further
pushes towards an end-to-end real-time machine-to-machine
communication [5].



A remaining challenge on the way to end-to-end real-time
communication is the timing behavior of the OPC UA stack.
While TSN ensures the timely transport of data packages,
OPC UA PubSub does not provide any timing guarantees
for processing the packages. Other domains (e.g., avionics or
automotive engineering) with strict timing requirements ad-
dress such an issue with program timing analysis [6]. A well-
known timing measure to determine a program’s execution
time characteristics is the worst-case execution time (WCET)
of a program [7]. Available tools for determining the WCET
are measurement-based or perform static program analysis.

This paper addresses the challenges of applying static
WCET analysis on the OPC UA PubSub part as the first
step towards a distributed real-time end-to-end data transfer
environment suitable for the Industrial Internet. The open-
source OPC UA stack open62541 provided the foundation
for the WCET analysis, and the time-predictable platform T-
CREST [8] the WCET tools and the Patmos processor [9].

On the one hand, the contributions are an OPC UA stack
adapted for WCET analysis with necessary changes at the
source code for specifying WCET values and indications to de-
termine RT-capabilities. The adjusted source code is available
in a Git repository [10]. On the other hand, a measurement
setup with two time-predictable platforms is introduced to
evaluate the WCET values and timing results for a complete
end-to-end data transfer. The obtained WCET values form a
baseline for comparison with measurements collected on off-
the-shelf processors not purposely built for WCET analysis.
Moreover, the findings enable research on the inclusion of
TSN as a means of communication between platforms.

This paper contains seven sections: the following two sec-
tions present background and related work relevant to the
topic. Section IV introduces the WCET adjustment process and
gained insights applying it to the publisher and subscriber. The
evaluation Section V addressed the setup and obtained results.
Section VI discusses the findings, and Section VII concludes
the article.

II. BACKGROUND

The primary aim of timing analysis is to characterize
the timing behavior of programs or systems and provide
guarantees on upper timing bounds [7]. Widely used time
bounds are WCET- and best-case execution times (BCETs).
WCET and BCET refer to the longest and shortest execution
time of a program or task, respectively (cf. Figure 2). Worst
case guarantees for programs or systems are larger than the
WCET value. There are two main methods, static analysis and
measurement-based, to obtain timing bounds [7].

A. WCET Analysis and Tools

In industry, a frequently used method for program timing
analysis is by measurements [11]. Numerous test-runs measure
a program’s execution time while varying the input parameters
(cf. Figure 2). This kind of method provides an average
timing behavior or an approximate WCET value. However,
there is a limitation of this type of analysis. Each run only
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Fig. 2. Basic notions of timing analysis [7].

follows one program path, i.e., if there are too many execution
paths, this method is not suitable because the measurements
underestimate the WCET. This method requires adding safety
margins to ensure that the WCET value is not too low. These
margins carry the risk of over-or under-provisioning of com-
puting resources or cause schedulability issues. Measurement
equipment includes oscilloscopes, logic analyzers, and in-
circuit emulators on the hardware to measure execution times.

The static WCET analysis technique is more suitable for
programs with multiple execution paths and stricter timing
boundaries. This type of method does not execute the program
but statically analyses the timing properties [12]. Static WCET
tools tend to give larger WCET estimates (upper bounds)
than the actual execution time without the need for additional
margins. Simplified, a WCET analysis consists of three parts:
a flow analysis to distinguish the possible program execution
paths, a low-level analysis to approximate times for atomic
parts of the code (e.g., instructions, basic code blocks), and
the calculation part to combine the two previous phases into
a WCET approximation.

Flow analysis is about defining maximum loop bounds [13]
because the number of loop iterations affects the WCET
estimates. Advanced tools include methods to determine loop
bounds automatically; however, the manual annotation of loop
bounds is still required in most cases. Another characteristic
of the flow analysis is the possibility of recognizing infeasible
paths, i.e., paths that are feasible in the control-flow graph
(CFG), but inaccessible when studying the input data values
and the semantics of the program [13].

The low-level analysis considers that modern hardware
features pipelines, caches, and out-of-order execution influ-
ence the timing behavior of the program [8] A technique to
deal with these issues is using models, e.g., simulators, to
enable the analysis without the actual hardware. Nevertheless,
creating accurate models of a processor and hardware is
complicated and sometimes introduces additional complexity
into the analysis. Safe and straightforward processor models,
on the other hand, lead to higher WCET bounds. The combi-
nation of flow and low-level analysis allows the calculation
of the WCET. For more detailed information, readers are
encouraged to consider reading the detailed survey about
available methods and technological advances in determining
timing guarantees by Wilhelm et al. [7].



With the increasing complexity of current software and
hardware, there is a broad spectrum of research activities.
The topics span from integer linear programming [14], model
checking [15], and tree-based calculation, [13]. Other re-
searchers investigate code conversion to WCET-analyzable
single-path code [16] or specialized programming lan-
guages [17]. On the tooling side, there are a few commer-
cial products available such as aiT [18] from AbsInt or
RapiTime [19] from Rapita Systems, and academic open-
source prototypes, such as T-CREST [9] or SWEET [13].

B. OPC Unified Architecture

OPC UA is the successor of the open platform commu-
nications (OPC) protocol and regarded as one pathfinder
to homogenize communication in the industrial domain. A
typical view of the OPC UA architecture is one of two
pillars [20]. The first represents the Meta Model that enables
information modeling. In contrast, the second pillar describes
the Transport Mechanisms responsible for encoding data and
exchanging messages between devices. OPC UA’s primary
communication paradigm is Client-Server but it also offers
support for Publish-Subscribe (OPC UA PubSub) commu-
nication patterns. The Client-Server mechanism can invoke
complex services like browsing the information model and
calling methods. The newer OPC UA PubSub part minimizes
the communication overhead and is primarily intended for
exchanging process data.

There are several OPC UA software stacks available in a
variety of programming languages. A widely used and well-
maintained open-source stack is the open62541 project. The
open62541 supports most of the OPC UA features, imple-
ments the OPC UA PubSub specification, and allows easy
porting to other hardware platforms. The stack is implemented
in C, which is well-supported by the T-CREST project and
other WCET analysis tools.

III. RELATED WORK

The range of publications concerned with timing analysis is
considerably extensive; however, concrete studies on analyzing
industrial software are quite rare. As the OPC UA PubSub
standard is relatively new, there are no studies available that
approach WCET analysis. Therefore, the related work presents
research closely linked.

The authors in [21] propose a concept of real-time capa-
ble and long-running tasks in OPC UA. They use OPC UA
programs and combine it with real-time communication over
TSN to achieve a distributed and synchronized message
exchange for industrial applications. Similarly in [22], the
authors investigate the usability of TSN for the transport
of OPC UA PubSub messages in practice. They propose
an open62541 adjusted publisher triggered by a hardware
interrupt that accesses a shared information model to achieve
real-time properties. Other research focuses on TSN enabled
field devices with OPC UA running on commercial off-the-
shelf (COTS) hardware and software [23], or explore the pos-

sibilities of configuring TSN and OPC UA as an application
layer protocol [24].

In [25], the authors interwove TSN, OPC UA, and software-
defined networking to provide a solution for future industrial
networks, especially for dynamically interconnected devices
and applications with time-sensitive requirements. The always-
changing interconnection between devices and applications
requires a dynamic configuration. The authors in Panda et
al. [26] simulated OPC UA field level communication by
using OPC UA PubSub, best-effort IP-based communication
between OPC UA servers, and a shared information model.
In almost all current research related to OPC UA PubSub the
open-source OPC UA project open62541 was chosen.

Timing analysis on industrial software reaches from space
applications [27] to the avionics industry [6]. Relevant for
the industrial communication context, the authors in [28]
present a case study to find upper time bounds for time-critical
industrial code with static WCET analysis. This case study
focused on identifying practical difficulties when applying
current WCET analysis methods and how labor-intensive the
analysis becomes. Gustafson et al. [29] compiled their results
from five different industrial case studies using both static
and measurement-based tools with a similar approach. Of
particular interest was if current timing analysis methods are
suitable for industrial code. The authors achieved very high ac-
curacy but also indicated a high complexity due to the required
annotation work. In [30], the authors used automatic flow
analysis on industrial real-time system code to reduce manual
work. Most case studies analyze binary code, which makes
the annotation more difficult. Lisper et al. [31], proposed to
address the annotation issue by executing the program flow
analysis on the source level and resolved some program flow
constraints on the binary level.

Other authors focused on general WCET challenges. For
example, Sehlberg et al. [32] found that industries in this
field oppose complexities with strict guidelines that exclude
language constructs that make programs not analyzable for
WCET. Especially structures such as pointers, recursive data
structures, dynamic memory allocation, assignments with side
effects, recursive functions, and variable-length loops are
known to be an obstacle for WCET analysis [33]. Modern
WCET tools can handle some of those constructs; however,
reprogramming is required in some cases. The accuracy of the
required WCET bounds determines the amount of work to be
completed [34].

IV. WCET ANALYSIS OF OPC UA PUBSUB

The main objective of this paper is to enable real-time com-
munication via OPC UA PubSub. Therefore, this section first
examines the timings involved in end-to-end data transmission.
Next, it presents a process for preparing existing software for
WCET analysis. This process is then applied to the OPC UA
publisher and subscriber implementations of the open62541
open-source stack and the tools provided by the T-CREST
project are used to determine their WCETs.
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A. End-to-end latency

The exchange of an input signal from one device to another
via OPC UA PubSub involves numerous delays at the sending
end system (i.e., the publisher), the receiving end system (i.e.,
the subscriber), and the network connection. These delays are
illustrated in Figure 3 and have to be analyzed to obtain a
guaranteed upper limit for the end-to-end latency of transmis-
sions.

The analysis starts at the publisher with the change of a
signal representing some operational data relevant for another
device. In most real-time systems, software tasks are executed
at predefined points in time rather than triggered by external
events. This concept avoids unpredictable behavior in high-
load scenarios, e.g., if the input signal changes very rapidly.
However, it introduces the TaskSchedulingDelay, which is
the time elapsing between a change of the signal and the
subsequent execution of the publisher task. The TaskSchedul-
ingDelay is limited by the task’s period, i.e., the time between
two consecutive activations. It can be reduced close to zero if
the signal represents some internal data value or if changes to
the input signal can be synchronized to the publisher task.

Next, during Encode, the OPC UA publisher encodes the
signal in a message, following the structure defined in Part 6
and Part 14 [35] of the specification. The message is then
handed from the OPC UA stack to the network stack, which
adds additional information like the UDP, IP, and Ethernet
datagram headers (UdpSend). All operations performed during
Encode and UdpSend are implemented in software. Therefore,
upper limits for their execution times can be determined by
applying WCET analysis.

The Ethernet frame is then processed and sent over the
network by the Ethernet controller, typically implemented
in hardware. Therefore, the delay introduced in this step
(EthSend) is predictable, as long as the Ethernet controller
is not occupied with the processing of other messages. This
behavior has already been analyzed in other studies [36]. The
next timing to be considered is the NetworkDelay. If the
message shall be transmitted with bounded delays, a real-time
Ethernet protocol (e.g., TSN) is mandatory.

Port application
to new platform

Generate call
graph and control

flow graph

Apply
annotations[else]

[WCET can
be calculated]

Apply
transformations[else]

[All annotation
rules applied]

Fig. 4. Process for adjusting existing software for WCET analysis [37]

The delays occurring at the subscriber are analogous to
the ones introduced at the publisher. They are caused by the
EthRec, UdpRec, and Decode functions, whereby only the
latter two are implemented in software and need to be analyzed
for WCET.

B. WCET Analysis Process

Although existing WCET analysis tools like Absint aiT or
the T-CREST platform offer significant support, determining
the WCET cannot be fully automated. In practice, static
WCET analysis of existing code that has not been written for
real-time applications often requires additional manual work
to calculate the WCET. Furthermore, finding reasonable tight
bounds to make the code applicable in real-time applications
may require considerable effort.

Figure 4 illustrates the essential steps to prepare existing
program code for WCET analysis in a simple process derived
from modern WCET analysis tools. The process is intended
to serve as an abstract guide and a helpful starting point for
static WCET analysis. It consists of four main steps, which are
presented in detail in [37]: (A) porting the existing code to a
time-predictable platform, (B) examining the code structure via
the call graph and the control-flow graph (CFG), (C) applying
code annotations, and (D) code transformations.

Most importantly, the process steps cover annotation rules
to define upper bounds and enable WCET analysis of while
loops, do-while loops, for loops, and direct recursions. Further-
more, code transformation rules suggest how to adjust indirect
recursions, jump tables, callback functions, and other non-
analyzable code for WCET analysis. Applying this process
to an OPC UA publisher and subscriber allows determining
the WCET for sending and receiving PubSub messages.

C. Adjusting the OPC UA Publisher

The OPC UA publisher receives information from the ap-
plication, encodes the information in an OPC UA PubSub
network message, and transmits/publishes the message via a
network interface. Thereby, the OPC UA Specification Part
14: PubSub [35] defines the message format. The specification
limits the number of data fields in a PubSub message and each
data field’s length to 2,147,483,647 (max Int32). This value is
not suitable for static WCET analysis, and a trade-off between



TABLE I
PROGRAMMING CONSTRUCTS AND NUMBER OF OCCURRENCES FOR THE

OPC UA PUBLISHER AND SUBSCRIBER

Programming Number of occurrences
construct Publisher Subscriber
While loop 1 0
Do-While loop 0 0
For loop 1 11
Indirect recursion 1 3
Jumptable 1 1
Other, non-WCET-analyzable code 6 7

the software stack’s flexibility and the desire for a tight WCET
bound has to be made.

Therefore, appropriate changes to the open62541 stack were
necessary, reducing the maximum number of supported data
fields per message. The modified version of the software
supports a maximum of two data fields per message with a
limited selection of data types. In addition, the application
needs to set the open62541 UA PUBSUB RT FIXED SIZE
flag, which defines that the message structure does not change.
Furthermore, only data types of fixed size like Boolean,
Integer, and Float may be used, but support for variable-
length data types like String and Bytestring is removed. These
limitations are considered acceptable because additional data
values can easily be transmitted in separate messages and real-
time-critical data, e.g., sensor values, typically are of fixed
size.

The WCET analysis process presented in Section IV-B
was applied to the publisher of the open62541 [38] OPC UA
stack. Table I summarizes how often each annotation and
transformation rule was used. The analysis was conducted
with the tools provided by the T-CREST project and yielded a
WCET of 18,632 processor cycles. This value corresponds to
about 232.9 µs for a processor operating at 80 MHz. A detailed
discussion of the evaluation results is presented in [37] and the
code is available under [10].

D. Adjusting the OPC UA Subscriber

The OPC UA subscriber receives PubSub messages, de-
codes their contents, and hands the data values over to the
application. The application can then act upon the received
data values, e.g., by performing calculations and setting out-
puts. The same considerations regarding the number of data
fields in a message and the supported data types mentioned
for the publisher also apply for the subscriber.

However, the subscriber included in the open62541 stack
uses dynamic memory allocation for each received frame and
each data field. The standard library implementations that
handle memory allocation in C (malloc, free, and related
functions) fall in the category of non-WCET-analyzable code.
Therefore, these functions had to be re-implemented. The new,
WCET-analyzable implementation of malloc provides only
a fixed number of 32 memory blocks with 512 bytes each.
Calling malloc returns a pointer to the next free memory block
and marks it as “in use”. If no free memory block is available,

malloc causes an out-of-memory error (ENOMEM), which the
caller needs to handle. Furthermore, calling free releases the
memory block corresponding to the address that is passed as a
parameter. The new functions share the same method signature
with the standard C library and require no additional changes
to the remaining code.

Table I summarizes how often each annotation and trans-
formation rule had to be applied for the open62541 subscriber
to obtain a WCET analyzable implementation. The analysis
yielded a WCET of 443,543 processor cycles, corresponding
to about 5,544.29 µs for a processor operating at 80 MHz.

V. EVALUATION

This section covers the evaluation performed primarily to
verify the results obtained from static WCET analysis. Fur-
thermore, the evaluation setup allows determining hardware
delays and estimating end-to-end latency.

A. Setup

Figure 5 illustrates the evaluation setup. PublishCall-
back and SubscribeCallback handle publishing and receiving
OPC UA PubSub messages via the open62541 stack. Note that
the PublishCallback, in addition to Encode and UdpSend, per-
forms some pre-processing and post-processing of its internal
data structures. Likewise, the SubscribeCallback requires some
extra operations in addition to UdpRec and Decode. The setup
includes two Altera DE2-115 development boards featuring
Cyclon IV FPGAs. A Patmos time-predictable processor,
which is part of the T-CREST project, is instantiated on each
FPGA and operating at a frequency of 80 MHz. The OPC UA
publisher and subscriber are executed on these platforms.
Furthermore, the two FPGA boards are directly connected
with a 100 Mbit point-to-point Ethernet connection of 2 m
in length. The publisher and subscriber set and reset general
purpose input/output (GPIO) pins at relevant positions in their
program flow. A Saleae Logic Pro 8 logic analyzer logs these
events on the GPIOs for the subsequent timing analysis. The
evaluation setup exchanges a single Int32 counter value that
is incremented every time before publishing a new message.

B. WCET Results

The histograms depicted in Figure 6 show the distribu-
tions of the execution times measured for PublishCallback,
SubscribeCallback, encoding (Encode), sending (UdpSend),
receiving (UdpRec), and decoding (Decode) 1000 PubSub
messages. As the publisher handles encoding and sending mes-
sages, the added execution times of Encode and UdpSend must
be lower than the theoretical WCET obtained in Section IV-C.
The longest execution time for Encode + UdpSend recorded
by the logic analyzer is 136.852 µs. Therefore, the WCET
bound is approximately 70 % higher than the execution time
obtained by the measurements.

Similarly, the subscriber receives and decodes messages
via the UdpRec and Decode functions, respectively. Again,
the combined execution time of these two functions is below
the theoretical upper bound obtained via the WCET analysis
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in Section IV-D. The longest execution time measured is
513.08 µs. Therefore, the WCET bound is approximately
980 % higher than the execution time obtained by the mea-
surements. The over-estimation in the case of the subscriber is
worse than for the publisher because of its higher complexity,
particularly regarding the challenges arising from dynamic
memory allocation.

C. End-to-End Latency Analysis

The measurements presented so far only verify the results of
the two WCET analyses. However, as shown in Section IV-A,
the OPC UA publisher and subscriber cause only a part
of the end-to-end latency. Therefore, Table II sums up all
the involved software and hardware delays. The first value
TaskSchedulingDelay is not included in this analysis because
the counter value used as a payload is only incremented right
before triggering the Encode task (cf. Figure 3). The next
entries in the table represent the theoretical WCET bounds and
the longest execution times measured for Encode, UdpSend,
UdpRec, and Decode, which have already been discussed. The
remaining entries EthSend, NetworkDelay, and EthRec are
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TABLE II
COMPARISON OF HIGHEST TIMING MEASUREMENT RESULTS AND

THEORETICAL UPPER BOUNDS

SW/HW component Upper bound Measurement result
TaskSchedulingDelay not relevant not relevant
PublishCallback 232.9 µs 136.85 µs
. Encode . - . 45.67 µs
. UdpSend . - . 81.69 µs
. Pre- and postprocessing . - . 9.49 µs
EthSend +
NetworkDelay + HW-dependent 15.4 µs
EthRec
SubscribeCallback 5,544.29 µs 513.08 µs
. UdpRec . - . 17.29 µs
. Decode . - . 387.22 µs
. Pre- and postprocessing . - . 108.57 µs
End-To-End 5,777.19 µs + 642.32 µs
Latency NetworkDelay

specific to the evaluation platform and are briefly discussed
in the following.

Sending an Ethernet frame using the Altera DE2-115 eval-
uation platform involves two distinct hardware components:
Ethernet MAC and Ethernet PHY [39]. The Ethernet MAC
functionality is implemented in the FPGA, while the Ethernet
PHY uses a dedicated chip (Marvell 88E1111). The total
delay caused by these components for transmitting a frame
is subsumed as EthSend. At the subscriber, the time required
for receiving an Ethernet frame is subsumed as EthRec.
Furthermore, the NetworkDelay of the point-to-point Ethernet
connection is in the order of nanoseconds and, therefore,
neglectable. The longest total duration of EthSend + Net-
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workDelay + EthReceive was measured at 15.4 µs. As all
of these components are implemented in hardware, the jitter
observed is minimal, and the theoretical limit for this delay is
set equal to the measurement result.

With an assumed NetworkDelay of ≤20 µs, the guaranteed
upper bound for publishing, transmitting, and receiving a
signal via OPC UA PubSub results to 5,797.19 µs. The longest
observed end-to-end latency is 642.32 µs and, therefore, within
the expected bound. The measurement results for the end-to-
end latency and the NetworkDelay are depicted in Figures 7
and 8, respectively.

VI. DISCUSSION

This research aims to adjust the open62541 OPC UA Pub-
Sub stack to obtain WCET values, identify relevant challenges
and provide a baseline for further research. The subscriber
part is significantly more complex than the publisher [37], as
it uses dynamic memory allocation to receive unknown size
messages. Such code constructs are not WCET analyzable [29]
and require reprogramming [28], [34]. Therefore, as indicated
in Section IV-D, several assumptions were made regarding
the maximum number of data fields in a message and the
supported data. The obtained WCET values are valid for
various applications as long as they do not violate these
assumptions. However, conducting this analysis again with
known message sizes and data types could result in more
accurate WCETs estimates.

A noteworthy fact is that neither the publisher nor the
subscriber has dependencies on global data structures, espe-
cially as [30] reports such dependencies as quite common in

industrial code. This circumstance occurs due to the absence of
global values changeable by external program parts. Moreover,
the implemented loops do not contain any break statements,
nor are variables involved in the loop condition manipulated
within the loop. It is unclear why the the open62541 OPC UA
PubSub contributors choose not to use such dependencies.

The obtained WCET values of the publisher and subscriber
are larger than the measured values in the evaluation, which is
an expected outcome as the WCET analysis needs to provide
worst-case guarantees. This characteristic distinguishes WCET
analysis from work done by Pfrommer et al. [22] where a hard-
ware interrupt ensures the timely execution of the publisher.
However, addressing the identified code issues would allow
closer worst-case guarantees.

In general, the conducted research confirms the feasibility
of realizing a distributed real-time end-to-end data transfer
environment for the Industrial Internet. However, the results
are not directly comparable with other research, as the setup
does not include TSN, and the Patmos is a non-standard
processor specifically designed to simplify the determination
of WCET bounds. Nevertheless, the results are in similar
ranges, as in Eymüller et al. [21], where a round trip for a
floating-point value (8 to 160 byte) takes on average 268 µs –
369 µs, which equals 134 – 182 µs end-to-end latency. Their
latency is approximately 25 % of the highest measured value
(642 µs) presented in this article. Possible reasons are that
the setup in Eymüller et al. uses specific OPC UA programs,
and the evaluation was done on standard office computers.
Therefore, it is reasonable to use the WCET values presented
in this paper as a baseline for comparison.

Another limitation is that depending on the application
scenario and potentially required certification, the claim that
the hardware delays (EthSend, NetworkDelay, EthRec) in the
evaluation setup are constant may require additional experi-
ments. If other software also accesses the network interfaces,
this may be particularly challenging and require hardware
support directly in the end systems (e.g., a TSN interface).

VII. CONCLUSION

The paper presents findings and experiences made while ad-
justing the open62541 OPC UA PubSub stack part for WCET
analysis. The use of a simple process and the time predictable
open-source T-CREST platform yielded representative WCET
estimates. WCET timing values were evaluated by an actual
point-to-point setup on two development boards hosting the
publisher and subscriber. In combination, the results lay the
ground for a distributed real-time end-to-end data transfer
environment. The next step in the research process is adding
additional time predictable platforms hosting several pub-
lishers and subscribers to a TSN network. Adding multiple
participants could allow the observation of an entire system’s
timing behavior, thus creating a reference for industrial im-
plementations. Additionally, the adjustment of the open62541
OPC UA PubSub stack needs to be continued to allow further
studies where time-critical communication is relevant, e.g., in
control, optimization, data processing, and decision making.
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