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Abstract

In this paper, we propose an iterative interference aligrtrfiéd\) algorithm for MIMO cellular
networks with partial connectivity which is induced by heterogeneous path losses and spatial
correlation. Such systems impose several key technicdleciyes in the IA algorithm design,
namely theoverlapping between the direct and interfering lirndkse to the MIMO cellular topology
as well as how to exploit thpartial connectivity We shall address these challenges and propose
a three stage IA algorithm. As illustration, we analyze tbhievable degree of freedom (DoF) of
the proposed algorithm for a symmetric partially conned®tO cellular network. We show that
there is significant DoF gain compared with conventional Igoathms due to partial connectivity.
The derived DoF bound is also backward compatible with tichteved on fully connected K-pair

MIMO interference channels.

I. INTRODUCTION

Recently, there are intense research interests in the dréateoference channels and
the associated interference mitigation techniques. Iriquéar, I1A approach can achieve
the optimal degree of freedom (DoF) in K-pair interferentarmels|[1l] as well as 2-pair
MIMO-X channels [[2]. In [3], the IA approach is extended tdlglar OFDMA systems
by exploiting some problem-specific structure such as thenwcll states being full-rank
diagonal matrices. In_[4][]5]/16]/17], the authors extette |1A approach to MIMO cellular
networks. However, these works have focused on two-celigoration with one data stream
for each mobile (MS)[[4],(I5] or with no more than two MSs in kaeell [6], [7], and their
extension to general MIMO cellular networks (with arbitgnumber of cells, MSs and data

streams) is highly non-trivial. Furthermore, in all theserks, a fully connected interference
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topology is assumed. In practice, we might have heterogeneath losses between base
stations (BSs) and MSs as well as spatial correlation in thd@®channels. These physical
effects induce goartially connected interference topolagintuitively, partial connectivity
in interference topology may contribute to limiting the aggpte interference and this may
translate into throughput gains in interference-limitgdtems. Yet, in order to exploit this
potential advantage, it is very important to incorporatelartial connectivity topology in the
IA algorithm design. In this paper, we are interested tosthe potential benefit of partially
connectivity in MIMO cellular networks with general confrgtions and quasi-static fading.
There are some key technical challenges that have to bessddre

. Challenges inherent to MIMO cellular networks: The existing iterative IA algorithm
designed for interference channel$ [8] exploit the siatibindependency of the direct
links and the cross links. However, for MIMO cellular netksy there is overlapping
between the direct links and the cross links as illustrate®ig.[1. As a result, brute
force application of the conventional 1A schemes in MIMOlgkr systems may not
have desirable performance.

« Challenges to exploit Partial Connectivity: In practice, MIMO cellular systems are
usually partially connected due to path losses and spatiaklation, as illustrated in
Figure[1B. Designing an IA algorithm which can exploit thenbfit of partial connectiv-
ity in the general case is highly non-trivial. While part big issue has been addressed
in our prior work [9], the algorithm proposed ih|[9] cannot dieectly extended to the
cellular case due to the specific challenges induced by thdaretypology.

« Challenges due to Quasi-Static FadingFor quasi-static interference networks, the IA
design may be infeasiblée [10]. However, the IA feasibilibecking algorithm proposed
in [10] involves huge complexity 00(2N2), where N is the total number of nodes
in the network. Such a complexity is intolerable in practielence, a low complexity
algorithm for checking the IA feasibility conditions on aatdime basis is needed.

In this paper, we will tackle the above challenges by prapps novel IA algorithm
that exploits thepartial connectivity topologyin MIMO cellular networks. We adopt an
optimization-based approach and decompose the problemthmée sub-problems which
allows us to tackle the challenges due to MIMO cellular toggland the partial connectivity
separately. Moreover, we propose a low complexity IA fefistbchecking algorithm that

has worst case complexity @ (N?3) only. Based on the proposed scheme, we derive an
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achievable bound of the DoF in a symmetric partially cone@®IMO cellular network. We
show that using the proposed algorithm, the partial conwvigctan be exploited to increase
the total DoF in the MIMO cellular networks. Finally, the pased scheme is compared with
various conventional baseline algorithms via simulatiand is shown to achieve significant
throughput gain.

The following notations are used in this paper:a, A, and A represent scaler, vector,
matrix, set/space, respectively, in particul®, C represent the set of real number and
complex number, respectively. The operatérg, (-), rank-), tracd-), | - |, and dim(-)
denote transpose, hermitian, rank, tracardinality (of a set) and dimension (of a space),
respectively. spgfa}) denotes the linear space spanned by the vectofajnspar{A})
represents the space spanned by the column vectaks @S, N) denotes the Grassmannian
[11], which represents the space of all thedimensional subspaces of tié dimensional

space.

II. SYSTEM MODEL AND PROBLEM FORMULATION
A. MIMO Cellular Networks

We consider a MIMO cellular system witth BSs, each of which serveE MSs, as
illustrated in Fig[1LB. Denoté\fgt, Ny, as the number of antennas at B&nd thek-th MS
of BS-g, respectively. Denotéd,,, as the number of data streams transmitted tokthie MS

from BSy. The received signal at theth MS of BSy is given by:

G K
yor = UL (Z Hyn > Vaixni + z)  Vke{l,. K} (1)
n=1 i=1

whereH,,,, € CVo*" is the channel state information (CSI) from BSto the k-th MS

of BS—, x,,; € C*1 V,, € CNoxdni and U,; € CNnixd agre the information symbols,
the precoding matrix and the decorrelator matrix, respelsti for the:-th MS of the BSg.
z € Cs»+*! is the white Gaussian noise with unity variance. The CSI icer{H,, .}
are assume to be quasi-static and mutually independenbmamdatrices. Furthermore, we
normalize the precoding matrix and the transmit symbolsrase(V{;ng) = d,; and

E Zfi | tracdx’x,;)| = P, so that the total transmit power from BSis P,.

B. Partial Connectivity in MIMO Cellular Networks

We first describe the statistical model of the CSI matrifEk,, ,,}. This model was first

proposed in[[12] and widely adopted in literature.
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Assumption 2.1 (Channel Fading with Dual-sides CorrelatioWWe consider a channel model

that incorporates both transmit and receive spatial caticel and channel gain, thus:
Hgk,n = ng,nAZﬁ,ank,ntk,n (2)

whereHy,

channel gainA ., € CVov*Nor, B, ,, € CN=*Ni represent the receive and transmit spatial

e CVo* N contains i.i.dCA(0,1) entries,G,y,,, € RTU{0} is the square root of

correlation, respectively. Herd !, A,.., Bl By, are positive semi-definite matrices,
| Agknllr = [[Bgknllr = 1. m
Based on the statistical model of the CSI matrices, we fdgnufine the notion opartial
connectivitybelow.
Definition 2.1 (Partial Connectivity)We define the partial connectivity between B&nd
the k-th MS of BSy to be the null space of the spatial correlation matrides ,,, By »,

time channel gain facto ,.:

. Transmit partial connectivityN}, | £ N(GgrnBgin)-
« Receive partial connectivity\7, . £ N (GyrnAgin)- u

Remark 2.1 (Physical Meaning of Partial Connectivityilhe partial connectivity actually
describes the effective subspaces of the channel matrieegeén BSs and MSs in the

network. For instance{/\/; } represent the subspaces that cannot be perceived by

kno YV gk,n
the BSs and the MSs, respectively. Hence, the partial comitgdopology of the MIMO
cellular network is parameterized by the null spa¢as, . N7, .}. Also note that both the
inter-cell links (i.e.g # n) and the intra-cell links (i.eg = n) may be partially connecteda
We consider a few examples below (as shown in Elg. 1B) totiis how the partial
connectivity model in Definitio_2]1 corresponds to variqaigysical situations. Note that

CSI matricesH . ,, € C*** are modeled by[{2).

« Fully connected MIMO cellular network: If G, # 0 and A ., B,k ., are full rank,
we have\N}, | =
« MIMO cellular network with spatial correlation: As an illustration,H,, ; has spa-

: . 1 0 0 0
tial correlation such thatA,;; = , Barp = , we haveN; , =

0 0 0 1

sen = 10}, Vg, k and this corresponds to a fully connected network.

sparf[0, 1]7), N3, = spari[L, 0]").
« MIMO cellular network with heterogeneous path losses:Suppose the path loss from
BS-1 to the second MS of BS-is 60 dB and the transmit SNR is 40 dB. Since the

interference power from B$-is negligible compared with the gaussian noise, we can
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effectively assumé,,; = 0, which givesNj, | = N5, | = C?, as illustrated in Fig.]11B.

C. Stream Assignment and Transceiver Design under In@réer Alignment Constraints

We assume all the BSs in the MIMO cellular network share dldb&al knowledgg
{Hy»}. We adopt the IA approach to maximize the network total DoRictv is defined
by D = limSNRﬁmm, where C' is the network sum throughput and SNR is the
signal to noise ratio. Note that' = D log(SNR)+o(log(SNR)), DoF gives a first order
estimation on network throughput. Moreover, it offers sdim& order simplification to the
complex throughput optimization on MIMO interference netkw Specifically, we would
like to jointly optimize the data stream assignméudi; }, precoderqV,,;} and decorrelators
{U,;}, ne{l,...G},j e {l,.., K} policies to maximize the total number of data streams
S S | d,; under the IA constrairHsi.e.:

Problem 2.1 (1A for MIMO Cellular Networks):

G K
max dy s 3
{43} 0Vns 1 {Uge} nz:; ; ’ ©
st ranKU! Hy V) = dg, 4)
USH,, V=0, ©))
trace(VEV, ) =d,.. 6

nj J J

dnj €{0,1,...,d7}, Vg,n € {1,...,G}, k,j € {1,... K}, (n,j) # (9,k)

whered™ is the maximum number of data streams for the concerned M8st€ont [(4)
ensures that all the direct links have sufficient rank to ikece¢he desired signals while

constraint[(b) ensures that all the undesired signals ayaedl.

[Il. A FORFuLLY CONNECTED MIMO CELLULAR NETWORKS

In this section, we shall first solve Problédm]2.1 for fully oected MIMO cellular net-
i : t S _
works, i.e.dim(N,; ) = dim(N, ) = 0.
Global CSl is easy to obtain when the network size is smalleliVtine networks size is large, the partial connectivity
can be exploited to achieve scalable CSI feedback schemesngtance, by utilizing heterogeneous path loss_in [f8],
authors propose a scalable CSI feedback scheme for MIM@laethetworks.

2Under the IA constraint${4)[](5), the number of data streaqsls to the DoF of the network.
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A. The Unique Challenge for MIMO Cellular Networks

In the literature, a common approach towards IA for intenfiee channel is based on the
interference leakage minimization iteration [8]. Whiléstlapproach is designed for standard
interference channels, one can extend the framework to Mtdlular network as below:

Algorithm 1 (Extension of Existing Iterative 1A Algorithi8]]: HAIternativer update pre-
codersV,; and decorrelatordJ, by minimizing the total interference leakage expressions

in (@) and [8) until the algorithm converges.

G K
min Y trace(UgHy, Vo)) (UjiHgen Vo)) (7)
AV jEC n nj -1 k=1
vH v =1 (g9,k)#(n,5)
nj  Mnj
mlnXd Z Z trace((UXH,, V)" (USH, V,.)) (8)
gk
U(kfgzugk_ = R

Vn,g € {1,....G}, j, k€ {l,..., K}.

Fig.[3 illustrates the performance of the naive algorithnaig-BS fully connected MIMO
cellular network withK' = 2, N} = 5, Ny, = 2, dgx = 1, Vg € {1,3},k € {1,2}. It is shown
that the naive algorithm could achieve a total DoF of 3, whgbnly half of the achievable
DoF lower bound given i [10], which demonstrates that naixiension of standard iterative
IA algorithm can perform poorly in MIMO cellular networks.his problem is due to the
direct link - cross link overlapping issue defined below:

Definition 3.1 (Direct Link - Cross Link Overlapping)n an interference network, denote
the set of the channels that carry the desired signals anesirad signals a&l” and H¢,
respectively. IfH” NHC # (), then the network has direct link - cross link overlapping

As illustrated in Fig[ILA, in conventional MIMO interfereeametwork, H” = {H,,,,}
and H® = {H,,, : m # n}, wherem, n are the indexes for transmitters and receivers,
respectively. Obviously, in this casé” "H® = () and there is no overlapping issue. However,
as illustrated in Fig[d1B, in MIMO cellular network, when thmimber of MSs per cell
K > 1, the intra-cell links also carries over undesired signal$ hencel” = {H, ,} and

¢ = {H,}. In this scenario, we have th&t” NH" = H” # (. As the channel states in

The algorithm proposed in[8] is important as it offers a egsatic way to obtain IA transceiver design for MIMO
interference networks witgeneralconfiguration. Most other existing IA algorithms appliesMtMO interference networks

with simple specific configuration only. Please refer[fo [8¢ S] for details.
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HP appear in[{(7) and{8), when we update the precoders and etators via[(¥) and{8),

we may also reduce the dimension of the signal space for thieedesignals as well.

B. Problem Decomposition

We decompose the original problem, i.e. Problem 2.1 intdahewing three subproblems:

Problem 3.1 (Stream Assignment):

G K
iy 2 2 ©)

n=1 j=1
K
St Z dgrdnj < Z (N, t N Zdnk> + Z dgk<N;k — dgr,) (10)
(9,k)€S,(n,5)ESy, (n,j)ESy k=1 (g,k)ESu

g#n

VSv,Sy €S, whereS = {(g,k):g€{1,...G}ke{l,..K}}

Problem 3.2 (Inter-cell Interference Suppression):

mln ZZtrace ngk,nV{Lj)H(Uchgk,nVrIzj)) (11)

Uy (;1 k=1
St Vi =V +8,VE, Vi e OV Eim (12)
U ng I,ng e (CNngXdk (13)

Vg € {1,..,G},k € {1,..., K}, where:{d;,} are the solutions of Problein_8.1, matrices
foj e CNvxdry | 8, € CNW V=Y 4 are isometry matrices whose row vectors combined

together form a basis foE¥*!, i.e.
[Vgh Vr€27 . VgK? S } [Vgh V7€27 . VgK? Sn} =L (14)

Problem 3.3 (Intra-cell Interference Suppression):

K
I{}H?l > trace(((Us) "Hokn Vi) (Usp) "Hok o Vi) (15)
7 k=1,#j
rank ((U;,) " H,; V) = dy; (17)
span([V,1, Vs, ..., Var]) € span([ VL, VI, . Vi) (18)

where {V[*} and {U; }, n € {1,...,G},j € {1,..., K}, are the solutions of Problem 3.2,

spar{X) denotes the linear space spanned by the row vectol$. of [ |
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Theorem 3.1 (Equivalence between the Original Problem &iedSubproblems)For fully
connected MIMO cellular networks with i.i.d. channel meds {H, ,}, the optimizing
variables of Problerh 2.1 is given byd;, }, {U;,}, {V;.}) with probability 1, where{d}, },
{U;.}, {V;,} are the solutions of Subproblem B[1,13.2,] 3.3 respectialythermore, the
optimal value of Problem 2.1 i®* =Y | ™ dy..

Proof: Please refer to AppendixtA for the proof. [ |

Remark 3.1 (Roles of the Three Subproblems):

 Problem[3.ldetermines the stream assignméiyj;} to maximize the sum of the data

stream numbers (i.e. DoF) of the network, conditioned om#tevork being IA feasible.

- Problem[3.2updates the intermediate precodgr¥;;} and decorrelator§ U} to

suppress the inter-cell interferences.

« Problem3.Bfurther adjusts the precode{¥/,,;} to suppress the intra-cell interferences.

Note that after separating the process of inter-cell an@-icell interference mitigation in
Problem[3.2 and Proble 3.3, only inter-cell channel stélds; .}, ¢ # n are involved
in Problem[3.R. This property is very important to overcorhe tross link - direct link
overlapping issue. [ |

Remark 3.2 (The Structure of the Intermediate Precodenlike the existing iterative 1A
algorithm, we have introduced an auxiliary variable, nantbe intermediate precoder vari-
ables{V/,}. From [12),V]; consists of theore spaceVy;, thefree spaces, and the free
elementsvfj as illustrated in Fig.J2. This precoder structure in the Baryi variable enables
us to separate inter-cell and intra-cell interference seggion. [ |

Remark 3.3 (The Physical Meaning of Equati{@&)): Constraint[(IB) is introduced to make
sure that the desirablmter-cell interference alignment property obtained in Problemi 3.2
is still maintained during the precoder updatg€,;} in Problem[3.B. This is because of
the following. SupposqU;,} and {V/*} constitute the solution of ProblelB.2. We have
(Us )" Hgen [VE,VE, . V]| =0,Vg # n e {1,..,G}. From [18), there must exist a
matrix R,, € CZr=1 % *Sis 9 such that{Vi,y, Vy, ..., Vax] = [VI, VI VIs] R,

which leads to the following equation
(Ul My [Var, Viz, oo, Vi) = (U "Hyp [V0L VS, VI R, = 0+ R, = 0.(19)

Hence, equatiori_(19) shows that the inter-cell interfeeelynment property is preserved
for the updated precodefsV,,;} in Problem3.B. |
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C. Solution to Problerh 3.1 (Stream Assignment Problem)

Problem[3.1l is a combinatorial problem whose optimal sofuffd;,} often involves
exhaustive search with exponential complexity w.r.t. te tbtal number of MS&7K. For
low complexity consideration, we propose the followingeghe-based solution.

Algorithm 2 (Greedy Stream Assignment):

« Step 1 Initialization: Initialize the stream assignment policy to be the numbetrebsns

requested by each MSs, &, = ™, Vg € {1,....G}, k€ {1,..., K}.

. Step 2 Low complexity 1A feasibility checking:

— Denotev!, n,g € {1,....,G}, j,k € {1, ..., K} as the number of the freedoms,

njo gk’
i.e. free variables in precodéuz and decorrelatolU ;,, respectively. Note that the
number of freedoms ||’V1 are given by the number of elementsz and that

in Uy, are given by the dimension of Grassmanniid,,., N, ), we have

K
Ufmj = dn]<N; - Z dnk)a U;k = dgk(N;k - dgk) (20)
k=1

— Denotecyy nj, n,g € {1,....G}, j € {1,...,K}, k € {1,..., K}, as the number of

constraints required to eliminate the interference freigy to U,,. Set
Cokmj = njdgr, 1 g #n; cgrn; =0, otherwise. (21)

— Use the low complexity IA feasibility checking algorithmgmosed in AppendixIB
to check if the system is IA feasible. If the network is not Idagible, go to Step
3. Otherwise, letl;, = dg, g € {1,...,G}, k € {1,..., K} and exit the algorithm.

. Step 3 :Updated,; = dy — 1 and go back to Step 2, whe(e’, k') is given by

nm

(9", F) = arg Hﬁx Z Z(Cgk,nj t Cnjgk — Clgk,nj - C/nj,gk) - (U;k + U;k - U/qu —v gk))

n=1 j=1
G K
= argmax Z Z — (N} + N7, — ddgy +2) (22)
(" J)#(q k)
where {v"* o> Vgrts @and {c, . ¢ .} denote the number of freedoms and constraints

given by [20) andl]Zl), respectively, with, = d,, = 1.
Theorem 3.2 (Property of the Low Complexity IA Feasibilitye€king): The IA feasibil-
ity constraint in [(ID) is satisfied if and only if it can sayigshe low complexity IA feasibility

checking in Appendx-B. Moreover, the worst case complexit the proposed checking
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9

scheme isO(G3K*?), which is substantially lower compared with the complexity2¢°%*)
in conventional A feasibility checking [10].
Proof: Please refer td [14] for the proof. [ |

D. Solution to Probleni 312 (Inter-cell Interference Sumgsien Problem)

The following algorithm solves Problein_8.2 by alternatweipdating the intermediate

precoders{V/;} and the decorrelator§U,} to minimize the inter-cell interference, i.e.:

nj g=1 k=1

G K
r‘r}lipnzZtrace((UﬁHgk,nvij)H(Uﬁﬂgk,nvéj)), S.t.. equation[(12) (23)
#n

G K
rgi?zZtrace((UggHgka{Lj)H(UggHgka,ﬂj)), S.t.: equation[[d3) (24)

" og=1 k=1
#n

Algorithm 3 (Alternative Inter-cell Interference Sups&s):

. Step 1 Initialization : Randomly generat®& ., vn € {1,...,G}, j € {1,..., K}.

« Step 2 Minimize interference leakage at the receiver sideAt the k-th MS of BSy
, updateU,,: uy(d) = vy [Zle, LK Puy(Hy VI ) (Hy VI P, whereuy, (d)
is the d-th column of Uy, v4/A] is the eigenvector corresponding to iti¢h smallest
eigenvalue ofA, d € {1, ...,d}.

. Step 3 Minimize interference leakage at the transmitter si¢: At BS-n, update

VI, je{l,.. K} VE = —(SlQ,;S,)'S1Q,; VS, whereQ,; = Y5, S0,

P (UL H g )" (U Hgp ).
. Repeat Step 2 and 3 unt¥}; and U, converges. SeV; = V{, + S, V], and
Uy, = Ug.

Theorem 3.3 (Convergence of Algorithin $or fully connected MIMO cellular network
with i.i.d. channel matrice§H,; .}, Algorithm[3 converges to a local optimal solution of
Problem3.2. Note that global optimality is not assured.

Proof: Please refer to AppendixtC for the proof. [ |

Theorem 3.4 (Property ofV/:} and {Uj;;}): For fully connected MIMO cellular net-

work with i.i.d. channel matrice§H, ..}, the converged solution of Algorithid 8V/*},
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U, ne{l,.. G} je{l, .. K}, satisfy
| (Urzl)HHnl,n |
Uso) "Honp ¢
rank (Ur) Haz, VIV, VRS = D dy, vne{l,..G} (25)
............. j=1
B (U;K>HHnKn
almost surely.
Proof: Please refer to Appendix!D for the proof. [ |

E. Solution to Probleri 3.3 (Intra-cell Interference Sumgsien Problem)

We solve Problerh 313 by the following constructive algarith
H

LSWEWIE
where W, = (U; )"H,qn, ¢ € {1,..,K}. Each BS does the following for every ¢

Algorithm 4 (Intra-cell Zero-Forcing):DenoteW, = [ wh Wi WH

g—1 "V g+l

{1, ..., K} to calculate the precoders:

. Step 1: Perform LQ decomposition fow, [V2i, Vi, . VI5 ] = L,(¢)Q.(q), where
Q.(q) isand "1 dy; x 321, dy; unitary matrix, andLy, (q) is @ Y5 dpy X Yoi dy
lower triangular matrix.

. Step 2: SetV/, = [V, VI ... V5] Q. (q), whereQ/(¢) is a matrix aggregated by
the lastd,,, columns of Q% (q).

. Step 3: Perform singular value decomposition f&%, = A,,;S,,,B/., whereS,, is a
N} x d,, matrix, A,, andB,,, are N, x N! andd,, x d,, matrices, respectively. Set
V:,= A, whereA] is a matrix aggregated by the firéf, columns ofA,,,.

Theorem 3.5 (Optimality of V7, }): For fully connected MIMO cellular network with

i.i.d. channel matriceH,; .}, the output of AlgorithmU¥{V; }, n € {1,...,G}, j €
{1, ..., K}, is the optimal solution for Problen 3.3 almost surely (waptimal value (intra-
cell interference powery- 0).

Proof: Please refer to Appendix-E for the proof. [ |

IV. [A FORMIMO CELLULAR NETWORKS WITH PARTIAL CONNECTIVITY
A. Space Restriction on Transceivers

In the prior work [9], we have shown that in contrast to thewantional cases, partial
connectivity can be beneficial to system performance in MIWW@rference networks as

it gives us an extra dimension of freedom, namely thierference nullingto eliminate
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interferencﬁ. In particular, we have found by restricting transceiverdawer dimensional

subspaces in partially connected MIMO interference ndtware can eliminate many IA

constraints at a cost of only a few freedoms in transceivesigleand hence extend the
IA feasibility region. We exploit the idea of subspace caoaistt to extend the approach in
SectionIl to exploit the partial connectivity in MIMO cellar networks. Specifically, we
impose the following structure on transceivers:

Definition 4.1 (Transceiver Structure to Exploit Partial @wectivity):

F
nj?

« Intermediate precoder with dynamic free space:Vij = VSj + ngV

F
nj

where SZj e CNuxS;, ng € CSniXni, S € CNag*(dnj+55;) Ufj € CldnitS5;)xdn;
K
STIEL] 6 {0717"'N7§L_ k}:ldn]}’ S;] 6 {0,1,...N£]—_dnj}. .

- . . I
Remark 4.1 (Space Restriction via New Transceiver StresjuNote that spafiv nj) C

« Decorrelator with dynamic linear filter: U,,; = S’;LjU

spar{V§;) + spariS;,;), and spaflU,,;) C spar{S;,;), space restriction is imposed dv/,
and U,,; by the new transceiver structure. As a special case, vfien= N, — g,

Shi = Nj; — dn;, the transceiver structure is reduced to that proposed ¢ticBelll [

B. Problem Decomposition

Similar to Sectioill, the original Problem 2.1 is decomgdénto three subproblems. The
data stream assignment subproblem is modified as below.
Problem 4.1 (Stream Assignment and Subspaces Design):

G K
max : Z Z dyj (26)

{dnj}v{vgj}v{sﬁzj}v{S:Lj

n=1 j=1
St > min (dg,dim ((sparS},) N (Ny,,)")) min (d,,
ey G
dim ((spanV§,) +spariS.,;)) N (Vj,)") < Y duShy+ D dgeSp(27)

(n,j)€Sy (9,k)eSv

VSy,Sy CS, whereS = {(g,k):g€{1,....G},ke{l,...,K}}

H
[Vgl,VSQ, "'7V7€K7 S;j:| [Vgl,VSQ, "'7V7€K7 S;j] - I, VSJ € (Nrtbj,n)lv (28)
(s;j)Hs;j =1 S, €( ;;m){ Vne{l,..G}je{l, . K} (29)

‘Please refer td [9, Section IlI-A] for detailed elaboration the concept of interference nulling and the difficulties t

integrate it into IA processing. We shall omit the detailsehdue to page limitation.
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The second and third subproblems are similar to Proljlein 8d43a3 except replacing
V., Sp, andU,; with Vi, S andS;* U’ respectively in Probleri 3.2 ad B.3, where
{VEi {Si}, and{S’“*} are the solutions of Problem4.1.

Theorem 4.1: (Connetction of the Original Problem and thb@ablems in Partially Con-
nected Networksfror partially connected MIMO cellular networks, we havehwpirobability
1, the solutions of Subproblem #[1,13.2.13.3, {€},.}, {U;,}, {V},}, are also valid solution
of Problem[2.lL. Hence, the performance of the decomposedugms, |.e.Zg:1 Zk:l dyy,
gives a lower bound of that of the original problem.

Proof: Please refer to Appendix-F. [ |

C. Solution to Probleri 4.1 (Stream Assignment and Subspizesign Problem)

We extend the greedy-based Algorithin 2 to cater for the gdartinnectivity in Problerh 411.

Algorithm 5 (Greedy-Based Solution for Problém]4.1):

« Step 1 Initialization: Initialize the number of streams a4;; = min(rankH,;,,), d;;™),
vned{l,..,G}, je{l,.. K}

. Step 2 Calculate the common null spacesAt each BSn € {1, ..., G}, calculate the
intersection of the null spaces of the inter-cell crossdinike. \V,,(M) = N, x) EMJ\/’,M,
MCA{(g,k): g#ne{l,..,G},ke{l,.. K}}, as follows:

— DenoteM,, = {(g,k) : H,,, # 0}. Initialize NV,,(§) = CN+, N,,({(g,k)}) =
and set the cardinality parametér= 2

— For everyM C M, with [M| = C, if all the subsets oM with cardinality (C' — 1)
are not{0}, calculate\,,(M) = N,,(M\{(¢",k")}) NN ({(¢",k')}), where (¢, k")
is an arbitrary element ifK,,,. UpdateC' = C + 1. Repeat this process until
N(M) = {0}, VM C M, with |[M| = C or C' = |M,,|.

— For everyM C M, with A,,(M) # {0}, setN,,(MU ({1, ..., K}\M,,)) = N,(M).

At each MS M, calculateN], (M) = Nyeww Ny, M C {n: n# g€ {1,..,G}}

gk n?

using a similar process.
. Step3DeS|gnV (i.e. spaiv¢ 2)DAtBSn,n e {l,..,G}, deS|gnV L1e{l,..., K}
one by one as follows: For theth MS of BS#,
— Update the number of streams assigned tgjttleMS of BS+ if there is not enough
signal dimension left, i.e. updaiky; = min (d,,;, N} — dim ((+x<;VS,) + N (H,;)));
— Design ng based on the principles tha) ng is orthogonal to the previous

designed core spaces and is contained by the effective atdgp the direct link,
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i.e. VS C ((4x<;VEL) +N(Hnj))l; B) A subspace which belongs to a null space
N (M) with larger “weight” (i.e.W,, (N (M)), defined below) is selected with higher
priority.

Wa(N (M) = ) min (dg, rankHyy, ) (30)

(g,k)eM
From the left hand side of (27), this weight is the maximum banof |A constraints

that one can mitigate by selecting a one dimensional subsipat’(M).
« Step 4 DesignS},; and Syr (1-e. spaiS;,;), sparS;,.)):
At BS n, n € {1,...,G}, design{S};}:
- A. Generate a series of potentid}(d),d € {0,1,.., N} — Zle d,r} with
Same as the principle B in Step 3.
— B. Choose the best) ;: SetS]; = S ;(d*), where

¢ K
a = arg max (dnjd— Z Zmin (dgi, rankHgy )
g=1,#n k=1
xmin (dng, | (VS +S4,(d) N (V) ) ) - (31)

Similarly, at each MSV/;,, generates;,;(d), d € {0,1, ..., N, — d,.} based on principle
B. SetS}, =S}, (d*), where

¢ K
" = arg max (dgkd— Z Zmin (dgk, [She V(NG ])
n=1,7g j=1
xcmin (d, |(VE, + 80, (4)) 0 (WVG04) ) - (32)

- Step 5 IA Feasibility checking: Similar to Step 3 in Algorithni2, set;,; = d,,;S},;,

vy, = dgeSty., wheresS! . andS?, are defined in Definition 4l1. Sey; ,; = min (dy, |sparfS!,)

NG ) min (dy. |(spartVs) + spanist, ) N (N ) ), i g # 05 ey = 0,

otherwise. Use the low complexity algorithm in Appendix-8 ¢heck if the system

is IA feasible. If the network is not feasible, go to Step 6h@wise, setl;; = d,;,

and setV{>, Si,

Sy, respectivelyyn € {1,...,G},j € {1,..., K'}. Exit the algorithm.

. Step 6 Update stream assignmentUpdated, ;s = d, — 1 and go back to Step 2,
where (¢, k') is given by (the first line of)[(22).

Remark 4.2 (Subspace Design Criterion in Algorithm S)milar to the stream assignment

S;; to be matrices aggregated by the basis vector‘g’%f ands!

nj?

criteria (22), the core spagéV(;} and free spac¢S,,;} should be designed to alleviate the
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IA feasibility constraint as much as possible in order toarde the network DoF. Hence,
both (30) and[(31) are designed to maximize the differenteden the number of freedoms
in intermediate precoder design minus the number of ireért& constraints. [ |
Remark 4.3 (Relationship between Algorithm 2 &hd I&):fact, Algorithm[5 is a back-
ward compatible extension of Algorithimd 2. When the netwaKully connected, Step~24
in Algorithm B will generate{V{;}, {S. }, and{S;;} with S!; = S,, Vj € {1,..,K}}
and rankS;;) = N; ;. However, this particular choice of the core space will nfféroany
additional DoF gain compared to other choiceq ¥, ;} and{S,.} satisfying constrain{{14)

in the fully connected case. [ |

D. Solution of Subproblenis 8.2 and]3.3 in Partially Connedtietworks

The solution to Problenis 3.2 ahd 3.3 in the partially coredctetworks are very similar

to Algorithm 3 and 4, respectively. Details are omitted toidwedundance.

V. PERFORMANCEANALYSIS
A. Symmetric MIMO Cellular Networks with Partial Connettiiv

Definition 5.1 (Symmetric MIMO Cellular Networks with PaitiConnectivity): A symmet-
ric MIMO cellular network hasG BSs (each withN® antennas) servingd MS (each
with N (< N?%) antennas) per BS. There are at mdgt = d; data streams per MS.
The partial connectivity is induced by thgath losseffects as well as th&ansmit spatial
correlation effects due to local scatterifgll5], [16]. Links from BS# to MSs of BSg with
J < |n—g| < G- J are assumed to have huge path losses and they are regardetl as n
connected. Furthermord?; (< N”) and Ry(< N") denote the ranks of the intra-cell links
and inter-cell links. [ ]

As a result, there are three key parameters, J,eR; and R,, which characterize the
connection density, the rank of the intra-cell and intdl-teks of the symmetric MIMO
cellular network, respectively. In particular, the BS smitial connectivity in Definition 2]1

of the above symmetric network is given by:
span({n(q) : ¢ € Ry(k)}), if: g=n
ghn =3 span{n(q) 1 ¢ € Ro(n—g)}), if. g#n0<|n—g|<Jor|n—g/>G—J (33)
CN', otherwise.

The transmit spatial correlation is caused by the lack oftedag in the propagation environment around the BSs.

August 21, 2018 DRAFT



15

where{n(q)}, ¢ € {0,1,..., N* — 1} form a basis forC"",
Ry (k) ={0,1,..., N* —1}\{kR; mod N* kR, +1 mod N*, ..., (k+1)R; — 1 mod N'},
Ry(m) = {0,1,..., N* = 1}\{mRy mod N*, mRy + 1 mod N*, ..., (m + 1)Ry — 1 mod N*},

spari{n}) denotes the linear space spanned by the vectors ifisetTo make sure the
direct links can have sufficient rank, we also assume: &id < N°*.

Remark 5.1 (Partial Connectivity in Practice)n practice, singular values of channel ma-
trices or the path gain of links can hardly &bsolutelyO, and hence, the DoF defined by the
asymptotic slope of the throughput-SNR curve may not cpoed to the number of data
streams transmitted. However, this shall not jeopardieevidiue of the proposed algorithm,
i.e. Algorithm[3,[4, and]5. This is because in practice, weiaierested in the performance
at finite SNR regime only. As long as the singular values or the pathsgare below a
sufficiently small threshold, we shall quantize the singwalues and the path gain to be

zero and the said channel is partially connected accordirigefinition[Z2.1. [ |

B. Analytical Results

Theorem 5.1 (Achievable DoF of the Proposed Schembg total DoF achieved by the
proposed scheme in a symmetric MIMO cellular network in Ogéin is lower bounded

by GKd*, whered* is the number of streams assigned to each MS, given by:

N” N + Nt
mln( 1 \‘max<mln(G—]_’2J)K%+1’mln(G—1,2J)K+2>J> ( )

Proof: Please refer to Appendix}G for the proof. [ |

The following are some interpretations of the resultdin) (34

Remark 5.2 (Backward Compatibility with Fully Connectegh&ir Interference Channels):
Consider a special case of fully connectéepair interference channel withf =1, J > %
R, = R, = N". The achievable DoF if_(34) reduces k[géi—]fJ which is consistent with
result in the conventional IA feasibility conditiB.n [ |

Remark 5.3 (How Partial Connectivity Affects DoR)Nhen the partial connectivity effect
is strong, i.e.J < €, R, < N, the network total DoF becom@&sK min (Rl, L}KNiﬁﬂJ )
Hence, it can be observed that partial connectivity affdoéstotal DoF in three aspects:

®Using the conventional IA feasibility condition in_[1L0] faE-pair MIMO interference channels, we hapé® + N™ —

t T
(G+1)d>0=d< Ncﬂ )
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« Gain due to the connection densit§s the connection density parametérimits the
maximum number of MSs that each BS may interfere, the totdf BDbthe MIMO
cellular network isO(G), which scales with the number of the BS. This behavior
represents a significant gain compared with the fully cotetecase in which the total
DoF= O(1) [10].

. Gain due to weak inter-cell linkdV¥hen the network is dense, i.é.> 1, —

R
2LKN—%+1

12

%. Hence, ag—; factor gain can be further observed.
« Loss due to weak intra-cell link$Note that the rank of the direct linR; is one of the
terms inmin function and hence, the partial connectivity may also lith& system DoF
when the intra-cell links are weak, i.e. smal]. [ |
Remark 5.4 (DoF Scaling Law w.r.t. Number of Antennas):
« Strong inter-cell link caseWhen the inter-cell links are strong, i.8; ~ N, in (34), the
second term is thenax operation is larger, hence, the total DoF scale€XdiV" + N*).
« Weak inter-cell link caseWhen the inter-cell links are weak, i.&8, < N*, in (34), the
first term is themax operation is larger, hence, the total DoF scale<giN" N*).
Comparing the two cases, we can see that antennas are mieitef’ when the inter-cell
links are weak. This is because when inter-cell links arekw#ge partial connectivity can
be exploited to eliminate part of the potential interferenibus alleviating the constraints on

transceiver design. [ |

VI. NUMERICAL RESULTS

In this section, we shall illustrate the performance of theppsed scheme by simulation.

Definition 6.1 (Randomized Partially Connected MIMO In¢eehce Channels)Consider
a MIMO cellular network withG BSs and& K MSs. Each BS had/* antennas and each MS
has N" antennas and requests data streams. The BSs and MSs are distributed uniformly
in a30km x 30km area. All BSs transmit at powe?. DenoteD, ,, as the distance between
the BSn and thek-th MS of BSy. The network is partially connected due to:

. Path loss effect:If D, > L, we assume the channel from the BSo the k-th MS

of BS-g is not connected, i.ed,, ,, = 0.
o Local scattering effect: If D, < L, due to local scattering effect, channel fading are

correlated (only transmit correlation), and hence:

N = Lok Nopo = {0} (35)

g
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wherelLg., = span({ex:(q) : ¢ € {1,..., N'} and satisfies(36), ey (w) = -1, e 7>
Lemim(w) | mi2n(N-1I)]1,

1 sinf ¢ Nt —1
ﬁ < \‘ 2 - ﬁ J < Nt ) ve S [egk,n - Fa<57 dgk7n>7 ‘ggkm + Fa(Sv dgkv”)] (36)
arcsin dS when: S < dg., ) _ )
where F, (S, dgk. ) = gk,n , S is thelocal scattering radius

T when: S > dg
as illustrated in Figl}4B¢,, ., is the angle between the antenna array normal direction

and the direction from B% to thek-th MS of BSy. Please refer td [16] for detailsm
The proposed scheme is compared with 5 reference baseh'ilmaHQ:

« Simplified proposed scheme (Baseline (BL) 1)fhe stream assignment and transceiver
matrices are designed by Algorithra$ [2, 3 ddd 4. As we illtstia Remark[“413,
Algorithm [2 is a simplified version of Algorithri 5.

« Naive extension of the existing IA algorithm [8] (BL 2): The transceivers are designed
by naive extension of iterative 1A algorithm ihl[8] as debew in Algorithm[1.

« Coordinated beamforming [17] (BL 3): The BSs jointly optimize their precoders to
improve the overall system SINR performance using the #dlyarproposed in[[17].

« Round robin scheduling with Intra-cell zero-forcing (BL 4): The BSs are scheduled
to transmit using round robin. Zero-forcing precoders atepted.

« Isotropic transmission (BL 5): The BSs and the MSs apply random precoders and

decorrelators, respectively.

A. Fully Connected MIMO Cellular Network

Fig. [ illustrates the sum throughput versus SNRI1(g,,(P)) for the proposed scheme
and 5 baselines for an IA feasible MIMO cellular network with= 3, K = 2, d; = 1,
N'=5, N"=2, L,S > 30v2km. BL 4 can only achieve 2 DoF as each BS has dnlyf
the time to transmit. BL 2 achieves only 3 DoF due to the crids-ldirect link overlapping
issue. The throughput of BL 3 saturates at high SNR sincedooated beamforming [17] can

"The feasible bound for IA algorithms on partially connecMtMO cellular network is still unknown. Therefore, we
cannot plot the theoretical upper bound as one of the berndisnira simulation.

8Note that BL 1 is a simplification of the proposed scheme. ksdnot address the partial connectivity issue. BL 2 is
generalized from[[8] to the MIMO Cellular Network. Companiswith BL1 illustrates the importance of exploiting paltia
connectivity. On the other hand, comparison with BL2 iliagts the necessity of the decomposition approach progonsed

this paper.
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only suppress part of the interferen€n the other hand, the proposed algorithm and BL 1
achieve 6 DoF, which is an achievable upper boudrds result also confirms the comments
made in Remark 413 that Algorithid 5 is a backward compatilzteresion of Algorithn2

and they have the same performance in fully connected nkswor

B. Partially Connected MIMO Cellular Network

1) Performance w.r.t. SNRFig.[§ illustrates the sum throughput versus SNRI{g,,(P))
for the proposed scheme and 5 baselines in a MIMO cellulavor&twith G = 12, K =4,
df =2, N' =8, N" =4, L = 15km, S = 3km. The throughput of BL 2 also saturates at
high SNR since the network is not IA feasible. BL 1 achievesDhF only as Algorithni R
fails to exploit the benefit of partial connectivi@n the other hand, the proposed algorithm
achieves 35 DoF, which is significantly higher than all thedlmes. Furthermore, the total
DoF upper bound for the fully connected MIMO network is onlly. This demonstrates that
partial connectivity can indeed contribute to the significgain in system throughputhe
comparison between the proposed scheme and BL 1 illustre@sportance of incorporating
partial connectivity topology in the IA algorithm.

2) Performance w.r.t. Partial Connectivity Factor3o better illustrate how different partial
connectivity factors such as path loss and spatial coroalatffect system performance, we
illustrate the sum throughput versiis(the maximum distance that a BS can interfere a MS)
and S (the radius of the local scattering) under a fixed SNR (30a85ig.[71. By comparing
the performance of the proposed scheme with different glactinnectivity parameters, we
have that the performance of the proposed scheme rougHlyssog /<), which illustrates
a consistent observation as Remark| 5.3 that weaker cowiteatan indeed contribute to
higher system performance. Moreover, comparison of thepqeed algorithm with BL 1
further illustrates the importance of adapting the traivecestructures given in Def_4.1 to
exploit partial connectivity. By dynamically adapting ttransceiver structures, the proposed

scheme obtains significant performance gain over a wideerah@artial connectivity levels.

APPENDICES
A. Proof for Theorenh_ 31

Lemma -A.1 (IA Feasibility Conditions of MIMO Cellular Netxk): With i.i.d. fading,Prob-

lem[2.1is equivalent to the following problem almost surely.
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Problem -A.1 (Transformed IA Problem):

G K

max i 37
o B 0 25 2T .

K
st rankU,,) = dg, rank([V,,, ..V, k]) = de‘ (38)

j=1
(Up) "Hypn Vi = 0 (39)
dnj €10, 1, .., d7}, Vn,g € {1,...,G},n# g, k, j € {1,..., K}. [ |

Proof: We need to show tha) if {d,;, Uy, V,,;} is a solution of Problerh 2.1, there
must exists{d,;, U}, V,;} which is a solution of Problem-A.1, arlg) vise versa.

gk>
« Proof ofa): Denote the transceivers in the solution of Problem 2.1, V;.}. Let
U, =U;;, V., =V, then from [@),[(5) we havé (88) and {39).

nj?
« Proof ofb): Denote the solution of Problém-A.1 &3;;, U.:;, V *}. Note that{ U,

njo V;;k}
are functions of the cross link channel states {il¢, ,, : ¢ # n}, which are independent

of the direct link channel states, i.€H,; ,}. Hence we have

(Ulr;kl)HHnLn K
rank | | ... Vi Vi | = D duy, Vne{1,.,G}  (40)
j=1

almost surely. LelU;; = U, VI = V. and use Algorithnill4 to construdt; ;. Then

from (40), Theorenh 3|5 holds, which meaf;;, V;,} satisfies[(16),[(17)[(18) and

njo

(U;)"H,jn Ve =0, Vn e {1,..,G}, Vj #k e {1,....K}. (41)
From (18), [(39) we have:
(U ™MV =0, Vn £ g € {1,...,G}, Vj, ke {1,.. . K}. (42)
From (16), [(17),[(41), and_(42), we have tHaf;;, V. } satisfy [4)(6). [ |
From Lemma-All, we need to she¥ an optimizing solutiod d;,, U, V7 }, of Probleri-A.1

is a feasible solution of the Subproblems] 3.1] 3.3 Bhdlise versa.
First consider the statement A). We first have two lemmas:
Lemma -A.2 (Non-overlapped Subspacés)is a subspace uniformly distributed in Grass-
mannianG (D, N). For any N — D dimensional subspac® VNS = {0} almost surely.
Proof: WhenD < | £ |, we have VS = {0} & v £ (S)*, VvV € V & Oax(V, (S)F) <

5, wheref,,...(A,B) denotes the largest principal angle between subspaeed B. Note
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that bothV and(S)+ are D dimensional subspaces wifh < 21, From Theorem 1 in[18],
we havePr(0n.x(V, (S)*) < Z) = 1.

Similarly, whenD > [ ], we haveVNS = {0} & s L (V)*, Vs € S & bu(S, (V)1) <
Z. Note that bothS and (V) are N — D dimensional subspaces withi — D < £ and
(V)+ uniformly distributes in Grassmanni@g(N — D, N), we can again apply Theorem 1
in [18]. This completes the proof of the lemma. [ |

Lemma -A.3 (Uniformly Distributed Precoder Spacé&)nder the i.i.d. fading assumption,
sparfV’;), uniformly distributes ing(zji1 dy;, N)), where V') and d;; are the optimal
solution of Problem-All.

Proof: In Probleri-A.1, spafV’,) is a function of the channel stat¢#1,.,,}, denote

as spafiV’;) = F({Hg,.}). For any two elements i@(zjil dr:, N}), V* andV*, denote
H, = {{Hym} : Vo = F({Hym})} = {{Hgem(2)}}, wherez € {a,b}. Then there exists

a unitary matrixT € C¥+*Mn such that
VP’ =TV whereV, is the matrix aggregated by the basis\of, = € {a,b}.  (43)

) Hm(a)T, if: m =n, )
Construct a mapping: : H* — H® H,;,,(b) = . Substitute
H,; n(a) , otherwise.

43) into (39), we have thaf’ is bijective. DenoteD; and D, as the probability density
function of {H, .} andV’,, respectively. Then from the i.i.d. fading assumption, \e&eh
that D), (G({Hyrm(a)})) = Dn({Hyem(a)}). SinceG is bijective, we have
D, (V?) = y Dy (z)dr = i Dy(G(z))dr = i Dy (z)dx = D, (V). (44)

wherez denotes the elements Ifi* or H°. With (44), we complete the proof. [ |

The constraints(38)[_(B9) in Problem-A.1 are the same asaitdressed in [10], except
that the number of transmitter and receiver are differenerwR > 1. Yet, note that the
analysis in [[10] can be easily extended to the case with reiftenumber of transmitters
and receivers, Lemrna-A.1 enables us to extend the existirfgdsibility conditions to the
cellular case. Hence from Lemma-A.1 and the IA feasibiliyditions obtained in [10], we
have that the feasibility conditions of MIMO cellular netikacare given by[(10).

Denote{d,,}, {V',}, {U;,} as the optimizing variables for Problem-A.1. Substitute th

stream assignment polidyl;,; } into Problen{3.1, the feasibility condition {10) shall béisa

14
fied almost surely. Consider the singular value decommostf V> = AY | " | (BY) =
0
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U

Sy
A,XSZ(BX)H’ Uy = AgUk é (BgUk>H = A/nggUk(ng)H’ where A}, B, AgUk’ BgUk

are N! x NI, Zle dp; % D25y dnyy Nog x Ny, anddy, x dy, unitary matrices, respectively,

A" andA’g,C are the firsthK:1 dy; andd;, columns of the corresponding matrices, &}d

andS}; are ijil dyi X ijil dy; anddy, x d;, diagonal matrices, respectively. Note that

rank V) = Zle dy;, rankU%) = dfy, Vn, g, k, we haveS) andS[; are full rank. Hence
we can set:
V. = A, =VIB/(s))" (45)
Uy, = A,gUk :U;*kBgUk(SgUk)_l (46)

From LemmB-A.B, spafiV’*) uniformly distributes irg(>"% | d* .. N*). Note that spafiV,,) =

j=1"ngj>*'n

spanV’*), dim(span(S,,)) = N — 2% a* ., from Lemma=A.2, we have:

j=1%nj
spanV,,) Nspan(S,,) = {0}, almost surely. (47)

From equation[(14), the columns QN%} and S,, form a basis forCV+. Hence, there
exist matricesR,, (O % x K d* yandQ, (N: — S5 a* ) x S5 4% ) such that:

j=1"nj j=1"nj j=1"nj j=1"nj

R,
) VSK’ Sn} Q - [Vr(zjlv Vrc;Qa e Vrc:K} R, +5,Q, (48)

From [4T),R,, is full rank almost surely. Hence we have:

V, = [V, V5

nl» ¥ n2» -

VaR, = [VIL Vi, o Vi + S.QuR;! (49)

SetV;, = Q,R,}

nj?

1. . i—1 %
where anl is the matrix aggregated by th@® 7, d*.) + 1 to

k=1 "nj

(327, d;)-th column of R™!. Substitute{V';}, {U’,} into Problem 3R and substitute
{V.;}, {U,,} into Problem 3.8, From{4)[5)_(#5)._(46) arld(49), all thenstraints are
satisfied almost surely. This completes the proof for statem).

Then to Statement B). From statement A) ahd| [10], under thecdAstraint [(ID), the
optimal value of Problerh 3.2, 3.3 afealmost surely. Hence, denofd;,;}, {V;,}, {U;,}
as the corresponding outputs by solving the three problesgsientially. Substitute these
outputs to Problerh 2.1, then frorn {17).(15), ahd| (19), weehiat {d;,}, {V;}, {U;,}

must satisfy[(#) and_(5). This completes the proof.
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B. Low Complexity IA Feasibility Checking

For notational convenience, den@)tg, v, andcgy ,; asvl, Vg andcgy, respectively, where
n=(nj),g=I(9,k),nge{l,...G}, jke{l, .. K}
« Initialize the constraint assignment: Randomly generalize aonstraint assignment
policy, i.e. {cLg, cpa} SUch thatcl,, cf,, € NU{0}, ¢, +ch, = cgn. Calculate{ P}, Py}
Pﬁ = Uﬁl - des Cilg’ Pg - Ug - ZnGS an'
« Update the constraint assignment:As illustrated in Fig[B, while there exist “over-

loaded nodes”, i.eP; < 0 or P} < 0, do the following to updatéc,,,, cg,}:

— A. Initialization: Select an “overloaded node” with negative pressure. Fdéamte,
assumeP! < 0, we setP! to be the root node of the “pressure transfer tree”,
which is a variation of the tree data structure, with its reod®ring the pressures
at the precoders and decorrelators, its link strengthsngtdhe maximum number
of constraints that can be reallocated between the parelgsrnand the child nodes.

— B. Add leaf nodes to the pressure transfer tree:

For every leaf node’? (x € {t,r}):

For everyg: If ¢, > 0, add P} as a child node o7 with link strengthcf,,,

wherex is the element in¢,r} other thanz.
— C. Transfer pressure from root to leaf nodes:For every leaf node with positive
pressure, transfer pressure from root to these leafs bytingdae constraint assign-

t T
c c
n1g1> PT 8112
g1

ment policy{c;,, ¢z, }. For instance, as illustrated in Fig. 3B,

P, is a root-to-leaf branch of the tree (red lines). Upddt§;., )’ = c,, ., — ¢

nigi

T ! r ! t !t
(Cglnl) = Cgn, T 6 (cg1n2) = Cgny — <Cn2g1> = Ch,g T € Hence we have

(PL) =P —eand(P.) = P! +¢ wheree =min (—P. , P. ,ch . .c .. ).

ny’ - n2’ migi’ "ging

— D. Remove the “depleted” links and “neutralized” roots:

x If the strength of a link become 0 after Step C: Separate th&esi rooted from
the child node of this link from the original pressure tramdfee.

x If the root of a pressure transfer tree is nonnegative, rentioe root and hence the
subtrees rooted from each child node of the root become remg.tRepeat this
process until all roots are negative. For each newly geeérptessure transfer
tree, repeat Steps~ED (Please refer to Fid.] 3C for an example).

— E. Exit Conditions: Repeat Steps AD until all trees become empty (hence the

network is 1A feasible) or no new leaf node can be added forarie non-empty
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trees in Step B (hence the network is IA infeasible). Exit ahgorithm. [ |

C. Proof for Theoremh 313

We shall first prove the optimality part via the following tdemmas:
Lemma -C.1:The updated decorrelatofdJ, ;. } in Step 2 of AlgorithniB are the optimal
solution for problems[(24).
Proof: Please refer td [8] for the proof. [ |
Lemma -C.2:The updated free elements in preco@Mﬁ}} in Step 3 of Algorithn{B are
the optimal solution for problemg (23).
Proof: DenoteQ,,; = >0, ., S5, Py (UBHy, ) (UL H,,,). Note thatQ,; is a
positive semidefinite matrix, and we have [n](23):

G K
Z Ztrace((UﬁgHgkaI ) (ULH, V] Z Ztrace )1QuiVi;)

n=1 1 n 1 1
Jj= Jj=
#9

K
_ ZZtrace(( 2 VE 4 Q2S, VE(QZVE + Q2SVF)>
n7591] !

= HQ2 Vi +Q2]S VillE (50)
By minimizing the Frobenius norm i_(50), we have:
1 1 -1 1 1
Vi == ((Q38)7(Q;8))  (Q18.)7Q; VY, = ~(81/Qu8.) 'SI'Q., VE, (5D)

(&1) proofs the lemma.

Now we begin to prove the convergence part. Denote

G G K K

I=>"3">"> trace((ULH, V)" (ULHyV})) (52)

glnlkljl

Then I is non-negative. Moreover, from Lemma-C[1, iCI2js non-increasing in each

round of update. Hence, following the analysis[in [8], Aligom [3 is surely to converge.

D. Proof of Theorenh 314

Lemma -D.1:rank([VZ;, Vs . VIi]) = 38 dyy, Vne{l,..G}.
Proof: Denote they-th column in[VZi, V5 . Vsl and [VE), VS, ..., V] asvi(q)

nl»

andvS(q),qe Q= {1,.. ZJ , dn;}, respectively. From the intermediate precoder structure
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(@2), and the orthogonal constraifif14) (which means theiav® (q), ¢ € {1, ..., 3., d,,;}

j=1
and the row vectors i1$,, are orthogonal to each other), we have

v, (q) € sparivy (q)) + sparS,), vi(q) & sparS,)  (53)
(sparivS (q)) + spanS,)) N (+pzqe.co (spanvy (p)) + sparS,))) = spaiS,)  (54)

where spafiX) denotes the linear space spanned by the column vectoks éfrom [53),
(4), we havev!(q) & spart{v)(p),p # ¢, € Q}), Yq € Q. This completes the proof. =

Lemma -D.2:Denote thep-th row of U} H,,;, asw,,;(p), p € {1, ..., d,;}. Then we have
sparfw,;(p)) follows i.i.d. uniform distribution in Grassmanniaj(1, N},).

Proof: Denote h,,;,(¢) as theg-th row of H,;,, ¢ € {1,..,N;;}. From the i.i.d.
fading assumption, spéi/;, (¢)) follows i.i.d. uniform distribution inG(1, N}). Since in
23), (24), the intra-cell channel stat¢$#l,;,}, n € {1,...G}, j € {1,..,K} do not
appear,{H,;,} are independent of V/} and {U; }. Hence we have spaw/(p)) =
span(zé\z{ Unj(p, q)hffm(q)> still uniformly distributed inG(1, N},), whereu,,;(p, q) is the
element in thep-th row andg-th column of U} ;. Note that the rows ifU},; are orthogonal
to each other, spaw/’;(p)) are independent € {1, ...,d,;}. Moreover, sinceH,,;,, H,;,
are independent, spam/’;(p)) and spatw_’,(p)) are independent. [

From Lemmpa:=D.R, we can easily deduce the following two itssul

K
rank([ H/, U H, U, H U D = Zdnj, almost surely (a.s.)  (55)

nln ~nl) ~ n2n
j=1
. K t
and if > 5, dn; < N,
v ¢ span([ HY U HA U, . HI U ]) Wv e CVil gs, (56)

If 3% dn; = Nt, from Lemma-D.1l and(35)[(25) is proved. Otherwise, frém)(5

dim (span([ HE UL, HE U ]) + (span([VE, .., V] ))l>
= idnj + (N, — idnj) =N, as
j=1

L
& dim <(span([ HY U, HE U ])) ﬂspan([Vij,...,Vi}D) =0, a.s.
o N([ B8, U B U ) OR([VE VI 0 VE]) = {0} as. (687)

whereN (X) andR(X) denotes the null space and the range of marjxespectively. From
(1), we have[(25). This ends the proof.
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E. Proof of Theorerh 3.5

We need to show: A) Prove that the output of Algorithi{¥; .}, n € {1,...G}, j €
{1,..., K}, is indeed a solution for Problem 8.3, i.e. it satisfies camsts [16), [(1F) and
(18); B) Show that the intra-cell interference powrl(15) ungier: .} is 0.

We shall first prove the A) part. In Step 3, from the propertySMD, we have:

*«Hx7* H
an an = (A/nq) A/nq =1 (58)
T
Sy = (81,)7. 0 (59)
whereS| is ad,, x d,, diagonal matrix.
From Theoreni 314, in Step L, (q) is full rank almost surely. Note th&,,(¢) is a lower
triangular matrix, in Step 2, we have:
rank((U},)"H,.0, V5,,) = rankL,,(q)) = dug, Vg € {1,.... N} as. (60)
(U;,)"H,,, V., =0, ¥p#qe{l,., N} (61)
where L/ (¢) is a d,, x d,, matrix aggregated by the elements in the ldst rows and
columns ofL,(¢). From [60), we have rarB;, ) = rankV; ) = d,, aimost surely. Hence,
Vi, = V,.(S,,) By, amost surely. This result leads to the following equations
rank((U;,)"H,,, V) = rank((U, )" H,.. V., (S,,) 'Bug)
= rank((U}, )" H,n Vi,) = dug, Vg € {1,..., N} a.s. (62)

*
Vnz’ .

A\

nl»

Vil = VISV VIR [QU)(S,) T Bua,
QLL(Q)(S;LQ)ian?v cr Q:’L<N)<S/TLK>71BTLK] (63)

(B8), (62) and[(6B) proofs the statement A).
Now we turn to the B) part. Statement B) is an immediate refezeof [G1).

F. Proof for Theoreni 411

We need to prove statement B) in Appemdik-A. Following thalgsis in [9, Appendix
B], after introducing the new transceiver structure in Di&bn [4.1, the “no more IA con-
straints than freedoms” constrainf {10) is extended fo. (RIreover, constraints (28),_(29)
and the fact that intra-cell channel statgd ;. ,} are independent of the inter-cell channel
states{H,. ,,n # ¢}, ensures that the statement in Theofen} 3.4 still holds updsfal

connectivity. Hence, the solution set of Problem 3.3 is eowpty. Substitute these solutions
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to Problem[ 211, then fron{(17)[_(I15), and {19), we have &}, {V;;}, {U;,} must
satisfy [4) and[(b). This completes the proof.

G. Proof for Theoreni 511

Due to the symmetry property of the system, in Algoritfim & stream assignment policy
{d:}, core spacgV{;}, free space{S;} and linear filter for decorrelatofU;} hall be
symmetricalVg € {1,..,G}. Fromd;K < N' and the first line of [(33), in Step 3 of
Algorithm [5, core spaces assignment is feasiblediff. < Ry, j € {1, ..., K'}.

From (27), [(31) and the second and third lines[of (33), siheeiter-cell partial connec-
tivity state is the same for all users, in Step 4 and 5 of Akponi[3, the number of streams
assigned to each M8, the dimension of the free spacé§,, and the dimension of the
linear filter S7, shall be the same for all MSs. Moreover, &%, . = {0}, Vn, g, k, we have
that S;, shall be the maximum possible value, if€! — R,. Denoted = dg., S = Si;, then
from the feasibility condition[(27) and (B3), stream assigmt{d,; = d} is feasible ifd is

achievable in the following problem:

mgxd (64)
Ry(d+S)

Nt

de{0,1,...,R}, Se{0,1,.. N —dK}

S.t. min(G — 1,2J)K min(d, )< S+ N"—d (65)

By solving [64), we get[(34).
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Carries both desired signal (symbols for MS-11)
and undesired signal (symbols for MS-12)

1 Direct link: carries desired signal

é ,%
B ,Ms-11

BSI . 7

r 4
>{ Cross link: carries undesired signal

BS2

Fig. 1. [lllustration of the cross link - direct link overlaipg issue and the partial connectivity in MIMO cellular netks.
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SeVor

Fig. 2. A simple example of the Core space, Free space andefeents. In this figureN, = 2, dgx = 1.

(";,,g,),—o ‘:ugz - (Cng) =0 (Chyg,) =1
Corm =3 Caamg = .gql‘u =3 Caung)' = Caing = gzm ,) gzm =2

ew root nodes

Fig. 3. lllustrative example of the “pressure transfer traed the corresponding operations. A) A tree generated ép St

A and B; B) Pressure transfer in Step C; C) Removal of deplétéd and neutralized roots in Step D.

o
Minor paths / B e Major paths
N\ = . T "
(deep fadlng)/ ER \ ~ ~ (light fading)
i = s ~
\
N \ = m @
N
ngH ‘*«‘> \A_>
A. Side View B. Top View

Fig. 4. Local scatteringeffect: The lack of scattering in the propagation environtrleads to spatial channel correlation.
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Throughput Versus SNR under Fully Connected Model (Typology: l\]—:S,NR:Z,G:S,K:Z,dle)

60 T T T T T T T
Proposed scheme and BL 1
Total DoF = 6
50~ Naive extension of existing IA, BL 2 T
Total DoF=3

400 Round Robin Scheduling, BL 4 i
o Total DoF =2
b
N
<
=
=3
2 30
Q
[
[=%
IS
o
1S
@

20 . -

Isotropic transmission, BL 5
Saturate
10
ks
0§ 1 1 1 1 1 1 1
0 5 10 15 20 25 30 35 40

SNR (dB)

Fig. 5.  Sum throughput versus SNR for the proposed algorif@aind 5 baselines) in a fully connected MIMO cellular

network.

Throughput Versus SNR under Partially Connected Model (Typology: I\T:S,NR:4,G:12,K:4,df:2, L=15, S=3)

400 T T T T T T T
Proposed scheme
Total DoF = 35 i
350
Simplified propsed scheme, BL 1
Total DoF = 11
300 -

Round robin scheduling, BL 4
Total DoF =8

250

Naive extension of existing IA, BL 2
Saturate

150

Sum capacity (bit/hz/sec)
N
o
o
T

100 - - Isotropic transmission, BL 5
Saturate
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Transmit Power 1ologm(P) (dB)

Fig. 6. Sum throughput versus SNR for the proposed algor{amd 5 baselines) in a partially connected MIMO cellular

network.
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Throughput Versus L 3
:4,G=12,K=4,df:2, P=10", S=3)

Throughput Versus S
(N"=8,N"=4,G=12 K=4,d=2, P=10°, L=15) (N"=8,N
‘ ‘ ‘ ‘ ‘ 400

Proposed scheme

400

350 350

300 300

Simplified propsed scheme, BL1
I
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8 250} Round Robin Scheduling, BL 4
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2 200 Naive extension of existing IA, BL 2 3
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E 1501 1 150} 1
a Isotropic transmission, BL 5
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Fig. 7. Sum throughput versus partial connectivity parameterghierproposed algorithm (and 5 baselings)epresents

the connection density anfl is local scattering radius (spatial correlation decreaglesn .S increases).
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