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Abstract

The 2-adic complexity has been well-analyzed in the periodic case. However,
we are not aware of any theoretical results on the Nth 2-adic complexity of any
promising candidate for a pseudorandom sequence of finite length N or results
on a part of the period of length N of a periodic sequence, respectively. Here we
introduce the first method for this aperiodic case. More precisely, we study the
relation between Nth maximum-order complexity and Nth 2-adic complexity
of binary sequences and prove a lower bound on the Nth 2-adic complexity in
terms of the Nth maximum-order complexity. Then any known lower bound
on the Nth maximum-order complexity implies a lower bound on the Nth 2-
adic complexity of the same order of magnitude. In the periodic case, one can
prove a slightly better result. The latter bound is sharp which is illustrated by
the maximum-order complexity of ℓ-sequences. The idea of the proof helps us
to characterize the maximum-order complexity of periodic sequences in terms
of the unique rational number defined by the sequence. We also show that
a periodic sequence of maximal maximum-order complexity must be also of
maximal 2-adic complexity.

Keywords. Pseudorandom sequences, maximum-order complexity, 2-adic com-
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1 Introduction

Pseudorandom sequences are generated by deterministic algorithms and are not ran-
dom at all. However, both from an academic point of view as well as from a crypto-
graphic point of view they should have as many desirable features of randomness as
possible, that is, they should not be distinguishable from a ’truly’ random sequence.
These desirable features and thus the pseudorandomness of binary sequences can be
analyzed via several measures of pseudorandomness such as the maximum-order com-
plexity and the 2-adic complexity, see for example the recent survey [35]. We recall
the definitions of the Nth maximum-order complexity and the Nth 2-adic complexity.

For a positive integer N , the N th maximum-order complexity (or N th nonlinear
complexity) M(S, N) of a binary sequence S = (sn)n≥0 over the two-element field
F2 = {0, 1} is defined as the smallest positive integerm such that there is a polynomial
f(X1, . . . , Xm) ∈ F2[X1, . . . , Xm] with

si+m = f(si, si+1, . . . , si+m−1) for 0 ≤ i ≤ N −m− 1,

see [1, 10–12, 14, 21–23, 25, 26, 31, 36]. We set M(S, N) = 0 if s0 = s1 = . . . = sN−2 =
sN−1, that is si = s0 for 0 ≤ i ≤ N − 1, and M(S, N) = N − 1 if s0 = s1 = . . . =
sN−2 6= sN−1, that is si+N−1 = si + 1, i = 0.

The sequence (M(S, N))N≥1 is referred to as the maximum-order complexity pro-
file (or nonlinear complexity profile) of S. If S is T -periodic, that is, sn+T = sn for
n ≥ 0, we have M(S, N) = M(S, 2T − 1) for N ≥ 2T . This number is called the
maximum-order complexity (or nonlinear complexity) of S and it is denoted by M(S).
In other words, the maximum-order complexity is the length of a shortest (possibly
nonlinear) feedback shift register. It is well-known that M(S) ≤ T − 1.

In particular, restricting only to the homogeneous polynomials f(X1, . . . , Xm) of
degree one leads to the notion of the N th linear complexity L(S, N), the linear com-
plexity L(S) = L(S, 2T ) ≤ T and the linear complexity profile (L(S, N))N≥1 of S,
respectively. See the list of surveys [16,20,34]. The Nth maximum-order complexity
as well as the Nth linear complexity are measures for the unpredictability of a se-
quence and thus its suitability in cryptography.

The 2-adic complexity introduced by Goresky and Klapper [5,13] is closely related
to the length of a shortest feedback with carry shift register (FCSR) which generates
the sequence. The theory of 2-adic complexity has been very well developed for the
periodic case. More precisely, any T -periodic binary sequence S = (sn)n≥0 uniquely
corresponds to the rational number

∞∑

n=0

sn2
n = −

∑T−1
n=0 sn2

n

2T − 1
= −

A

q
, (1)
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where 0 ≤ A ≤ q, gcd(A, q) = 1 and

q =
2T − 1

gcd
(
2T − 1,

∑T−1
n=0 sn2

n
) ,

which is called the (minimal) connection integer of S [5]. Then the 2-adic complexity
of S, denoted by Φ2(S), is the binary logarithm log2(q) of q.

In the aperiodic case, the N th 2-adic complexity, denoted by Φ2(S, N), is the
binary logarithm of

min

{
max{|f |, |q|} : f, q ∈ Z, q odd , q

N−1∑

n=0

sn2
n ≡ f (mod 2N)

}
,

see [5, p.328] or [35]. It is trivial that Φ2(S, N) ≤ Φ2(S, N + 1) for N ≥ 1. The
average behavior of the 2-adic complexity and some asymptotic behavior of the Nth
2-adic complexity (more generally of the d-adic complexity of d-ary sequences, d ≥ 2)
are considered in Chapter 18.2 and Chapter 18.5 of [5], respectively.

However, it seems that there are no results known on the relation between the
Nth 2-adic complexity and other complexity measures. Moreover, in contrast to the
periodic case no results are known on the Nth 2-adic complexity of any attractive
candidate for a pseudorandom sequence, that is a sequence with some (proved) de-
sirable features and no known undesirable feature of pseudorandomness. Here we
introduce the first theoretic method to study the aperiodic case, more precisely, we
transfer some known results on the Nth maximum-order complexity to the Nth 2-
adic complexity. This leads to the main contribution of this work, that is, we will
prove in Sections 2 and 3 the following inequalities

M(S, N) ≤ ⌈Φ2(S, N)⌉ + 1, N ≥ 1,

in the non-periodic case and
M(S) ≤ ⌈Φ2(S)⌉ (2)

if S is periodic, where ⌈x⌉ is the smallest integer ≥ x. The first inequality also implies
a relation between the correlation measure of order k and the 2-adic complexity, see
Corollary 1. Below we will also use ⌊x⌋ for the largest integer ≤ x. We apply these
bounds to several sequences including the Thue-Morse sequence along squares and the
Legendre sequence. In addition, in the periodic case the idea of the proof of Eq.(2)
leads to a characterization of the maximum-order complexity in terms of the rational
number −A/q defined by (1), which is stated in Subsection 4.1. As a consequence, we
prove in Subsection 4.2 the maximality of the maximum-order complexity of binary
ℓ-sequences, which are those sequences for which the connection integer q is a power
of an odd prime such that 2 is a primitive root modulo q, see [5, Chapter 13]. The
result indicates that the bound in Eq.(2) is sharp. In Section 4.3 we show that any
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periodic sequence with maximal maximum-order complexity has also maximal 2-adic
complexity.

We will use the notation f(N) = O(g(N)) if |f(N)| ≤ cg(N) for some constant

c > 0 and f(N) = o(g(N)) if lim
N→∞

f(N)
g(N)

= 0. Sometimes we also use f(N) ≪ g(N)

and g(N) ≫ f(N) instead of f(N) = O(g(N)).

2 Nth Maximum-order complexity and Nth 2-adic

complexity

In this section we prove a relation between the Nth maximum-order complexity
M(S, N) and the Nth 2-adic complexity Φ2(S, N) and apply it to several promi-
nent sequences.

Theorem 1. Let S = (sn)n≥0 be a binary sequence. Then we have

M(S, N) ≤ ⌈Φ2(S, N)⌉ + 1

for N ≥ 1.

Proof. Since otherwise the result is trivial we may assume

M(S, N) ≥ 2

and put m = M(S, N) − 1. Then there exist i, j with

0 ≤ i < j ≤ N − 1−m (3)

and
(si, si+1, . . . , si+m−1) = (sj, sj+1, . . . , sj+m−1), si+m 6= sj+m, (4)

by [11, Prop. 1], see also [27, Thm. 2].
Put

S(2) =

N−1∑

n=0

sn2
n

and for 0 ≤ k < N

Sk(2) =

N−1−k∑

n=0

sn+k2
n = 2−k

(
S(2)−

k−1∑

n=0

sn2
n

)
.

Then we have for i, j with 0 ≤ i < j ≤ N − 1−m chosen above to satisfy (4),

Si(2) ≡
m∑

n=0

sn+i2
n ≡ Sj(2) + 2m (mod 2m+1)
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and thus

2j−i

(
S(2)−

i−1∑

n=0

sn2
n

)
≡ 2jSi(2) ≡ 2jSj(2) + 2m+j

≡ S(2)−

j−1∑

n=0

sn2
n + 2m+j (mod 2m+j+1). (5)

Note that Φ2(S, N) ≥ Φ2(S, m+ j + 1) by (3) and assume

Φ2(S, m+ j + 1) = c

for some c ≥ 0, that is, there are integers q and h, where q is odd, with

max{|h|, |q|} = 2c (6)

and

qS(2) ≡ h (mod 2m+j+1). (7)

With (5) multiplied by q and (7), we get

2j−i

(
h− q

i−1∑

n=0

sn2
n

)
≡ h− q

j−1∑

n=0

sn2
n + 2m+j (mod 2m+j+1),

that is

2m+j ≡ (2j−i − 1)h+ q

(
j−1∑

n=0

sn2
n −

i−1∑

n=0

sn2
n+j−i

)
(mod 2m+j+1).

Since ∣∣∣∣∣

j−1∑

n=0

sn2
n −

i−1∑

n=0

sn2
n+j−i

∣∣∣∣∣ ≤ max

{
j−1∑

n=0

2n,
i−1∑

n=0

2n+j−i

}
= 2j − 1

and by (6) the right hand side is of absolute value at most

2c+1(2j − 1),

which is not possible if c ≤ m− 1. Hence, we get

⌈Φ2(S, N)⌉≥ Φ2(S, N) ≥ c > m− 1 = M(S, N) − 2

and the result follows. Note that we cannot deduce Φ2(S, N) ≥ M(S, N) − 1 since
Φ2(S, N) may be no integer.
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According to Theorem 1, a lower bound on M(S, N) implies a lower bound
on Φ2(S, N). Below we state several classes of sequences with known lower bounds on
the Nth maximum-order complexity which can now be interpreted as lower bounds
on the Nth 2-adic complexity as well.

Pattern sequences (along squares/polynomial values):
For a positive integer k, the pattern sequence Pk = (pn)n≥0 over F2 is defined by

pn =

{
p⌊n/2⌋ + 1, if n ≡ −1 (mod 2k),
p⌊n/2⌋, otherwise,

n = 1, 2, . . .

with initial value p0 = 0. Equivalently, pn is the parity of the number of occurrences
of the all one pattern of length k in the binary expansion of n. For k = 1 we get
the Thue-Morse sequence T = (tn)n≥0 and for k = 2 the Rudin-Shapiro sequence
R = (rn)n≥0.

We get

⌈Φ2(T , N)⌉ ≥
N

5
, N ≥ 4,

and

⌈Φ2(Pk, N)⌉ ≥
N

6
, N ≥ 2k+3 − 7, k ≥ 2,

from the lower bounds on the maximum-order complexity in [29]. Note that despite
of a large Nth maximum-order complexity and a large Nth 2-adic complexity, the
pattern sequences Pk are highly predictable which can be measured in terms of a
very small expansion complexity and a very large autocorrelation, see for example [17].
However, subsequences along polynomial values still keep the former desirable features
but lose the latter undesirable ones.

For the Thue-Morse sequence along squares T ′ = (tn2)n≥0 and the pattern sequence
along squares P ′

k = (pn2)n≥0, we get

⌈Φ2(T
′, N)⌉ ≥

√
2N

5
− 1,

and

⌈Φ2(P
′
k, N)⌉ ≥

√
N

8
− 1, N ≥ 22k+2, k ≥ 2,

from the bounds in [30].
For k ≥ 1 and the pattern sequence along polynomial values of f(X), P ′′

k =
(pf(n))n≥0, where f(X) ∈ Z[X ] is a monic polynomial of degree d ≥ 2 with f(n) ≥ 0
for n ≥ 0, we get Φ2(P

′′
k , N) ≫ N1/d, where the implied constants depend on f(X)

and k, see [24].
Sequence of the sum of digits in Zeckendorf base:

Let F0 = 0, F1 = 1 and Fi+2 = Fi+1 + Fi for all i ≥ 0, which forms the Fibonacci
sequence. Each integer n ≥ 0 can be represented uniquely by

n =
∑

i≥0

εi(n)Fi+2,
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with εi(n) ∈ {0, 1} and εi(n)εi+1(n) = 0 for all i ≥ 0. Then the Zeckendorf base sum
of digits function is defined by

sZ(n) =
∑

i≥0

εi(n), n ≥ 0.

For the binary sequence of the Zeckendorf base sum of digits function U = (un)n≥0

with un = sZ(n) mod 2 and the binary sequence along polynomial values of the
Zeckendorf base sum of digits function U ′ = (uf(n))n≥0 with uf(n) = sZ(f(n)) mod 2,
where f(x) ∈ Z[x] is a monic polynomial of degree d ≥ 2 with f(n) ≥ 0 for n ≥ 0,
we get Φ2(U , N) ≫ N and Φ2(U

′, N) ≫ N1/(2d), see [9].
For the Thue-Morse sequence, the Rudin-Shapiro sequence (both along the values

of f(X) ∈ {X,X2, X3, X4}) and the binary sequence of the Zeckendorf base sum of
digits function, we calculated the Nth 2-adic complexity up to N = 1 000 000 which
leads in all cases to the conjecture that Φ2(S, N) = N

2
+O(logN).

We can also combine Theorem 1 and [1, Theorem 5] to get a lower bound on the
Nth 2-adic complexity in terms of the Nth correlation measure C2(S, N) of order 2
introduced by Mauduit and Sárközy [15]. More precisely, for k ≥ 2 theN th correlation
measure Ck(S, N) of order k of S = (sn)n≥0 is

Ck(S, N) = max
U,D

∣∣∣∣∣

U−1∑

i=0

(−1)si+d1
+si+d2

+...+si+dk

∣∣∣∣∣ ,

where the maximum is taken over all D = (d1, d2, . . . , dk) and U such that 0 ≤ d1 <
d2 < · · · < dk ≤ N − U . Then we have

C2(S, N) ≥ N − 2M(S,N) + 1

and the following result follows.

Corollary 1. Let S = (sn)n≥0 be a binary sequence. Then we have

⌈Φ2(S, N)⌉ ≥ log2 (N + 1− C2(S, N))− 1.

In particular, if C2(S, N) = o(N), then we have

⌈Φ2(S, N)⌉ ≥ log2(N)− 1 + o(1).

As an example we apply this relation to the Legendre sequence (along polynomial
values):
For an odd prime p and a squarefree polynomial f(X) ∈ Fp[X ] of degree d, the
p-periodic Legendre sequence L = (ℓn)n≥0 along the values of f(X) is defined by

ℓn =

{
1, if

(
f(n)
p

)
= 1,

0, otherwise,
n ≥ 0,

7



where
(

·
p

)
is the Legendre symbol. By [15] we have

C2(L, N) ≪ dp1/2 log p, 1 ≤ N ≤ p.

and get

Φ2(L, N) ≥ log2(min{N, p})− 1 + o(1) if dp1/2 log p = o(N).

For the Legendre sequence with f(X) = X , it is conjectured that Φ2(L, N) =
min{N/2,Φ2(L)} + O(logN), which we tested for all primes p < 50 000, where
Φ2(L) = log2(2

p − 1), see [7, Theorem 2], [37, Theorem 3] and [8].

3 A relation between maximum-order complexity

and 2-adic complexity for periodic sequences

Now we turn to consider the case of periodic sequences. First we prove the following
result, which is similar to the corresponding result for the maximum-order complexity
of a T -periodic sequence S, M(S) = M(S, 2T − 1).

Lemma 1. Let S = (sn)n≥0 be a binary sequence of period T . Then the 2-adic
complexity Φ2(S) satisfies

Φ2(S) = Φ2(S, 2T + 1) = Φ2(S, N)

for any N > 2T .

Proof. Let S correspond to the rational number

∞∑

n=0

sn2
n = −

∑T−1
n=0 sn2

n

2T − 1
= −

f

q
,

with 0 ≤ f ≤ q and gcd(f, q) = 1. It is clear that q < 2T and q is odd.

Assume N > 2T and that there are integers f̃ and odd q̃ with

max{|f̃ |, |q̃|} < q < 2T

and

q̃

N−1∑

n=0

sn2
n ≡ f̃ (mod 2N).

We obtain

−
f

q
≡

f̃

q̃
(mod 2N), that is, − q̃f ≡ qf̃ (mod 2N).

8



Since |qf̃ + q̃f | < 22T+1 ≤ 2N , we derive q̃f + qf̃ = 0. This leads to q|q̃, which is
impossible due to the assumption |q̃| < q. Thus we get Φ2(S, N) = log2(q) = Φ2(S)
for N > 2T , which completes the proof.

Note that we may have Φ2(S, 2T ) < Φ2(S). For example, consider the 5-periodic
sequence starting with (0, 1, 0, 0, 1) which is the binary expansion of 18. Since gcd(25−
1, 18) = 1 we get Φ2(S) = log2(31). However, we have

19 · 18 · (1 + 25) ≡ 22 (mod 210),

may take q = 19 and f = 22 and thus get

Φ2(S, 10) ≤ log2(22) < Φ2(S).

So Theorem 1 and Lemma 1 indicate

M(S) = M(S, 2T − 1)

≤ ⌈Φ2(S, 2T − 1)⌉+ 1 ≤ ⌈Φ2(S, 2T + 1)⌉+ 1 = ⌈Φ2(S)⌉ + 1.

Below we prove a slightly stricter bound in another way (for the periodic case).

Theorem 2. Let S = (sn)n≥0 be a binary sequence of period T . Then we have

M(S) ≤ ⌈Φ2(S)⌉ .

Proof. According to [26, Prop. 2], we will compute the minimum integer k, which
equals to the maximum-order complexity M(S), such that all (T many) subsequences
of length k:

(s0, s1, . . . , sk−1), (s1, s2, . . . , sk), . . . , (sT−1, s0, . . . , sk−2)

are distinct.
Let

∞∑

n=0

sn2
n = −

∑T−1
n=0 sn2

n

2T − 1
= −

f

q
,

with 0 ≤ f ≤ q and gcd(f, q) = 1. Then Φ2(S) = log2(q). Below we prove the
statement in terms of log2(q).

If T = 1, that is, S is constant, we derive q = 1 and M(S) = 0 = log2(1) = Φ2(S).
Below we suppose T ≥ 2 and in this case we have 0 < f < q. Now we assume

that T > ⌈log2(q)⌉, since otherwise the result is trivial by

⌈log2(T )⌉ ≤ M(S) < T,

see [11, Prop. 2]. For 0 ≤ τ < T , suppose that the cyclic (left) τ -shift of S, denoted
by S(τ), corresponds to the rational number −hτ

q
with 0 < hτ < q and gcd(hτ , q) = 1.

9



It is clear that h0 = f . Among these T many shift sequences, we count the ones with
the same beginning N terms.

If S(i) (associated to−hi

q
) and S(j) (associated to−

hj

q
) are with the same beginning

N terms, we have

−
hi

q
≡ −

hj

q
(mod 2N),

which holds if and only if hi ≡ hj (mod 2N), since q|(2T − 1).
Let 2m−1 < q < 2m for some positive integer m, so m = ⌈log2(q)⌉. If we choose

N = m, we will find that hi ≡ hj (mod 2m) if and only if hi = hj since 0 <
hi, hj < q < 2m. It means that the beginning m terms of −hi

q
are different from

the ones of −
hj

q
for all 0 ≤ i < j < T . Then we derive that any subsequences

(si, si+1, . . . , si+m−1) of length m for 0 ≤ i < T are distinct, and hence M(S) ≤
m = ⌈log2(q)⌉. Finally, together with the notion of the 2-adic complexity, we get
M(S) ≤ ⌈Φ2(S)⌉ directly.

As far as we know, these are the first results on the relation between the maximum-
order complexity and the 2-adic complexity. It disproves a claim by Goresky and
Klapper “If a sequence is generated by an FCSR with nonnegative memory, then its
N -adic span is no greater than its maximum order complexity” in [5, p.329]. For the
requirement of nonnegative memory, see [5, Prop.4.7.1].

We remark that it is also important to consider the symmetric 2-adic complexity
of S, which is the minimum of the 2-adic complexities of S and Srev, where Srev is the
sequence formed by reversing each period of S, see [5, Sect. 16.2], since Φ2(S

rev) may
be substantially smaller than Φ2(S). By Theorem 2 we have M(Srev) ≤ ⌈Φ2(S

rev)⌉.
By [26, Prop.2] it is clear that M(Srev) = M(S) and so

M(S) ≤ min(⌈Φ2(S)⌉ , ⌈Φ2(S
rev)⌉).

4 Maximum-order complexity of periodic sequences

4.1 A characterization of the maximum-order complexity

The idea in the proof of Theorem 2 helps us to characterize the maximum-order
complexity of periodic sequences.

Theorem 3. Let S = (sn)n≥0 be a binary sequence of period T (≥ 2). If

∞∑

n=0

sn2
n = −A/q with 0 < A < q and gcd(A, q) = 1

and
DA = {0 ≤ u < q : u ≡ A · 2n (mod q), 0 ≤ n < T},

10



then M(S) = N if and only if N is the least integer such that

u 6≡ v (mod 2N)

for any different u, v ∈ DA.

Proof. Suppose that S(τ), the (left) τ -shift of S for 0 ≤ τ < T , corresponds to the

rational number −A(τ)

q
. We see that A(τ) ≡ A2T−τ (mod q) and hence DA = {A(τ) :

0 ≤ τ < T}.
For N ≥ 1, the first N elements of S(i) are the same as the ones of S(j) for

0 ≤ i < j < T if and only if

−
A(i)

q
≡ −

A(j)

q
(mod 2N),

which holds if and only if A(i) ≡ A(j) (mod 2N), since q is odd. This means that
for u, v ∈ DA, if u 6≡ v (mod 2N), we derive that the first N elements of −u/q are
different from the ones of −v/q, which completes the proof.

The set 〈2〉 = {0 ≤ u < q : u = 2n (mod q), 0 ≤ n < T} generated by 2 modulo
q is a sub-group of Z∗

q = {0 < u < q : gcd(u, q) = 1} under integer multiplication
modulo q. Thus according to Theorem 3, to analyze the maximum-order complexity
of periodic sequences, one only needs to consider the partition

Z∗
q = g1〈2〉 ∪ g2〈2〉 ∪ · · · ∪ gϕ(q)/T 〈2〉,

a union of co-sets of 〈2〉, where gi〈2〉 = {giu (mod q) : u ∈ 〈2〉} ⊆ Z∗
q for 1 ≤ i ≤

ϕ(q)/T . We note that DA in Theorem 3 is a co-set of 〈2〉.

4.2 Maximum-order complexity of ℓ-sequences

As a consequence, we consider the case when DA = Z∗
q . We find that 2 modulo q is

primitive and hence S is an ℓ-sequence in this case. In particular, q has to be a power
of an odd prime. The following theorem will indicate that the bound in Theorem 2
is sharp.

Lemma 2. Suppose that q = pr the power of an odd prime for r ≥ 1 and 2 modulo q
is primitive. If q is of the form 2k +1 for some integer k ≥ 1, then the possible value
q is in {3, 5, 9}.

Proof. It is clear that

q =






3, if k = 1,
5, if k = 2,
32, if k = 3,

11



which satisfies all other assumptions in the lemma. Now we consider the case k ≥ 4
(and hence q ≥ 17).

If r = 1, that is, q is an odd prime, we get
(
2

q

)
= −1 = (−1)(q

2−1)/8,

since 2 modulo q is primitive, where
(
·
·

)
is the Legendre symbol. We derive q ≡ ±3

(mod 8), which contradicts q = 2k + 1 ≡ 1 (mod 8).
If r ≥ 2, we see that

2k ≡ −1 (mod q) and 2ϕ(q)/2 ≡ −1 (mod q),

the latter holds due to 2 modulo q being primitive. Hence k = cϕ(q)/2 for some odd
positive integer c ≥ 1.

We see that 2 modulo pℓ is primitive for all 1 ≤ ℓ ≤ r due to 2 modulo q being
primitive again. So we have 2ϕ(p

r−1)/2 ≡ −1 (mod pr−1) and write

2p
r−2(p−1)/2 = wpr−1 − 1

for some positive integer w ≥ 1. We compute

q = 2k + 1 = 2cϕ(q)/2 + 1 = (2p
r−2(p−1)/2)cp + 1 = (wpr−1 − 1)cp + 1.

Together with wpr−1 − 1 = wp1/3pr−4/3 − 1 > pr−4/3 and cp(r − 4/3) ≥ 3(r − 4/3) =
r + (2r − 4) ≥ r (since q ≥ 17 and r ≥ 2), we derive

(wpr−1 − 1)cp + 1 > (pr−4/3)cp + 1 > pr = q,

a contradiction.
Putting everything together, we see that only q ∈ {3, 5, 9} satisfies the require-

ments.

Theorem 4. Let S = (sn)n≥0 be a binary ℓ-sequence with (minimal) connection
integer q(≥ 3), which is an odd prime power. Then the maximum-order complexity
M(S) of S satisfies

M(S) =

{
⌊log2(q)⌋ , if q ∈ {3, 5, 9},
⌈log2(q)⌉ , otherwise.

Proof. We assume that S is an ℓ-sequence defined by Eq.(8) with some integer A.
Since 2 modulo q is primitive, we see that DA = Z∗

q defined in Theorem 3.

• If q = 3, we see that the ℓ-sequence S = (10) or (01), whose period is 2. We
check that M(S) = 1 = ⌊log2(q)⌋ by [26, Prop. 2].

Below we consider the case of q ≥ 5. Let 2m−1 < q < 2m for some positive
integer m ≥ 3.
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• If q = 2m−1 + 1, we find that x ≤ q − 1 = 2m−1 for any x ∈ DA and hence all
x ∈ DA modulo 2m−1 are distinct. However, we have 1 + 2m−2 6= 1 since m ≥ 3
and

1 + 2m−2 ≡ 1 (mod 2m−2).

We remark that both 1 and 1 + 2m−2 are in Z∗
q(= DA). So by Theorem 3 we

derive that M(S) = m − 1 = ⌊log2(q)⌋. Furthermore, we have q = 5 if m = 3
and q = 9 if m = 4. But if m ≥ 5, no such q exists by Lemma 2.

• If q > 2m−1 + 1, we find that q − 1 > 2m−1 and all x ∈ DA modulo 2m are
distinct. However, we have 1 + 2m−1 6= 1 and 2 + 2m−1 6= 2 since m ≥ 3 and

1 + 2m−1 ≡ 1 (mod 2m−1) and 2 + 2m−1 ≡ 2 (mod 2m−1).

We remark that either both 1 and 1 + 2m−1 or both 2 and 2 + 2m−1 are in
Z∗
q(= DA)

1. So by Theorem 3 we derive that M(S) = m = ⌈log2(q)⌉.

We list some examples of ℓ-sequences in Table 1.

2m−1 < q < 2m T = ϕ(q) ⌈log2(q)⌉ M(S) Remarks

2 < q = 3 < 22 2 2 1 M(S) = ⌊log2(q)⌋
23 < q = 32 < 24 6 4 3 M(S) = ⌊log2(q)⌋
24 < q = 33 < 25 18 5 5
22 < q = 5 < 23 4 3 2 M(S) = ⌊log2(q)⌋
29 < q = 54 < 210 500 10 10
24 < q = 19 < 25 18 5 5
28 < q = 192 < 29 342 9 9
212 < q = 193 < 213 6498 13 13

Table 1: M(S) of binary ℓ-sequence S with connection integer q

For non-ℓ-sequences, we have a different phenomenon, see examples in Table 2.

4.3 Binary sequences S of period T with M(S) = T − 1

Binary sequences S of period T with M(S) = T − 1 were considered before in [23,
25, 26, 31]. Now we look at them in another way. Suppose that S corresponds to the
rational number A

q
with −q < A < 0 and gcd(A, q) = 1. Then by [5, Thm. 4.5.2], S

can be defined by
sn = (A2−n mod q) mod 2, n ≥ 0. (8)

Below we list some examples of S with M(S) = T − 1.

1We need to prove either gcd(1 + 2m−1, q) = 1 or gcd(2 + 2m−1, q) = 1. Let q = pr, an odd
prime-power. If p|(1 + 2m−1), then p ∤ (2 + 2m−1).
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2m−1 < q < 2m T = ordq(2) 6= ϕ(q) ⌈log2(q)⌉ M(S) ∈

25 < q = 51 < 26 8 6 {4, 5}
25 < q = 63 < 26 6 6 {3, 4, 5}
26 < q = 65 < 27 12 7 {4, 6}
26 < q = 93 < 27 10 7 {4, 5, 6}
27 < q = 217 < 28 15 8 {5, 6, 7, 8}

Table 2: M(S) of S with sn = (A2−n mod q) mod 2 for different A

• If we choose q = 31(= 25 − 1) in Eq.(8), we produce S = (11000) with period
T = 5 if A = 3 and check M(S) = 3(< T − 1). While if A = 5 we produce
S = (10100) and check M(S) = 4(= T − 1).

• If we choose q = 127(= 27−1) and A = 37 in Eq.(8), we produce S = (1010010)
with period T = 7. We check that M(S) = 6(= T − 1).

• If we choose q = 255(= 28 − 1) and A = 173 in Eq.(8), we produce S =
(10110101) with period T = 8. We check that M(S) = 7(= T − 1).

For such S, by Theorem 2 we see that ⌈Φ2(S)⌉ ≥ T − 1 and so

Φ2(S) ∈

{
log2

(
2T − 1

3

)
, log2

(
2T − 1

)}
.

However, we prove that their 2-adic complexity is maximal.

Theorem 5. Let S = (sn)n≥0 be a binary sequence of period T ≥ 2. If M(S) = T−1,
then the 2-adic complexity of S is also maximal, that is, Φ2(S) = log2(2

T − 1).

Proof. Since the maximum-order complexity is the same for every shift of S, we
may assume that there exists an integer d ∈ {1, . . . , T − 1} such that

si = si+d for 0 ≤ i ≤ T − 3,

si = 1− si+d for i ∈ {T − 2, T − 1},

see Equation (2) in [31, Sect.III, A, p.6190]. We have gcd(d, T ) = 1 by [31, Prop. 1]
and hence e = d−1 (mod T ) exists.

Using the two equations above, we can check that

sid−1 = 1− sT−1 for 1 ≤ i ≤ T − e, sjd−2 = 1− sT−2 for 1 ≤ j ≤ e.

We also have

s(T−e)d−1 = sT−2, sed−2 = sT−1 and sT−1 = 1− sT−2.
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We note that

{id−1 (mod T ) : 1 ≤ i ≤ T−e}∪{jd−2 (mod T ) : 1 ≤ j ≤ e} = {0, 1, . . . , T−1}.

In the case (sT−2, sT−1) = (0, 1) we get

S(2) ≡

e∑

j=1

2jd−2 ≡ 2d−2(2d − 1)−1(2ed − 1) ≡ 2d−2(2d − 1)−1 (mod 2T − 1),

where we used

ed ≡ 1 (mod T ) and thus 2ed ≡ 2 (mod 2T − 1)

in the last step, from which we derive

gcd(S(2), 2T − 1) = 1.

The case (sT−2, sT−1) = (1, 0) can be treated in a similar way.
Hence the connection integer of S is 2T − 1 and the 2-adic complexity of S is

maximal, which completes the proof.
For sequences S with M(S) = T − 2, which are characterized in [36], the 2-

adic complexity is however not necessarily maximal anymore. For example for the
sequence S starting with (0, 0, 1, 0, 0, 1, 0, 0) of period T = 8, we have M(S) = T − 2

but Φ2(S) = log2(
2T−1

3
).

5 Final remarks and conclusions

We have discussed the relationship between the maximum-order complexity and the
2-adic complexity for any binary sequence. More precisely, the 2-adic complexity is
at least of the order of magnitude of the maximum-order complexity. If the order of
magnitude of the maximum-order complexity is maximal, then our bound is essen-
tially tight. However, for a typical sequence the maximum-order complexity is much
smaller than the 2-adic complexity.

There is another complexity measure called the expansion complexity introduced
by Diem [2]. Let G(x) =

∑
i≥0 six

i be the generating function of S = (sn)n≥0, which
is viewed as a formal power series over F2. The N th expansion complexity E(S, N) is
0 if s0 = . . . = sN−1 = 0 and otherwise the least total degree of a nonzero polynomial
h(x, y) ∈ F2[x, y] with

h(x,G(x)) ≡ 0 mod xN .

Note that E(S, N) depends only on the first N terms of S and it has an expected
value of order of magnitude N1/2, see [3, Theorem 2]. The sequence (E(S, N))N≥1 is
referred to as the expansion complexity profile of S. The value

E(S) = sup
N≥1

E(S, N)
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is the expansion complexity of S, see [3, 4, 6] for more details on the expansion com-
plexity of sequences.

Another measure of pseudorandomness, the rational complexity R(S, N) (resp.
R(S) in the periodic case), was introduced and studied in [33] dealing with so-called
FQSRs instead of LFSRs (linear complexity) or FCSRs (2-adic complexity).

Finally, we give a list of the relationships between five complexities. For periodic
sequences S, we have

• M(S) ≤ L(S) = E(S)− 1.

• M(S) ≤ ⌈Φ2(S)⌉ (our result).

• The linear complexity and the 2-adic complexity complement each other. For
example, for a binary m-sequence M = (mn)n≥0 of period T = 2r − 1, that is,

mn = Tr(gn) =

r−1∑

j=0

g2
jn, n ≥ 0,

where g is a primitive element of F2r and Tr is the absolute trace of F2r , we see
that L(M) = r, which is minimal for any sequence of least period 2r − 1, but
Φ2(M) = log2(2

T −1), which is the maximum, see [32]. For a binary ℓ-sequence
S with minimal connection integer q of period T = ϕ(q), where ϕ is Euler’s
totient function, we see that L(S) ≤ (q+1)/2, the bound of which is sharp, for
example if p and q = 2p + 1 are primes with 2 being primitive modulo p and
modulo q respectively, then the linear complexity is L(S) = (q+1)/2 (= p+1)
[28]. But Φ2(S) = log2(q), which is small.

• R(S) = Φ2(S
rev) by [33, Theorem 13].

• M(S) ≤ ⌈Φ2(S
rev)⌉.

In the aperiodic case, we have the following relationships between the Nth com-
plexities for S:

• M(S, N) ≤ L(S, N). Hence a large Nth maximum-order complexity implies a
large Nth linear complexity. However, M(S, N) should not be too large since
otherwise the correlation measure of order 2 is large, see [17]. In particular,
the expected value of M(S, N) is of order of magnitude log(N) [11] and the
expected value of L(S, N) is N

2
+O(1) [19].

• E(S, N) ≤ L(S, N) + 1. In fact it was proved in [18] that

E(S, N) ≤ min{L(S, N) + 1, N + 2− L(S, N)}.

• M(S, N) ≤ ⌈Φ2(S, N)⌉ + 1 (our result).
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• The Nth expansion complexity and the Nth maximum-order complexity com-
plement each other. We note that the expected value of M(S, N) is of order
of magnitude log(N) and E(S, N) has an expected value of order of magnitude
N1/2. However, the pattern sequences Pk of length k including the Thue-Morse
sequence T (see notions in Section 2) have bounded expansion complexity, that
is E(Pk, N) ≤ 2k + 3 for k ≥ 1, see [17]. While the maximum-order complexity
is of the largest possible order of magnitude N , that is M(T , N) > N/5 for
N > 5 and M(Pk, N) > N/6 for N ≥ 2k+3 − 7 if k ≥ 2, see [29].

• [33] provides examples that rational complexity, 2-adic complexity and linear
complexity complement each other. More precisely, in these examples each two
of these measures are close to the expected value whereas the third one is much
smaller and only one of these three measures detects the non-randomness.
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