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Abstract—The  two-user multiple-input  multiple-output  traditional approaches to deal with interference eitheattit
(MIMO) interference channel (IC) with arbitrary number  as noise (in the low interference regime) or decode and then
of antennas at each terminal is considered and the degreesremove it from the received signal (in the high interference

of freedom (DoF) region is characterized in the presence of . H h techni t st h
noiseless channel output feedback from each receiver to its '€9iMe). However, such techniques are not strong enoug

respective transmitter and availability of delayed channéstate t0 achieve the optimal performance of the network even in
information at the transmitters (CSIT). It is shown that having the simple interference channel with two pairs of multiple-
output feedback and delayed CSIT can strictly enlarge the DB jnput multiple-output (MIMO) transceivers. Recently, raor
region of the MIMO IC when compared to the case in which sophisticated schemes, such as interference alignimer2]1]

only delayed CSIT is present. The proposed coding schemes - . .
that achieve the corresponding DoF region with feedback and and (aligned) interference neutralizatidnl [3]J [4] haveete

delayed CSIT utilize both resources, i.e., feedback and deyed Proposed for managing interference, which can signifigantl
CSIT in a non-trivial manner. It is also shown that the DoF increase the achievable rate over the interference neswork
region with local feedback and delayed CSIT is equal to the (also see[[5] for an excellent tutorial on interference ralig
DoF region with global feedback and delayed CSIT, i.e., loda manty However, these techniques are usually based on avail

feedback and delayed CSIT is equivalent to global feedbacknal I - .
delayed CSIT from the perspective of the degrees of freedom ability of instantaneous (perfect) channel state inforomaat

region. The converse is proved for a stronger setting in whic the transmitters (p-CSIT). Such an assumption is perhaps no
the channels to the two receivers need not be statistically very realistic in practical systems, at least when dealiiith w

equivalent. fast fading links.
Index Terms—Interference Channel, MIMO, Output Feed- Quite surprisingly, it is shown by Maddah-Ali and Tse
back, Delayed CSIT. [€] that even delayed (stale) CSIT is helpful to improve the
achievable rate of wireless network with multiple flows, eve
|. INTRODUCTION if the channel realizations vary independently across .time

In [6], the authors studied a two user multiple-input single

In many wireless networks, multiple pairs of transmit- . .
ters/receivers wish to communicate over a shared medium.OMtput (MISO) broadcast channel (BC) with wo transmit

such situations, due to the broadcast and superpositicmnenaﬁnzennast‘::ndtone ar.gennagt eac_h recenr/]er, where tf;e m?nnel
of the wireless medium, the effect of interference is iravlié. etween the transmitiér and receivers change over ime from

Hence, management of interference is of extreme importanoé%:e cha_nnel_ use tp the next mdepend_ently, and channel state
ormation is available to the transmitters only at the end

in such networks. Various interference management teckesiqg "
g d frgach channel use. They showed that the sum degrees of

have been proposed over the past few decades. The mf(er)eedom (DoF) of4/3 is achievable for this network, which
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communication systems has received considerable attentiegion remains the same even if global feedback is present
over the past few decades. It is well known that feedback ddesm both receivers to both transmitters. That is, locadifeseck

not increase the capacity of point-to-point discrete memiess and delayed CSIT is equivalent to the enhanced setting of
channels[[13]. Unlike the point-to-point case, feedback calobal feedback and delayed CSIT from the perspective of
increase the capacity of the multiple-access chanhel [1#E degrees of freedom region. We note here that the same
and broadcast channél [15]. The effects of feedback on thet of results have also been reported independently_in [20]
capacity region of the static (non-fading) interferencaratel Our results are stronger in the sense that we do not assume
have been studied in several recent papers [16], [1"@ channels at the two receivers to be statistically edpriva
and references therein). In particular, the approximapaca Typically most of the converse proofs for delayed CSIT
ity of the 2-user symmetric Gaussian interference channstenarios are based on the assumption in which the chaonels t
is obtained in [[1l7], where it is shown that simple codingifferent receivers are generated from identical distidns.
schemes achieve within a constant gap from the symmetRecently, a novel approach was presentedin [21], in whieh th
capacity in the presence of noiseless feedback. The entiestrictive statistical equivalence assumption was exlaand
approximate feedback capacity region of theser Gaussian a strengthened converse was proved for the two user MISO
interference channel with arbitrary channel gains has belroadcast channel with delayed CSIT. Our converse approach
characterized independently in [16], which reveals thdpou is inspired by the approach taken [n]21]. Furthermore, from
feedback strictly improves the number of generalized deggreour converse proof we find an interesting connection of the
of freedom of the interference channel. These works shotv thBIMO IC with feedback and delayed CSIT to a physically
in the case of static channels, presence of output feedhzck degraded cognitive MIMO IC with no CSIT. Parts of this work
only has impact on the capacity of the channel (e.g. in th&ve been presented in [22].

multiple access and broadcast channels), but can alsayenlar

the number of generalized degrees of freedom. 1. MIMO IC wWITH FEEDBACK AND DELAYED CSIT

On the other hand, the usefulness of output feedback fory, consider thé M, M, Ny, N3) MIMO-IC for which the
the fast fading interference and X-channels with no CSIT Wgs,nsmitters are deno'éed 3’5{1 7andeQ' and the receivers as
presented in[[8]. It is shown in]8] tha&t/5 and4/3 DoF are Rx; andRx,. Tx,, intends to send a messalé,, to Rx,,,

achievable for the three user SISO IC and the two user SI§Q) ... — | 9 and the messagd¥, and W, are independent.
X-channel respectively with output feedback. An immediatgy, o chan;ﬂel outputs at the Receivers are given as
consequence is that output feedback is beneficial when no

channel state information is available at the transmitt@rse Y1 (i) = Hy1(4) X1 (7) + Hi2(4) X2(i) + Z1(4)
guestion that can be raised here is whether output feedback Ya (i) = Haop (1) X1 (i) + Hao (1) Xo (i) + Z2 (i),
can be helpful with delayed CSIT or not. For the case of the . . ) ]
broadcast channel (BC), this question is answered in aivegaf?here X..(2) is the signal transmitted by the:th transmit-
way in [7]: having output feedback in addition to delayed TSIt TXm; Hum (i) € _CN"XMT” denotes the channel matrix
does not increase the DoF region of the MIMO BC. between thenth receiver andnth transmitter; andz,, (i) ~

In this work, we study this question for the two-user MIMGV (0; I, ), forn = 1,2, is additive noise at Receiver. The
IC, in which each transmitter is provided with the past stafPWer constraints ""rE|.|Xm(Z)||2 < P, for v mi. _
information of the channel (i.e., with delayed CSIT), aslwel We make the following assumptions for the channel matri-
as the received signal (output feedback) from its respecti¢®S:
receiver. It turns out that existence of output feedback cane Al: All elements ofH,,,,(i) are independently and iden-
increase the DoF region of the interference channel. This is tically distributed (i.i.d.) from a continuous distribati,
indeed surprising as it has been shown[in| [18] dnd [19] that Which we symbolically denote b.,.
with perfect (instantaneous) CSIT, any form of cooperation « A2: The distributions\i1, A12, A21, A22 arenot necessar-
(which may include feedback) does not increase the DoF ily identical.
region of the MIMO interference channel under the time- » A3: The channel matrices vary in an i.i.d. manner across
varying/frequency-selective channel model. The benefit of time.
output feedback with delayed CSIT becomes apparent from théVe denote byH(i) = {Hi1(¢), H12(4), Ho1 (i), Hoo(7)}
following observation: in the presence of output feedbaitkh w the collection of all channel matrices at timeFurthermore,

delayed channel state information, Transmittém addition to H~' = {H(1),H(2),...,H(i — 1)} denotes the set of all
being able to reconstruct the interference it caused atifRgce channel matrices up till timé — 1). Similarly, we denote by
2, can also reconstruct a part of the signal intended to Receiv,:~* = {Y,,(1),...,Y,(i — 1)} the set of all channel outputs

2. This is in contrast to the case of the MIMO BC, where akt Receivem up till time (i — 1).

information symbols are created at one transmitter, andédhen We assume that both receivers have the knowledge of

output feedback in addition to delayed CSIT does not inereaglobal and instantaneous channel state information,hah

the DoF region of the MIMO BC, even though it may increaseeceivers have access ' = {H(1),H(2),...,H(i)} at

the capacity region. time 4, for all <. Depending on the availability of the amount
The main contribution of this paper is the characterizatiaof feedback and channel state information at the transrjtte

of the DoF region of the two user MIMO IC with local outputpermissible encoding functions and the corresponding DoF

feedback and delayed CSIT. It is also shown that this DgEgions can be different. Below, we enumerate the pernéssib
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(Vi HT I11. M AIN RESULTS AND DISCUSSION
Txoy T Rxy , o _ .
The main contribution of this paper is a

complete  characterization  of  DBRI-CSIT

x =y and DoFFBd-CSIT " stated in the following theorem:
1 % 1

Theorem 1. The DoF region of the two user MIMO IC with
local feedback and delayed CSIT is equal to the DoF region
— with global feedback and delayed CSIT, i.e.,

- DOFGFB,df(]SIT _ DOFFB,dchIT (1)
X2 % '% Y2 and this region is given by the set of all non-negative pairs
'y (dy,dy) that satisfy
| . .
Tx, | (Y LHTYH | Rxz dy < min(My, Ny) (2)
d2 S min(MQ, NQ) (3)

Fig. 1. The MIMO-IC with local output feedback and delayedITS
encoding functions and the corresponding DoF regions fé T d2 < min {Ml + Mz, N1+ Na,

several scenarios as follows:
max(Ml,Ng),max(Mg,Nl) (4)
« No CSIT: Dop¥~¢SIT . }

dl + d2 HllIl(NQ,Ml +M2)

Xm(l) = .fm,i(Wm)a m=1,2. min(Nl +N2,M1) min(Ng,]Vfl) - min(Ng,JVh)
« Perfect CSIT: Dog ©SIT )
. dy n da - min(Ny, My + Ms)

X (i) = fimi(Wim, HY), m=1,2. min(Ny, M) | min(Ny + No, M) = min(Ny, My)
« Delayed CSIT: Do ©SIT (6)

For comparison, we recall the DoF region with perfect,

S\ . 1—1 _
Xin (1) = fni(Win, ), m=1,2. instantaneous CSIT at the transmitters Pof®!T [12]:

« Local output feedback: Dd¥¥

dy < min(M;, Ny) (7)
Xm(l) = fm,i(Wma Yr;_l)a m = 11 2. d2 S min(]VIQ, NQ) (8)

« Local output feedback and delayed CSIT: B&r ~ ST di + dy < min {Ml + Mo, Ny + Na,
Xm(l) :fm,i(WmayyiflaHiil)v m = 132 maX(Ml,NQ),maX(MQ,Nl)}. (9)

* SLOF%¥B7dPS§?#t feedback and  delayed — CSIT, addition, the DoF region with delayed CSIT, DbFS!T
was characterized in][9]. This region is given by the set of
Xon (i) = foni(Wy, Y7L YZ" L HY), m=1,2.  inequalities as in Theorel 1 along with two more inequalitie
In particular, to characterize DOFCSIT, [9] defines two

A coding scheme with block length for the MIMO-IC mutually exclusive conditions:

for a given feedback and CSIT configuraﬂomnsists of a
sequence of encoding functiods\,, (i)} ,, for m = 1,2 Condition1 :

and two decoding functions Ny — M,
R R ]\/fl>N1+N2—M2>N1>N2>M2>N2(7)
W= gf (V' HY), W = g3 (v HY). M1
A rate pair (R1(P), Re(P)) is achievable if there exists acgngition? :
sequence of coding schemes such tB@t/,,, # W,,) — 0 N — M
asn — oo for bothm = 1,2. The capacity regio€(P) is My > Ny + Ny — M; > Ny > Ny > M; > Ny (¥) _
defined as the closure of the set of all achievable rate pairs Nz — A{lll)

(R1(P), R2(P)). We define the DoF region as follows:

If condition 1 holds, then Do~ T is given by the inequal-
dm > 0, and3(R1(P), R2(P)) € C(P)  ities in Theorenfl and the following additional bound (bound

L4 in [9)):

d1+d2(

DOF — {(dl,dg)

o Ra(P)
S't.dm_Pll—{noolOgQ(P)’m_l’2}. N1+ 2Ny — M,y

< .
N, ) < Ni + N» (12)

1A configuration could correspond to either one of the follegvscenarios: . CSIT & .
No CSIT, Perfect CSIT, Delayed CSIT, Local output feedbaaical output If condition 2 holds, then Dof~ is given by the inequal-

feedback and delayed CSIT, or Global output feedback arayeICSIT. ities in Theoreni Il and the following additional bound (bound
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Ls in [9]): dy ) (6,2,4,3)-MIMO IC
_ 5 —  Perfect-CSIT [12]
1 (1 2) — Feedback + Delayed-CSIT
Hence, from Theorefd 1, we have the following relationship: l ===~ Delayed-CSIT [9]
DoFYo~CSIT C popi~CSIT ¢ popFBid-CSIT C popp-CSIT (2,2) No-CSIT [11]

Converse proof for Theoreim 1: the upper bourids [(2)-(3)
are straightforward from the point-to-point MIMO channel.
It has been shown in_[18] and [19] that any form of feed-
back/cooperation does not increase PoB*'T. Therefore,
Do~ ST is an outer bound on the DoF region with
global feedback and delayed CSIT. Hence, to show that
DoFCFB:4=CSIT s contained in the region given biyl (Z)H(6),Fig. 2. DoF region for the6, 2, 4, 3)-MIMO-IC with various assumptions.
we need only to prove the bounds (5) andl (6) for the case
of global feedback and delayed CSIT. SinEé (5) ddd (6) are
symmetric, we need to prove that(if;, d,) € DoF" 54-CSIT ' Besides these, we have the following additional bounds:
then (d,d2) must satisfy the bound](5). We establish the |, No-cSIT:
bound [3) in the Section VI-B2.

Coding schemes with feedback and delayed CSIT that di + gdz <4
achieve the region DA~ ST stated in Theorerfll1 are
presented in Sectidn V. « Perfect CSIT:
dy + doy < 4.

IV. CoDING FORMIMO IC wITH LOCAL FEEDBACK AND
DELAYED CSIT
8y

In this section, we present coding schemes that achieve the di+ds <4; di+ 3 <T.
DoF region for the MIMO IC stated in Theordr 1. We assume '
without loss of generality, thali; > N. We refer the reader * Output feedback and delayed CSIT (Theotdm 1):

to Table I in ref 9]. d d
o Table | in reference [9] di+dy <4 2489
o If (M, My, N1, N2) are such that 6

3
DoFFB:d—CSIT _ popd—CSIT (14)

« Delayed CSIT (Case B-III[]9]):

It can be verified that this region is the same as the DoF region
with perfect CSIT, since the bour@ + % < 1 is redundant
coding schemes presented inl [9] which use delay@gdd: > 2 > d, is a valid choice (see Figufé 2).

CSIT only suffice for our problem. The condition {14) The main contribution of the coding scheme is to show the
corresponds to cases A.l, A.ll, B.B.I, and B.Il, as achievability of the poin{2, 2) under the assumption of output

defined in [9]. feedback and delayed CSIT. To show the achievability oftpoin
o If (M, My, N1, No) are such that (2,2), we will show that in three uses of the channel, we can
DOEFB.A-CSIT - popd~CSIT (15) reliably transmit6 information symbols to Receiver, and6

information symbols to ReceiveX.

we present a novel coding scheme that achievesEncoding at Transmitte2: Transmitter2 sends fresh in-
DoFFB:d—CSIT. formation symbols on both its antennas foe 1,2, 3, i.e.,

We present the optimal coding schemes for the case {Bf channel input of Transmitte2, denoted asXs(i) for
arbitrary (M, Ma, N1, N2)-MIMO IC in Section[VIA. Inthe ¢ =1,2,3, can be written as

follqwing sub-sections, we highlight the contributiqn afiro Xo(1) = o1 va]", Xo(2) = [vs va)T, Xo(3) = [v5 vg)T.
coding scheme through two examples that capture its eakenti ) ] ) _
features and lead to valuable insights for the case of thergen At ¢ = 1, Transmitterl sends6 information symbols on it§
(Mjy, My, N1, N»)-MIMO IC. antennas, i.e., it sends

Xl(l) = [Ul U2 U3 Ug Us UG]T. (16)
A. (6,2,4,3)-1C with Feedback and Delayed CSIT Let us denote byu = (uq,...,us) the vector of information

We first focus on the case of th@,2,4,3)-MIMO IC. symbols intended for Receivar The outputs at Receivets
For comparison purposes, we note here the DoF regions withd 2 at s = 1 (ignoring noise) are given as
no-CSIT, perfect CSIT, delayed CSIT, output feedback and A B
delayed CSIT. For all these four regions, we have the folgwi 1(u) + By (vi,v2)
bounds: Yi(1) = As(u) + Ba(v1,v2)
Ag (u) + B3 (’Ul, ’02) ’
A4(u) + B4 (’Ul, ’Ug)
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=3 i =2 i=1 ) =1 1=2 1=3
Z (i H ’
Ty, !‘; 777777777777777 i Ry,
PQ(L[) Pl(u) Uy g Al(u) + Bl(’Ul,’UQ) CI(P17 Ql,’Ug,'Uz;) DI(P27 (22,'057'06)
Qo (01, v9) Qi(vi,v2) U2 _|Y| As(u) + By(vy,v9) Co(Pr, Q1,v3,01)  Do(Py, Qs,v5,06)
U,
Ui (i ;? js(ll) + gi”(”lvv?) C3(P1, Q1,v3,01)  Ds(Py, Qs,v5,v6)
us (4) a(u) + Ba(v1, v2) Ca(P1,Q1,v3,01)  Dy(Py, Qs,v5,v6)
Ug

s v3 (Y Pi(u) + Qi(vi,v2)  Ly(Pr,Q1,vs,04)  Mi(P2, Qa, 05, v6)
Vg Vg Uy % % Py(u) + Qa(v1, v2) Ly(Pr,Qr,v3,v4)  Ma(Py, Qa, 5, 06)
Ly Py(u) + Q3(v1, v2) Ly(Py,Qu,v3,v4)  M3(P2, Qa,v5, v6)

T, | (Y LHT) Ry,

Fig. 3. Coding scheme with FB and delayed CS(d;2, 4, 3)-MIMO-IC.

Pr(u) + Q1 (v, v2) caused at = 1. Upon subtracting3; (vq,v2) from the output
Py(u) + Qa(v1,v2) at the jth antenna corresponding 6, (1), Receiverl ob-
tains (41 (u), Az(u), As(u), A4(u), Pi(u), Py(u)), i.e., it has

Py(u) + Qs(v1,v2)
Upon receivingY; (i) (channel output feedback) from Re.0 linearly independ_ent equations thvariables(uy, ..., ug).
Hence all6 information symbolgu;, ..., us) can be decoded

ceiver 1 and H(1) (delayed CSIT), Transmittet can use . ;
(1) ( Y ) by Receiverl in three uses of the channel.

Ya(1) =

(ug,...,uq,Y1(1), H(1)) to solve for(vy,v2). Consequently, ) , )
it can reconstruc®: (v1, v2) and Q2 (v1,v2) which constitute The channel outputs at Receiverat i = 2,3 are given as
a part of the received signaf(1), at Receivee. In addition, follows:
having access to delayed CSIHE(1), it can also compute [ Li(Pi(u), Q1(vy,v2),v3,v4)
Pi(u) and P;(u), a part of the interference it caused at Y2(2) = | La(Pi(u),Q1(v1,v2),v3,v4) |,
Receiver2. In the next two time instants, i.e., at 2 and3, | L3(Pi(u), Q1 (v1,v2),v3,v4)
Transmitterl sends [ My (Pa(u), Qa(v1,v2),v5, v6)

Xi(2) = [Pi(w) Qo) ¢ ¢ 6 67 (A7) Y2(3) = | Ma(Po(w), Qalvr, va),vs, ve)

T M3(P2(u), Q2(v1,v2),v5,v6)
X1(3) = [P2(u) Q2(vi,v2) ¢ ¢ ¢ 9],  (18)

] Decoding at Receiver2: at Receiver2, we have 9
where¢ denotes a constant symbol known to all termmals.nneany independent equations (froriz (1), Y2(2), Ya(3))
The channel outputs at Receiverti = 2,3 are given as in 9 variables (vy,...,v6, Pi(u),...,P3(u)), where
follows: (Pi(u),...,P;(u)) is the additive interference at
[ CL(P1(u), Q1 (v1,v2), 03,04 i = 1. Hence it can decod& information symbols
Cy(Pi(u),Q (v1,v2,v3, 04, v5,06) IN three uses of the channel. Hence, we
Yi(2) = C3(Py(u),Q ’ have shown the achievability of the poift, 2) with channel
Cu(Py(u),Q output feedback and delayed CSIT.
Remark 1: It is instructive to compare this coding scheme
to the case of delayed CSIT. In particular, the pdgit3, 2)
lies on the boundary of DOF “SIT. In the coding scheme
that achieves this point, it suffices to transrisymbols to
- Receiver1 and 6 symbols to Receivel in three channel
Decoding at Receivet: Note thatY;(2) is comprised of uses. Under the delayed CSIT assumption, Transmiitean
4 equations in4 variables(P; (u), Q1 (v1,v2),v3,v4), Whose at best reconstruct the interference it caused at Receiver
coefficients are drawn from a continuous distribution. BaerIn the terminology of the coding scheme described above,
fore, they are linearly independent almost surely, and tAgansmitterl can reconstructP; (u), P(u), Ps(u)). In sub-
coefficient matrix is full-rank. Hence, Receivércan decode sequent channel uses, TransmittesendsP; (u) and P»(u)
4 symbols (P;(u), Q1(v1,v2),v3,v4) by matrix inversion. in i = 2, and Ps(u) in ¢ = 3. At the end of transmission,
Similarly, Y3 (3) is comprised oft (almost surely) linearly in- note that Receiver still has 9 equations in9 variables,
dependent equations invariables( P (u), Q2 (v1, v2), vs,v6).  (v1,--.,v6, P1(u),..., P3(u)), therefore it can reliably de-
Hence Receivet can decodéPs(u), Q2 (v1,v2),vs,vg) from  code(vy, ..., vs).
Y1(3). Having decoded @ (vy,v2), Q2(v1,v2)), it can solve  The difference between the optimal coding schemes for
for (vy,vs) and compute{Bj(vl,vg)}fj:l, the interference these two models is highlighted by the decoding capability

Yi(3) =
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of Receiverl. For instance, in the scheme with delayed CSIT: (1,4) (8,4,6,5)-MIMO IC

alone, Receiverl has11 linearly independent equationd ( ’ . — Perfect-CSIT [12]
equations fori = 1, 4 equations ini = 2, and3 equations in (1,4)(5.4) — Feedback + Delayed-CSIT
i = 3)in 12 variables(u,, . . ., ug, v1, .. ., vg); hence at best it l l "7 Delayed-CSIT [9]

can decode an§ of the 6 information symbolg(uy, ..., ug). 4 | ! No-CSIT [11]

On the other hand, in our scheme, which allows for output
feedback along with delayed CSIT, Transmittecan exactly
separate the interference and signal component of Receiver
2, i.e., besides knowingP; (u),..., P3(u)), it can also ex-
actly reconstructQ: (v1, v2), Q2(v1,v2)) (see Figur€l3, which
also highlights the difference of the coding schemes). This
additional knowledge ofQ1(v1, v2), @2(v1,v2)) is useful in
transmission of one additional symbol to Receiven three 6 d
channel uses.

Remark 2: We note here that for this particular example, w€ig. 4. DoF region for th€8, 4, 6, 5)-MIMO-IC with various assumptions.
can achieve the DoF region with perfect instantaneous CSIT.
Recall from [19] that the point2,2) can be achieved with
perfect CSIT in one shot, i.e., in one channel use. As we have

shown, output feedback and delayed CSIT can also achieve the Pi(u) + Q1 (v1,v2,v3,v4)
point (2,2), albeit, we pay the price of a larger delay, i.e., we Py(u) + Q2(v1,v2,v3,v4)
can achieve this pair in three channel uses. Moreover, ie& c Yo(1) = | P3(u) + Q3(vi,v2,v3,v4)
that the role of feedback and delayed CSIT is crucial in the Py(u) + Q4(v1,va,v3,v4)
proposed coding scheme, and it is not possible to achieve the Ps(u) + Qs(v1, v, v3,v4)

same point in a single shot. This observation also highdight .
the delay penalty incurred by tleausal knowledge of output Upon  receiving  feedback Yi(1), and  channel

feedback and delayed CSIT. state information H(1), having access to u,
From this example it is clear that DBRd—CSIT — Transmitter 1 can reconstruct (P;(u),..., Ps(u)) and
DoPP~ ST However, this equality does not hold in generaﬁ.Ql(vl’W’U?”U‘*)’ - -5 Qa(v1,v2,v3,v4)). In the subsequent

In the next section, we illustrate this by an example for Whicchannel uses} < i < 5 Transmitterl sends

DoF! =% ¢ DOF™4=CSIT ¢ DoPP~FI, e, having X, (i) =[Pi(u) Qi1(vi,va,vs,01) ¢ ¢ ¢ ¢ ¢ ¢,
feedback and delayed CSIT is strictly worse than having

perfect CSIT and strictly better than having only delayedTCS Where ¢ denotes a constant symbol known to all terminals.
It is straightforward to verify that Receivel has 25 lin-

early independent equations 25 variables,(v, .. .,v90) and

B. (8,4,6,5)-MIMO IC (Pi(u), ..., Ps(u)). Hence, it can decode a0 information
We now focus on thé8, 4,6,5)-MIMO IC (see Figurd}). symbols(vi, ..., vz).
The main contribution is to show the achievability of the On the other hand, usingYs(i), Receiver 1
point (8/5,4) under the assumption of output feedback an(gan decode P;(u) ar;d Qi(v 20 v va),  where
delayed CSIT. To this end, we will show that inchannel < i < 5Z Therefore frlonﬁ’{}Qf;(;)’}; " % has
. . -~ - . L] =21

uses, Transmittei can sendS symbols to Receiveil and (Po(w),..., Ps(u)) and(vy, v, vg, vs). USing (v1, vz, s, v4),

Tr;a:nsm;ltterican Tendzo_ls_ymbolf_séo Reé:e?/ei?.r]_f . Receiver 1 can reconstruct the interference signals
or all5 channel uses, Transmitt2isends fresh information Bi(vi.. . 01), ., Bo(vrs...,0a) for the first channel

symbols, i.e., it sends use. Subsequently, it can subtract these and obtain
Xo(1) =[v1.. 04T, .., Xo(B) = [va7...v20)".  (19) (A1(u),...,Ag(u)). To summarize, Receivel can obtain
) ) ) 10 equations (A;(u),...,As(u), P (u),..., Py(u)) in 8
In the first channel use, Transmittesendss fresh information yariaples and it can reliably decode;, . . ., us).
symbols, i.e.,
Remark 3: From Figurd ¥, we note that with perfect CSIT,

— T . . . .
Xi() = [ur w2 us]” (20)  the pair(2, 4) is achievable; in other words, lchannel uses,
Let us denotar = (uy, us, . ..,us). The outputs at ReceiversOne can send0 symbols to Receivei and 20 symbols to
1 and2 ati = 1 (ignoring noise) are given as Receiver2. However, with output feedback and delayed CSIT,

to guarantee the decodability @) symbols at Receive?

A1(u) + Bi(v1,v2,vs,v4) necessitates Transmitteto repeat the interference component
Az (u) + Ba(v1,v2, 03, v4) (P1,...,Py) and a part of the signal componénty, ..., Q4).

Yi(1) = Az(a) + By(v1,v2,v3,04) 7 This coding scheme fills up all the dimensions (for this
As(a) + By(v1, v2,v3,v4) example, there ar@5) at Receiver2. However, this leaveg
As(u) 4 Bs(v1, v2,vs,04) dimensions redundant at Receiderwhich is the reason why
Ag(u) 4 Bg(v1,v2,v3,04)

feedback and delayed CSIT cannot achieve the pa@int).
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V. CONCLUSIONS 2) DoFFB:d=CSIT — poFp=CSIT: |n this case, the bound
. . is acti dh th i ith feedback and delayed
In this paper, the DoF region of the MIMO-IC has bee S) IS acfive and hience the reglon with feecack and te aye

characterized in the presence of output feedback and diala)fc?1 IT s a strict subset of the DOF region with perfect CSIT.
. This condition require$M;, M, N1, No) to satis
CSIT. It is shown that output feedback and delayed CSIT in I . quiregMy, Mz, N, Nz) sty

general outperform delayed CSIT, and can sometimes be as (N1 — M) n M, o1 (29)
good as perfect CSIT. Furthermore, the DoF region with local min(My, N1+ N2)  No ’

feedback and delayed CSIT is the same as the DoF regipRich is equivalent to

with global feedback and delayed CSIT. This implies that

from the degrees of freedom perspective, local feedbadéts/ie min(My, Ny + Na) < Na (Nl - Mz) _ (30)
the same performance as global feedback in the presence of Na — M;

delayed CSIT. It is shown that whenever feedback and delaypge (3, 4, 6, 5)-MIMO IC falls into this category.

CSIT strictly outperform delayed CSIT, the stronger reeeiv. The DoF region with feedback and delayed CSIT is given
(i.e., the receiver with larger number of antennas) is able §g

decode both the messages. The key enabler to this effect is

the presence of feedback in addition to delayed CSIT. The dy < Ms (31)
converse is proved for the case in which the channels to the di +dy < Ny (32)
receivers are not necessarily identically distributed &mel dy ds

techniques developed herein can be useful for other related min(My, Ny + Ny) + N, <L (33)

roblems involving delayed CSIT.
P g 4 The main contribution is to show the achievability of two

points:
VI. APPENDIX No M.
Ml (u) 7M2]7 (34)

A. Coding Scheme: arbitrary (M, My, Ny, Ny) Point P,

We focusﬁgst}Tonly sugfg3 3@3%%5 dfM,, My, N1, No) fp_r _ — /N, - N, Ml - N
which DoF! C DoF ™ . A necessary condition Point P : | My | ——— | ,No | = | |, (35)
for this inclusion isM; > N; > N> > M>. For this case, the My — No My — No

region in Theorerlll can be simplified to where we have definedll, — min(Mi, Ny + Na).
GEM @) iy Tor Py and P Lot us definel = (N

. dy +dd22 <N (22) ]\/[S(ENQ _ le))l and 0 " '
min(Mi, N1 + Na) + Ny s L (23) M1 Ny )
We can further subdivide this scenario into two mutually Ny =My No = M, |-

exclusive cases, depending on whether the bdurd (23) i®acfyote thatr is a positive integer. We will provide a scheme that
or not: works well for both P, (corresponding to Casd discussed
1) DoF"P4~ S — DoFP~“S: In this case, the bound in SectiorVI-A1) and for Poin®; (corresponding to CasB
(23) is not active and hence the region is the same as t@icussed in Sectidn VI-A2). In particular, we will show tha
of perfect CSIT. This condition requirdd/,, Mz, N1, N2) t0  in L channel uses, we can transri/; symbols to Receiver

N,

L = T'max ( (36)

satisfy 1 and LM, symbols to ReceiveR. Note that the technical
(N, — Msy) Mo condition distinguishing cases A and B can be equivalently
min(M, Ny + No) + N, <1 (24)  stated in terms of the value taken by the paraméter.e.,
L=-M_17 for Case A, andl = —22_T for Case B.

Ny—M> N3 — M.

which is equivalent to The proposed scheme includes two ‘Phases. Transritter

. Ny — M always sends fresh information symbols in Alchannel uses
min(My, N1+ Nz) 2 No <N2 — Mg) ' (25) (Phasel and Phas®). During the first Phase of transmission
. . .. which includes time slot$ = 1,...,7, Transmitterl sends
aSThe DoF region with feedback and delayed CSIT is glve}% fresh information symbols in each time slot. At the end of
the first Phase, ReceiverhasT N, equations, each involving
dy < My (26) an information component (a function @), information
dy +dy < N. (27 symbols) and an interference component (which are func-

_ o _ 3 tions of T, symbols of Transmittet). Via feedback from
The main contribution is to show the achievability of thReceiver1, Transmitterl can decode thd' M, information
following point: symbols of Transmitte2 sent over the first Phase, since
; Ni > Ms. Then having all the information symbols of Phase
Point Py : (N1 — My, Ms). 28 =2 .
Int Py : (N1 2 M) (28) 1 and the delayed CSIT, Transmittércan exactly recover
The (6,2, 4, 3)-MIMO IC falls into this category. the T'N, interference components it caused at Receier
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d —~ d
2 M, = min(M,, N, + Ny) 2
Case A Case B
d d d d
M min(]b[l,}VlJer) +a =1 Ny min(]\/[lj\flJer) +a <1

Ny b0 / Not active

Py N

Active

_d
N1 ]’\/71

Fig. 5. Two cases for théM 1, Ms, N1, N2)-MIMO-IC.

during Phasd. During Phase of the course of transmission My > Ms.
including time slots; = 7'+ 1,..., L, Transmitterl sends  We now propose the coding scheme for pait Trans-
combinations of these interference components on its aagn mitter 2 sends No(M; — N;) information symbols inL
while Transmitter2 keeps sending/, fresh symbols in each channel uses. Transmittér sends fresh information of/;
channel use. antennas in the firs(N; — N,) channel uses (note that
At the end of Phas®, at Receivee, we haveL N, equations L > (N; — N3)). From the first(N; — Ny) channel uses,
in LM, + T N variables. Hence, for the decodability bf\/;  upon receiving feedback and delayed CSIT, Transmittean
symbols at Receive?, L must satisfyLN, > LM, + T N5, reconstruct theMs(N; — N») information components and
ie., N> (N7 — N») interference components of Receivgerin the
Ny subsequent — (N, — N, ) channel uses, Transmitteforwards
Lz T (37) these two components usirg; antennas.
2 ’ N Decoding at Receive?: at the end of transmission, Re-
Furthermore, at Receivér we haveL N, equations ifl’M;+  ceiver 2 has access td.N- linearly independent equations
LM, variables, and hence for the decodabilityddf symbols i Ny(M; — Ny) information symbols andVy(N; — No)
at Receiverl, L must satisfyL Ny > T'My + LM, i.e., interference components. Thus, for Receigen decode the
-~ information symbols, we must have

M,
L>——T. 38 —
- N1 — M, (38) LNy > No(My — Ny) + No(Ny — No) (42)
Note that we choc_)se this exact value lofin (36) to ensure = N2(j\71 — No). (43)
the decoding requirements at both the decoders. Consdgjuent ) ) . )
we have shown the achievability of poing and P;. Decoding at Receivell: Receiverl has LN;_equations

in M;(N1 — Nz) information symbols andVy(M; — Ny)

Achievability for P,: Let us define : X
interference symbols. Therefore, for decoding at Receliver

L =DM, — Ny. (39) to succeed, we must have
We will show that inZ channel uses, we can transml (N, — LNy > M;(Ny — Na) + No(M; — Ny) (44)
N3) symbols to Receiveil and N2(M; — N;) symbols to = Ni(M; — N). (45)

Receiver2. Before proceeding, we verify the feasibility of
such a scheme. Note that TransmitdrasL M total number  Indeed we have choseh in ([39) to satisfy both[{43) and
of antennas (ovef. channel uses) to send fresh informatiorf4d) with equality. Thus, we have shown the achievability of
Hence, for such a scheme to work, this number should excébé point P with feedback and delayed CSIT.
the total number of information symbols to be sent to Receive Remark 4: As mentioned before in both Cases A and B,
2, i.e., we must have the DoF region of the IC with output feedback and delayed
~ CSIT is strictly larger than that for the same channel with
LMz 2 Na(My — 1), (40) only delayed CSIT. This is due to the extra upper bound
which is equivalent to which further shrinks the DoF region with only delayed CSIT
Ni - M when [10) holds. Figurk] 6 illustrates the difference betwee
¥> , (41) the two DoF regions for both Cases A and B. It is worth
Nz — My mentioning that the main benefit we get from the presence of
This condition is clearly satisfied frori {;30) and the facttthautput feedback beyond delayed CSIT is that poiRgs(in

M1ZN2(
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d2 d2

Case A Case B

dy + dy (M) < Ny 4 N dy + dy (V) < N+ Ny

Py Py

d;

d;

N

Fig. 6. Comparison of DOF2:d—CSIT gand Do~ CSIT for Cases A and B.

Case A) andP, (in Case B) are achievable in the new modefrom its own symbols, because it causes further interferenc
while they are outside of the DoF region when there is onbt Receiver2. This is where the output feedback plays a key
delayed CSIT in the system. role to provide Transmittet with extra equations in terms of
A closer look at the coding scheme presented for paigts the information symbols of Transmitter (sent during Phase
and P, reveals additional insights towards understanding tH¢. By sending these equations, Transmittexan accomplish
role of output feedback and its benefit. First note that irhbotts roles simultaneously, and the DoF poirts and P; can
corner points Transmitte} operates at its full rate, and keep$e€ achieved.
sending fresh information during the entire course of trans Remark 5: It is worth mentioning that in the coding scheme
mission. Therefore, Transmittér has to play two important proposed for pointsP,, P;, and P,, always the stronger
roles simultaneously in the second Phase of transmissi@n, ireceiver (with)V; antennas) is not only able to decode its own
duringi =T +1,...,L: message, but also it can decode all the information symbols

1) The received signal at Receiverduring Phase 1 is intended for the weaker receiver (witN; antennas). From

interfered with7' N interference symbols, each of which this one can cor_wg!sl;ge that whenever 55'§_CSIT is strictly

is an equations in terms of tH&l/, information symbols larger that DoF , the stronger receiver can decode both
intended for Receiveil. During Phase2, Transmitter ME€SSages.

1 keeps sending extra equations in terms of the same

interference symbols, so that Receivercan decode

these interference symbols, and remove them from its

received signal in order to decode its desired informatidh Converse for MIMO IC

symbols.

2) SinceN; > M,, once Receivett decodes its intended We focus on provind({5) andl(6) under assumptions A1-A3.
information symbols, it is able to recover tHEM, As these bounds are symmetric, it suffices to prave (5). Befor
information symbols intended for Receiver during proceeding, we take a digression and prove a result for a clas
Phasel. This implies that it not only has to recoverof cognitive interference channels with global feedback.
its desiredl"M; symbols, but also th& M, interfering 1) Capacity of a Class of Cognitive ICs with Global
symbols sent by Transmitter. Hence, it requires (at peeqnack: Consider the following cognitive IC, with two
least) a total of/"(M, +M>) equations, while it has only j,qenendent messagét; and W, intended to be decoded
receivedl"\V; of them during the first Phase. Recalling,; Receiverst and 2 respectively. The channel outputs are
_that Trans_mlttelz ha_s to always send fre_sh symbpls, 'boverned byo(y1,yo|a1, 22). The messagéVs is available at
is Transmitterl that is supposed to provide ReceMer Tyangmitter2 and both the messagél’;, W») are available
with the remainindl’ (M, + Mz — Ny ) equations in terms 4 Transmittert, i.e., Transmitterl is cognitive. Furthermore,
of the symbols of Phaseof the course of transmission.ipa cognitive IC is physically degraded, i.e., for anfy1, 2:2),

Now, note that role 1) can be accomplished by the use of orilye channel satisfies
delayed CSIT, since reconstruction of the interferencetslm

at Transmitterl requires only the channel states of Phase p(y1,yolz1, 22) = p(yr|es, 22)p(alyr)- (46)
However, this gives onlyi’ N, equations. Since From [23], the following region, denoted by, is achiev-
—~ able for a general cognitive IC without feedback:
T(M, + Mz — Na) > TNa, g g
Ry < I(X;M1|U, X2) (47)

Transmitter 1 requires a strictly positive number of extra

equations. However, it cannot produce these extra equation Ry < I(U, X3;Y3), (48)



IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. X, NO.X , MONH 20XX 10

over all probability distributiong(x1, z2, u, y1, y2) that factor For Receiver2, we have the following sequence of bounds:

as nRy = H(Ws)

p(u, m2)p(@1|u, 22)p(y1, yo| w1, 22). (49) < I(Wai Yo') + nea

We now show that for a physically degraded cognitive IC that
satisfies[(4B), the capacity region with global feedbachkivery

by R.c.n. This would imply that the capacity region without
feedback is equal to the capacity region with global feekbac <
from both receivers to both transmitters.

T(Wo; Yo Yy 1) + neap

-

N
Il
-

I(WQa Yli_l ) }/27;_1 5 }/21) + ne n

I

@
I
A

I(WQayliila}/QiilaXQi;}/Qi) +n62,n (57)

|

@
Il
A

We have the following sequence of bounds for, the rate -
of messagél/;:

nRy = H(Wy) = > I(Ui, Xo:; Y2;) + neéan (58)
=1
= H(W1|W-
(W1[W2) =nl(U, X2;Y3) + nea p (59)
< I(W Y, Y5 (W) + nerp
n _ _ where
= ZI(WUYu,YzileYf*l’Yfl)+n61,n « (1) follows from the fact thatX,; is a function of
=1 (W27Y'11—17Y'21—1); and

o (B8) follows from the definition of U; =
(W, Y=t YjY), fori=1,...,n.
(50) From [5%) and[(39), we have the bounds
Ry < I(X1; Y1|U, X2) (60)
Ry < I(U, X2;Y2), (61)

= ZI(Wl;Yu, Yoi [ Wa, Y71 Y5 7h, Xog) 4 nery
=1

3

= T(Wy; Y1 |Wa, Vi1 Y Xop)

N
Il
-

and it is straightforward to check that the distribution bét

n
+ ) T(Wy; Yo |YVig, Wo, Vi1 VI X)) + : S
; (W33 Yail Y1i, W2, Yy 2 2) + €L variablesp(zy, 2, u, y1,yo) Satisfies

3

p(u, x2)p(w1|u, 22)p(y1]w1, 22)p(Y2|ys)- (62)

Therefore, we have shown that global output feedback does

not increase the capacity region of the physically degraded

cognitive interference chanfleMe note here that this result

can be regarded as cognitive interference channel cowrterp

of the corresponding result for the physically degradedd+o

I(X 133 Yis [Wa, Yi~V Y30, X)) + nern (53) cast_ channel, for Which is it I_mow[[lz4] that feedback does
not increase the capacity region.

=Y T(Wy; Y[ Wo, Vi1 Y9t Xoi) + nern (51)

s
Il
-

T(Wy, X4; Yo Wo, Y1 V371 Xoi) + ner

I

s
Il
-

(52)

I

o 2) Proof of (B): We now return to the My, Mo, Ny, N)
= Z (X1 Y14:|Us, X)) + neqp (54) MIMO IC. We will prove an outer bound with global feedback
i=1 and delayed CSIT. To this end, we provide the following
=nl(X1;Y1|U, X2) + ne1p (55) enhancement of the original MIMO IC (denote it as O-IC):

o Provide the messagé’ to Transmitterl.

o Provide the channel outpit to Receiverl.
Thus, we now have an enhanced MIMO IC, (denote it as E-IC)
summarized as follows:

« (G0) follows from the fact thatX,; is a function of e Transmitterl has (Wy, W2), with global feedback and

where,

(Wo, Y71 Y1), delayed CSIT.

« (&) follows from the physically degradedness assump-+ Transmitter2 hasWWz, with global feedback and delayed
tion in (48); CSIT.

« (52) follows from the fact thatX;; is a function of e« Receiverl has(Y}",Y3', H").
(Wl,Wg,Yf‘l,Yg‘l); « Receiver2 has(Yy*, H™).

« (53) follows from the memoryless property of the chanClearly, this enhanced MIMO IC (E-IC) falls into the class of
nel, i.e., physically degraded cognitive ICs, for which we have shown

(Wh, W, Vil Vi 1) & (Xu, Xoi) — Yiis (56) in the previous sectiod (VI-B1) thaflobal feedback does not
) s 41 y L9 9 79 ) 7

2 . " .

- N i1 <1 . We note here that if for the cognitive IC, the physical degoitess order

« (&) follows by defining; = (W2, Yy, Y, "), fori= g switched, i.e., whert; is a degraded version dfz, then the capacity
1,....n. regions with and without feedback are not known in general.
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increase the capacity region. Thus, we can remove the global n min(Nsy, M; + M) log(P)

feedback and delayed CSIT assumption from the enhanced

MIMO IC without changing its capacity region.

We thus consider the following MIMO cognitive IC (denote

it as E-IC") in which there is no feedback and no CSIT:

« Transmitterl has (W5, Ws), with no feedback and no
CSIT.

o Transmitter2 hasW,, with no feedback and no CSIT.

« Receiverl has(Y",Y;", H").

o Receiver2 has(Y3y", H").

In particular, the following encoding functions are persitiée
for E-IC*:

Xi1(i) = fri(Wi,Wa),  Xa(i) = fo;(W). (63)
Let us denote
M, =min(My, N1 + N2), M; = min(Mi, N2),
M* =M, — M. (64)

We next create an artificial channel output (of sizE& x 1)
as follows:
H(i) X1 (i) + Z(i),

Y (i) = (65)

where

The channel malriﬁ(i) is of size M* x M;.

Each element oH(:) is distributed i.i.d. from the distri-
bution \o;. B

The realizations offI(i) vary in an i.i.d. manner over
time. N

The elements of/ (i) are generated i.i.d. fro@N (0, 1),
and vary in an i.i.d. manner across time.

We collectively denote the channel state information of the

original MIMO IC and the channel of thé/* x 1 artificial
channel output as follows:

= {H1 (i), Ha(i), a1 (i), Hoo (i), H(3)

n
=1

(66)

We have the following sequence of inequalities for Receiver

2:

TLRQ = H(Wg)
= H(W>|Q)
< I(Wa; Y3 Q) + neay,

=) I(Wa; Ya(i)[V3 ™, Q) + nea
=1
<>

I1(Way, YQi_l; Y52(i)|Q) + nea

s
Il
-

-

s
Il
-

T(Wa, Yi 1 YL V71 Y5 (i) Q) + negn

NE

h(Y2(2)2)

n

SRV Wa, Vi YT YY) ey
=1

~.
Il

= (V)@ W, YL YL YY) iy,
=1

=n min(Ng, My + Ms)log(P)

Zhyg ), Wa, Xo(3), Vi~ L Vi L YY) + neg
i=1

(67)

where in [67) we used the fact frorh {63) that (i) is a
function of 5.

We next have the following sequence of inequalities for
Receiverl:

nRy
H(Wh)
H(W1|Q, W2)
I(Wi; Y, Y3, Y7 Q, Wa) + nern

i W17Yi ()a

_|_

> h04(0)

I /\

}7(2”9’ Wa, Yli_l7 YQi_l7 }N/iil)

1
Nne1Ln

()|Q W27Yl 1 Yz 1 Yz 1)

1 7}"}(1”93 le W27 }/11-717 }/21-717 }77;_1)

=o(log(P))

g Y (i)|Q, Wa, Yi~ 1 YL YY) 4ney

(68)

()|Q W27X2() Yz 1 Yz 1 Yz 1)

+ 3 h(YI()IR, Wa, Xa(i), Ya(8), Y (), Y1 ¥5 LV
- <o(log(P))

+ ne1n

> 050,

+ n(o(log(P)) + €1,n),
where

« (B8) follows from the fact thatY; (i), Y2 (), Y (i)) can be
obtained within noise distortion froff2, Wy, W5); and

o (89) follows from the fact that Yi(i)
can be obtained within noise distortion
from (Q, Wa, X, (i), Y2(i), Y (i)) via channel inversion.

The next key step is to relate the quantities in equations
(&2) and [[6D). For simplicity, define a variable

| A

()|, Wa, Xo(i), Vi1, Vi1, YiTh)

(69)

=) 2 (2.2, Xa(0). YLV, (70)

which appears in the conditioning of both summations appear
ing in (62) and[{(6B). Using this definition, we can compactly
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. . M,
re-write and[(69) as follows: . . . .
(&3 andl(G9) > S h(¥ali, MO[SG), Ya(i 1), .. Ya(i, My — 1))
nRy < nmin(Nay, My + M) log(P) q=1
n _ _ = M; - h(Ya(i, M) |2(0), Ya(i, 1), ..., Ya(i, My — 1)) (77)
= h(Ya(i)|E(i)) + nean D 2y, %0 (78)
" o~ _ where in [Z6) we made use of the statistically equivalent
nity < Zh(}/?(l)vy(mz@) +n(o(log(P)) +€1,n). property (SEP), and i {¥8), we have defined
=1
(72) (i) & h(Ya(i, M))[2(5), Ya (i, 1), ..., Ya(i, My — 1)), (79)
Before proceeding, we set the following notation: and note thafl/; = min(M;, N).
« Y5(i,¢) denotes the output at thgh antenna at Receiver
2 at timei.
R ?(iﬂ“) denotes the output at theth antenna of the We next consider the term appearing in the summation in
artificial channel output at timé @):
We next describe the consequence of the statistical eguivel h(Y(3), Y(Z”E(i))
of the channeH (i) used to define the artificial channel output= 2(Y2(i)|%()) + h(Y (1)|%(4), Ya(4))
in (€9). In particular, consider the outputs of ReceiReand < h(Y5(i)|X(i))
artificial channel output. n h(f/(z’)lE(i),Yg(z, 1),..., Ya(i, min(My, Ny)))
We now claim the following statistically equivalent proper _ (Ya())[S(5))
(SEP): 2 B
+ n(Y(i,1),.,Y (i, M, — M;)|X(4), Ya(i, 1), .., Ya(4, M})))

(SEP): h(Yz(i,q)|£(0)) = h(Y (i,7)[£(i))  (73)

foranyq € {1,..., N2} and anyr € {1,..., M*}. Note that ~

the key is that3(i) is within the conditioning which allows us ~ + Z h(Y (i,7)|%(2), Ya(i,1), ..., Ya(i, M})))

to use the statistical equivalence. In particula;) comprises r=1

(Wa, Q) and X, (i) is a function ofiV,. Therefore, conditioned < h(Y2(7)[X(i))
M,

on X(i), the contribution ofHs5(7)X2(7) can be subtracted — M,
from Y2(7) given 3(¢). In particular, we have, + Z R(Y (i,7)|2(0), Ya (i, 1), ..., Ya(i, M; — 1))
r=1
AROIE0) = h (Ba()Xa() + ZOB0) 09 _ o0
WY (5)|2()) = h (H(i)Xl (i) + Z(i)|2(i)) . (75) MM,
Furthermore, all elements dfl; (i) and H(¢) are generated —1
i.i.d. from thesame distribution \o;. This in turn implies that (80)

givenX(7), Ya2(i,q) andf/(z’, r) are identically distributed, and = (Y, (i)|2 (7)) + (M, — M;)((0)

thus [73) follows. = h(Ya(D)|S(0)) + (min(My, Ny + Np) — min(My, N2))C(0),
Now, consider the term appearing in the summatioifi i (71): (81)

h(Y2(7)]2(4)) where [80) follows from the SEP property.

N2
=" n(Yali,q)[S(), Ya(i, 1), ..., Ya(i,q — 1))
= From [78) and[{81), we eliminatg(i), to obtain

M, .
— ; h(Ya(i, q)|S(i), Ya(i, 1), .., Yali,q — 1)) h(Ya (i), Y (4)[2(i) < mligff&f;j” h(Y3(i)[2()).
(82)
+ Z h(Ya(i, q)|E(i), Y2 (i, 1), ..., Y2(i,q — 1)) From [71), [72), and(82), we obtain
g=Mi+l >o(log(P)) n
M nRy < nmin(Ny, My + Mp)log(P) = Y h(Ya(i)|S(i))
> h(Ya(i, @)I2(0), Ya(io 1), .., Yalisg — 1)) =
a=1 + neg (83)
M, min(Mi, N1 + Na) -
=3 h(Ya(i,min(My, No))[£(0), Ya(i, 1),...., Ya(i,q — 1)) nRi < mmlM:;g 2) Zh
q=1 1=

(76) + n(20(log(P))) + €1 n) (84)
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which imply that

min(Mi, N1 + Na)
min(Ml,NQ)
Inin(NQ, M1 + MQ) Inin(Ml, Nl + NQ)
min(Ml,Ng)
+ (20(log(P)) + €y).

Ry

log(P)
(85)

Dividing by log(P) and taking the limitsn — oo and then
P — oo, we have the proof for

dl + d2 min(NQ,Ml +M2)
min(Ml,Nl +N2) min(Ml,Ng) - min(Ml,Ng)
(86)
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