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SDFA: Structure Aware Discriminative Feature
Aggregation for Efficient Human Fall Detection in
Video
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Abstract— Older people are susceptible to fall due to
instability in posture and deteriorating health. Inmediate
access to medical support can greatly reduce repercus-
sions. Hence, there is an increasing interest in automated
fall detection, often incorporated into a smart healthcare
system to provide better monitoring. Existing systems fo-
cus on wearable devices which are inconvenient or video
monitoring which has privacy concerns. Moreover, these
systems provide a limited perspective of their general-
ization ability as they are tested on datasets containing
few activities that have wide disparity in the action space
and are easy to differentiate. Complex daily life scenarios
pose much greater challenges with activities that overlap
in action spaces due to similar posture or motion. To over-
come these limitations, we propose a fall detection model,
coined SDFA, based on human skeletons extracted from
low-resolution videos. The use of skeleton data ensures
privacy and low-resolution videos ensures low hardware
and computational cost. Our model captures discrimina-
tive structural displacements and motion trends using uni-
fied joint and motion features projected onto a shared
high dimensional space. Particularly, the use of separable
convolution combined with a powerful GCN architecture
provides improved performance. Extensive experiments on
five large-scale datasets with a wide range of evaluation
settings show that our model achieves competitive perfor-
mance with extremely low computational complexity and
runs faster than existing models.

Index Terms— Graph convolutional network, Human
joints, Joint adjacency, Spatio-temporal modelling, 2D Hu-
man skeleton

[. INTRODUCTION

ALLING is inevitable at any stage of life. However, dete-

riorating physical and mental health makes older people
more susceptible to fall and the consequences can be tragic,
especially for those who live alone. Delays in treatment can
cause severe long-term difficulties. Injuries such as fractures,
open wounds, intracranial injuries etc, are quite common as
a result of a severe fall and can cause chronic disabilities.
Besides, falling often leads to fear of fall or Psychomotor
Disadaptation Syndrome (PDS) affecting the quality of life
by reducing confidence in mobility [1].

Fall is often the first sign of a new or worsening health
condition such as vision or cognitive impairments, heart dis-
ease, Osteoarthritis, Parkinson’s disease, etc [2]. Fall is the
second major cause of accidental death worldwide after road
traffic injuries [3]. According to a UN report, the global aging
population will double by 2050, exceeding 2 billion [4]. It
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will create significant pressure on healthcare infrastructure and
budget, especially in low-income countries. Besides, medical
cost estimations for fall-related injuries often consider imme-
diate support only and do not reflect long-term consequences.
Therefore, proper monitoring in care facilities and home is
critical to detect falls as well as to provide valuable insights
into health conditions.

Conventional fall detection systems are based on wearable
devices [5]-[7] that use sensors to measure deviation in
structural displacements. If the measured deviation exceeds
a predefined threshold, it is classified as fall. However, people
with different physiques and lifestyles have varied movement
characteristics. Therefore, constrained thresholding generates
high rate of false alarms for some and none for others. In
addition, daily activities that involve fast movements with
higher fluctuation in motion, such as shaking an object or
dusting, can also cause false alarms [8]. Besides, it can be
inconvenient as well as an extra burden for older people as
they become more forgetful. The risk is even greater for people
with dementia who are more prone to fall [9].

To overcome the limitations of wearable fall detection de-
vices, some methods use video-based monitoring by installing
a conventional camera that has a wide field of view [10]-[13].
However, direct use of video feeds violates individual privacy
and creates legal issues. Therefore, some studies applied
encoding techniques to obscure intelligibility of the video.
However, this does not ensure privacy as reverse engineering
to retrieve the identity is still possible.

Recently, skeleton-based human action analysis has gained
heightened popularity with the introduction of Kinect systems
[14], [15] and pose estimation algorithms [16]. Skeleton
data does not contain appearance information, and is robust
to variations in viewpoint, lighting conditions, backgrounds
and other noises. Moreover, reverse engineering of skeleton
data to retrieve the original video is not possible, making
it the most suitable modality for monitoring actions without
compromising privacy. Skeleton joints have lower dimensions,
compared to video, and yet convey rich motion information
and have a consistent structural pattern over time. Therefore,
it enables effective extraction of complex interactions without
heavy computational requirements.

Skeletons can be easily captured using Kinect or various
pose estimation algorithms such as OpenPose. Though Kinect
produces 3D skeletons with more detailed information of
orientation and scale, it is relatively expensive. To benefit from
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low cost cameras, pose estimation algorithms are increasingly
exploited in recent works [16], [17] which can directly extract
2D skeletons from video frames ensuring both privacy and
cost-effectiveness. However, this domain has not been explored
for fall detection. Besides, existing skeleton based fall detec-
tion methods utilize standard CNN networks that use gener-
alized filters for feature aggregation [16]-[18]. Considering
the natural resemblance of human skeletons to graphs, graph
convolutional networks (GCN) are more intuitive and can
provide structure-specific attention. Therefore, in this paper,
we propose a fall detection model based on OpenPose [19]
to extract 2D skeleton sequences from RGB videos and GCN
to encode robust spatio-temporal features. We evaluated our
model on large scale daily life activities including fall. Our
main contributions are summarized as follows:

o Cost effectiveness: We propose an efficient fall detection
system that uses 2D skeletons extracted from common
videos, facilitating the use of low specification cameras
for monitoring. We explored different resolutions to ver-
ify the robustness of our system against video quality.
Experimental results corroborate system efficiency across
multiple datasets with different frame resolutions and
evaluation settings. To our knowledge, this is the first
work to evaluate cross fall along with other evaluations
where the performance in detecting unseen fall types is
analyzed.

« Memory efficiency: We propose adaptive graph-based
feature aggregation with two consecutive separable con-
volutional neural networks to capture slow and fast
temporal articulations. This allows our system to extract
powerful features without employing exorbitantly deep or
wide network layers. Therefore, floating point operations
per second (FLOPS) and the number parameters of our
model are extremely low as compared to other existing
state-of-the-art methods and without any noticeable drop
in performance.

¢ Generalization: Our proposed architecture contains ran-
dom spatio-temporal masking that forces our model
to focus on discriminative motion cues by randomly
dropping joints and frames. Thus, the model learns to
adaptively refocus spatio-temporal attention to achieve
better-generalized feature expressions.

The remaining paper is organized as follows: Section
explores existing fall detection methods. Section gives
details of the proposed architecture. Section represents
experimental results, comparisons with existing methods, and
discusses the significance of model segments through ablation
studies. Section |V| provides discussion and conclusions are
given in Section

[I. RELATED WORKS

Most of the existing literature exploits handcrafted features
calculated either using signals from wearable devices or video
frames from vision based systems. Though, they report high
accuracy, their reliability is limited for practical applications
as there is little evidence of their performance in an everyday
household with a dynamic and uncertain environment.

Wearable devices utilize different sensors such as inclinome-
ters, gyroscopes, accelerometers etc, which provide informa-
tion about vibration, displacement and angular velocity. These
factors are most prominent for Fall but also common in other
activities of daily life. To improve overall performance, Nahian
et al. [20] used multivariate sensor signals exploiting multiple
information sources. Abdulaziz et al. used feature selection
algorithms to extract prominent features [5]. However, these
systems solely rely on handcrafted features and are susceptible
to noise.

For vision-based systems, researchers mainly focused on
videos. Most of these systems approached the task in two
segments: feature extraction and then fall detection from the
extracted features. Muzaffer et al. proposed a shape-based
characterization to calculate geometric features of depth videos
[10]. Bian et al. applied silhouette extraction to track body
parts over consecutive frames to analyze head joint trajectory
for fall motion detection using SVM [11]. However, this
trajectory is similar for several other activities such as sitting,
lying down, etc, which creates overlaps in patterns. Therefore,
traditional classifiers such as SVM may perform reasonably
well for fewer activities but with the increase in activity
types, the performance will decrease. Though, the use of
complex non-linear decision boundaries may increase accuracy
to a certain extent, it will inadvertently introduce overfitting
problem.

Deep learning methods are more efficient in learning subtle
structures and interactions. Carlier et al. used dense flow
and global/local feature maps from videos to train a fully
connected network [6]. Similarly, most deep learning methods
used different convolutional networks to extract feature vectors
from videos [12], [13]. Despite superior performance, directly
utilizing video feed is not acceptable for monitoring daily life
activities. Privacy concern restricts widespread deployment of
such systems, leading some researchers to explore compres-
sion or facial region anonymization to reduce visual perception
(71, [21].

Contrarily, skeleton-based fall detection models provide a
more practical way to estimate structure and motion trends
without compromising privacy. It alleviates the direct use
of video frames. Particularly, skeletons do not provide any
person-specific details. Furthermore, GCN architectures are
adept in adjusting weight distribution to extract subtle joint
dependency from low dimensional skeleton data outperform-
ing existing video-based systems [22]. However, the GCN
based model provided in [22] uses 3D skeletons captured
from Kinect sensor which limits its usability. In this paper,
we propose a lightweight model that uses a common low-
resolution camera to capture 2D skeletons from videos. Our
model achieves excellent performance on multiple datasets
covering a wide range of daily life activities and fall types.

I[1l. METHODOLOGY

Human skeleton joints can be connected by an undirected
graph G = (V, E) with V joints constituting nodes and E
bones as edges. An adjacency matrix represents joint depen-
dency, enabling powerful graph-based local and global feature



AUTHOR et al.: SDFA: STRUCTURE AWARE DISCRIMINATIVE FEATURE AGGREGATION FOR EFFICIENT HUMAN FALL DETECTION IN VIDEO 3

Convlxl

Motion block

OpenPose  —»

Convlxl

> Joint block

SGCN Tnput Sl
}
Separable
Conv 3x1; Conv Ix1
GraphConv . oo
Residual stride = 1
ANxN *M

C=128 =256
SGCN Sep-TCN FC
t:\ GTCN R N
Masking Masking :: > :: p I
block Softmax | [
GTCN block Fall
Class scores
Masking A: Joint Adjacency Matrix

N: Number of Joints

M: Layer-wise Learnable Parameter
C: Number of Channel

: Scalar Addition

RSM = Zeroing random joints
RTM = Zeroing random frames

l | Residual |

Separable
Conv 5x1; Conv Ix1
stride =2

Fig. 1: SDFA architecture: Firstly, skeleton joints are extracted from video streams using OpenPose (Section [[II-A). Then, linear
projections of joint and motion streams are added to create a dynamic representation of the input skeletons (Section [[II-B). The
compact feature vector is then processed through spatial graph convolution (Section and separable temporal convolution
(Section [[M-D) to encode local and global context aggregation over neighbouring joints and frames. Finally, global average
pooling is performed over the encoded feature vector for classification.

aggregation. In this section, we present our proposed GCN
based architecture that can: (1) create a dynamic representation
of skeleton joints in a shared space, (2) capture the spatial
relationship and (3) learn slow and fast temporal dynamics
in an end-to-end learning framework. Figure [T] illustrates the
proposed architecture.

A. Skeleton Extraction using OpenPose

OpenPose is a pose estimation algorithm that can detect
keypoint positions from images or videos in real-time [19]. It
uses part affinity fields (PAF) to associate body parts to indi-
viduals to capture consistent skeletons over time for multiple
persons. We used OpenPose to extract 2D joint coordinates
from input video frames and the main part of the proposed
architecture processes these coordinates. Figure 2] represents
the skeleton extraction process using OpenPose.

We restricted our videos to low resolution and a maximum
of 30 fps frame rate for all datasets. Net resolution of Open-
Pose is set to —1 x 256 pixels to ensure execution on low
power computational devices (-1 indicates arbitrary number of
horizontal pixels). It directly extracts the joint coordinates and
then discards the video since it is not required by our model
during training or inference. Thus, our proposed methodology
ensures privacy as well as an inexpensive solution as it requires
a low resolution camera.

B. Early joint-motion stream fusion

Skeleton joints provide valuable information about spatio-
temporal relationships. Joint connections are consistent over
time, and their change in spatial and temporal arrangements

(a) Keypoints rendered over RGB frame (b) Extracted 2d keypoints

Fig. 2: Skeleton extraction using OpenPose, (a) detected
keypoints rendered over original video frame (b) extracted 2D
joint coordinates.

are discriminative indicators of actions. However, some activi-
ties such as Fall, Lying down, Squatting or Picking something
up from the ground, etc have analogous posture transitions.
A crucial distinction among these activities is speed. Change
in joint coordinate arrangements during Fall happens within
a very narrow window of time frame compared to other
activities. Hence motion trajectory is added to the proposed
architecture to enhance the distinction among action spaces.
Many human activity based models, such as MS-G3D
[14], exploit the representative power of motion using a two-
stream architecture with parallel joint and motion streams.
However, this doubles the overall complexity of the model. In
contrast, we perform early fusion of motion and joint streams
to achieve motion refined higher-level features without any
significant increase in complexity. Unlike the conventional
approach of adding final classification scores, both streams
are processed through an encoding layer to project them onto



a shared higher-dimensional space which provides a stable
feature distribution by leveraging motion context in a more
holistic way. The encoding layer contains batch normalization
to stabilize input data followed by a 1 x 1 convolutional layer
(Convl x 1) which applies linear feature aggregation. Finally,
both streams are combined by scalar addition resulting in a
dynamic representation containing joint and motion traits.

C. Spatial Graph Convolutional Network (SGCN)

SGCN extracts spatial interaction between joints (green
block in Figure [T). Given an input skeleton, it aggregates
relevant topological relationships from geometrically mean-
ingful subgraphs. Convolution is guided using an adjacency
matrix A that represents skeleton graph connectivity between
joints and bones. Separate convolutional modelling over a set
of joints B including both the current joint and its direct
neighbours extracts corresponding relationships.We applied a
learnable parameter M at each layer to augment the adjacency
matrix at higher layers with the increasing number of channels.
This enhances joint association beyond physical connection
and dynamically adjusts the matrix to input data. Spatial
convolution is mathematically represented as

Ao = S e F (X (o) Wl(wy)), (D

vt EN (ve5) Zti (vtj)

where vy; represents the jt" dynamic motion infused joint at
time ¢, N (vy;) is the set of joints, Zy;(v;;) is the normalization
term, W(I(vy;)) is the weight matrix at layer ! for joint
vtj, X (vyj) represents the skeleton frames and F(X (vy))
represents the embeddings of the skeleton frames i.e. the
summed output of Convl X 1 motion and joint blocks. Fi-
nally, neighboring joint matrix accumulation with the learned
adjacency matrix is defined as
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where B(vy;) is the set of neighbouring joints, A(vy;) is the
adjacency matrix, M;(v¢;) is the learned matrix at layer [ and
fi(ve;) is the vy joint of the output matrix from Eq [I] The
weight sharing technique of SGCN among neighbouring joints
enables it to capture intricate spatial dependencies. We add
a residual connection after SGCN. Unlike standard residual
connection where either an identity function or a 1 x 1 Conv
is used to retain the original feature vector, we applied spatial
max pooling which reinforces the most active joints and thus
adaptively increases spatial focus.

D. Sep-TCN: Separable Temporal Convolutional Network

Traditional convolution operation performs K x K x C' mul-
tiplications every time the kernel moves which significantly
increases the total FLOPS. Depthwise separable convolution
decomposes this process into depthwise (DW) and pointwise
(PW) convolution, where DW applies a K x K x 1 filter
and PW applies a 1 x 1 x C filter [23]. This dramatically
reduces the total number of transpose operations needed during
convolution. Hence, the number of model parameters is greatly

I K x 1 x 1, Depthwise Conv |
|
| BatchNorm |

ReLu |

| 1x 1 x C, Pointwise Conv |

BatchNorm |
Pointwise conv [
filters |

Depthwise conv I
filters

ReLu |

(b) Depthwise separable

(a) Depthwise separable convolution convolutional layer

Fig. 3: Depthwise separable convolution: (a) filtering opera-
tions split into two, depthwise and pointwise convolution. (b)
represents a basic depthwise separable convolution layer used
in the proposed model [23].

reduced without affecting performance and the model runs
more than twice as fast as its traditional counterpart [23].

We applied a kernel of 3 x 1 with stride 1 for the first Sep-
TCN and 5 x 1 with stride 2 for the second Sep-TCN layer,
resulting in a filter size of 3x 1x 1 and 5x 1 x 1 for DW. It is
indicated as K x 1 x 1 in Figure 3(b). We kept spatial kernel
dimension 1 instead of K as in [23] to retain the original joint
dimension throughout the computation. Thus, our temporal
module first searches in local temporal proximity followed by
a wider space. Figure [3] represents the filtering approach of
DW and PW, and a basic Sep-TCN layer. To enhance temporal
focus, we applied a residual connection using temporal max
pooling. It concentrates the dominant frames in the feature
vector.

E. Randomized Masking

To tackle the problem of model overfitting, we implemented
randomized masking over joints and frames which forces our
model to learn from sparse feature matrices. Our implemen-
tation is inspired from DropGraph [24] which implements the
functionality of dropout layers. Similar to dropping layers,
it drops a block of consecutive frames and several joints.
However, variation in skeleton postures in consecutive frames
are negligible and dropping them does not affect the overall
activity pattern significantly. Alternatively, disjoint frames at
different time points carry important details and dropping them
enables the model to learn more generalized features.

Therefore, we sparsify our input skeleton sequences by
randomly masking frames and joints at different positions
with a heuristically chosen probability, used during training
of the model. Experiments indicate that this variant better
generalizes as it ensures learning of important cues in a
constrained manner and achieves better results. During testing,
we set masking probability to 0 and use all available data.
Figure [] represents a sample example of randomized spatial
and temporal masking.

V. EXPERIMENTS

We present experimental results on five fall detection
datasets using various evaluation settings and compare our
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(a) Spatial masking (b) Temporal masking

Fig. 4: Randomized masking. (a) Spatial joints (the three white
ones) are masked. (b) Temporal frames (number 2, 5, and 6)
are masked.

method with existing state-of-the-art to demonstrate the ex-
cellence of our architectural design.

A. Datasets

Most of the literature use fall detection datasets that have
only 4-6 types of non-fall actions, which do not cover actions
from a realistic daily life scenario. Therefore, we included
UWA3D [25], NTU-60 [26] and NTU-120 [27] datasets that
provide a more comprehensive way of evaluation with a much
wider range of daily life activities including Fall. Besides, they
are collected from a wide range of subjects and viewpoint
variations compared to previous datasets. Table |l| represents
an overview of the datasets used in this work.

TABLE [: Fall detection dataset details. Activities of Daily
Living (ADL) are non-fall actions

Dataset Subjects | Views | Fall types | ADL types | Year
URFD [28] 5 2 3 [§ 2014
UPFD [29] 17 2 5 [§ 2019
UWA3D [25] 10 4 1 29 2015
NTU-60 [26] 40 80 1 59 2016
NTU-120 [27] 106 155 1 119 2019

URFD: UR fall detection dataset has 60 Fall samples
captured from 2 camera viewpoints and 40 non-fall samples
from one camera viewpoint. Videos are captured at 640 x 480
resolution and at 30 fps [28].

UPFD: UP-fall detection dataset has 1118 samples. It
provides a more challenging scenario with five different fall
types: Falling forward using hands, Falling forward using
knees, Falling backwards, Falling sitting in empty chair and
Falling sideways. Particularly, Falling sitting in empty chair is
quite complex as the person assumes the posture of sitting on
a chair before hitting the ground [29]. Videos are captured at
640 x 480 resolution and at 18 fps.

UWA3D: UWA3D Multiview Activity II dataset has 30
actions including Lying down which significantly overlaps with
Fall (see Figure [5). Actions are performed without a break
and hence the same action has different start and end body
pose which makes the data more realistic and challenging [25].
Videos are captured at 320 x 240 resolution and at 30 fps.

NTU-60 has 56,880 video samples and is divided into cross-
view and cross-subject action recognition tasks [26]. Only one
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(c) Joint trajectory over time for (d) Joint trajectory over time for
Fall Lying down

Fig. 5: Samples of Fall and Lying down activities from
UWA3D dataset. (a)-(b) are superimposed RGB frames and
(c)-(d) are corresponding skeleton joint frames. As the colour
indicates, both activities have similar postures differing only
in their temporal occurrence. Similar skeleton poses for Lying
down are spread out further over time indicating longer du-
ration and moderate transition speed (deeper colour indicates
higher frame number, therefore a later time of occurrence).

out of the 60 actions is fall action. Videos are captured at
19201080 resolution and at 30 fps. We reduced the resolution
to 256 x 256 for efficiency.

NTU-120 is the extended version of NTU-60. It has 114,480
samples and 60 additional activities including Squatting down
which is very similar to Fall. It provides the largest number
of participants and viewpoints [27]. It has similar fps and
resolution to NTU-60 which was reduced to 256 x 256 in
our experiments.

B. Data Preprocessing

Since some videos contain no humans in the beginning,
OpenPose produces empty frames with zero values. Our
preprocessing module detects and discards these frames auto-
matically. Zero values in the input frames do not activate their
corresponding convolutional unit in the next layers and thus
do not affect classification accuracy. However, not removing
them increases training time. By removing such frames, we
achieve faster convergence. Besides, OpenPose sometimes
mistakenly detects furniture, such as a chair, as a human
skeleton. These inanimate skeleton-like structures have a much
lower overall standard deviation than humans. Therefore, we
only kept valid skeleton frames with the highest standard
deviation in the temporal dimension. After data cleaning, all
sequences were restricted to 300 frames, repeating frames
where necessary. For the UPFD dataset, the sequence length
was set to 1145 since those sequences are much longer. Next,
view-invariant transformation is performed to achieve similar
skeleton orientations by transforming the spine joints to the
origin. Finally, we performed data normalization to maintain
zero mean and unit variance.



TABLE II: Comparison of our model with different fall detec-
tion methods.

Method FLOPS Number of Inference time
(G) parameters (M) (ms)
Inception-ResNet-V2 [17] | 39.58 56.0 259
AlexNet [18] 0.725 61.0 1.28
ST-GCN [15] 24.59 4.38 9.95
GCN [22] 16.17 1.26 1.32
STDF Net 1.15 0.34 1.05

C. Implementation Details

We used the same hyperparameter settings for evaluating
on all datasets. Specifically, an SGD optimizer with 0.9
momentum and 0.01 initial learning rate was used to train the
model. Each model was trained for 50 epochs with learning
rate decreasing by 10% every 10th epoch. We used six dif-
ferent evaluation types to analyze the efficiency of our model.
Table [l demonstrates a quantitative comparison of our model
with other state-of-the-art methods in terms of computational
complexity (Floating Point Operations Per Second (FLOPS)),
number of parameters and inference time. We could not
compare some methods [6], [18], [30] as their code is not
publicly available nor are their architectural specifications to
calculate the computational complexity of their models.

Conventionally, a random training-test split is used to eval-
uate classification algorithms. However, human fall detection
in videos has some unique characteristics. A person may
appear in very diverse viewing angles w.r.t. the camera. This
results in very different appearances of the human as well as
self occlusions (partial side views). The cross-view evaluation
setup uses samples captured from viewpoints of 2 cameras
for training and samples captured from different viewpoints
of a separate camera for testing. Such an experimental setup
validates the method’s robustness to viewpoint variations and
self occlusions. Another unique characteristic of the human fall
detection problem is that due to physical disparities, people
have distinct motion characteristics. Hence, it is crucial to
validate a fall detection system for previously unseen people.
Cross-subject evaluation setting ensures that the persons that
appear in the training set are disjoint from those who appear
in the test set.

D. Results

Table |l1I| presents experimental results on all five datasets:
UR Fall, UP Fall, UWA3D, NTU-60 and NTU-120 with
the following evaluation settings, 5-fold cross-validation with
Cross-Fall and Cross-Trial (UP Fall), Cross-View (UWA3D
and NTU-60), Cross-Subject (NTU-60 and NTU 120) and
Cross-Setup (NTU 120). We prepared training and testing
data considering the subject, viewpoint, setup and fall type
variations, which enable us to test our model against these
variations. For the URFD dataset, we followed the standard
70-30% train-test split as suggested in a study on URFD
[12]. UPFD dataset has five different types of Fall. Therefore,
we followed standard cross-trial and used a new cross-fall
evaluation. In cross-trial, we used trial 1 and 2 data for
training, and trial 3 data for testing. In cross-fall, four types

of falls are used to train and the remaining unseen fall type is
used for testing. We followed 5 fold cross-validation in a leave-
one-out fashion where one fall type is set aside for testing.
Individual and average results are reported.

For NTU-60/120 datasets, we used cross-subject, cross-view
and cross-setup evaluation settings. NTU-60 and NTU-120
cross-subject use 20 and 53 subjects respectively for training
and the remaining for testing respectively. Both NTU-60/120
uses camera view 2 and 3 for training and 1 for testing in
cross-view evaluation setting. Cross-setup uses even-numbered
samples for training and odd for testing.

Table [[V] compares our proposed model with state-of-the-
art results. Our model outperforms most works except [22]
on NTU-60/120. However, [22] requires 3D skeletons ex-
tracted with the Kinect (or similar active) sensor. Compared
to conventional cameras, Kinect is more expensive, bulky and
consumes more energy being an active sensor. Our method
requires a simple camera, facilitating an effective and cheaper
solution. Moreover, our model has 14 times (1.15 vs 16.17
GFLOPS) lower computational complexity and 0.92 Million
fewer parameters compared to [22], ensuring the fastest in-
ference time (about 20% less than [22]). Note that [15][18]
only used a selected subset of the NTU datasets and a simpler
evaluation criteria. Our method still outperforms [15][18] even
though we evaluate on the full NTU datasets and using much
more challenging scenarios of cross-subject and cross-view.

E. Ablation Studies

We analyzed individual components of our model to inves-
tigate their contribution to the overall performance. We started
with the baseline model followed by different adjustments
to improve performance and architectural explainability. All
experiments have been done on the UWA3D dataset in cross-
view setting. Table represents results from our ablation
studies with different network modules in terms of accuracy
and area under the curve (AUC).

1) Baseline Model: Our baseline model includes two layers
of SGCN followed by one traditional temporal convolutional
network. We used a 25 x 25 adjacency matrix for neighbour-
hood contextual aggregation and a single TCN with stride =
2. It achieved 96.28% accuracy with 55.17% AUC. However,
the lower AUC indicates that the model is not powerful
enough to capture the complex spatio-temporal dependency in
skeleton graphs to distinguish falls. Therefore, we investigated
the following procedures to improve the performance and
generalization of our proposed method.

2) Learnable Adjacency Matrix: A conventional 25 x 25
adjacency matrix only depicts one hop neighbourhood rela-
tionships which does not impart any knowledge about distant
joint dependency in contrast to a three hop adjacency matrix
of shape 3 x 25 x 25 as suggested in [22]. Although a
reduced shape dramatically decreases the number of model
parameters and FLOPS, it also sacrifices information. More-
over, spatio-temporal representation is not straightforward in
the higher layer, and a static 25 x 25 matrix restricts the
learning capability. To alleviate this constraint, we introduce
a layer-wise learnable parameter p that ensures a data and
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TABLE III: Results on five datasets. All values are in percentage

Dataset Evaluation | Specificity | Recall | Precision | FP Rate | F1 Measure | AUC | Accuracy
URFD 70-30 100 100 100 0 100 100 100
Cross-fally 86.81 88.24 78.95 13.19 83.33 87.52 87.32
Cross-falla 82.97 96.08 75.97 17.03 84.85 89.52 87.68
UPFD Cross-fall3 84.07 94.12 76.80 15.93 84.58 89.09 87.68
Cross-fally 87.36 98.04 81.30 12.64 88.89 92.70 91.19
Cross-falls 80.77 90.19 72.44 19.23 80.35 85.48 84.16
5-fold (avg) 84.40 93.33 77.09 15.60 84.40 88.86 87.61
Cross-trial 85.15 92.94 84.04 14.85 88.27 89.04 88.71
UWA3D Cross-view 99.23 88.89 80.00 0.77 84.21 94.06 98.88
NTU-60 Cross-subject 99.80 82.61 87.69 0.19 85.08 91.21 99.51
Cross-view 99.70 91.14 83.97 0.29 87.41 95.42 99.56
NTU-120 Cross-subject 99.35 85.51 41.99 0.65 56.33 92.43 99.27
Cross-setup 99.66 73.22 65.07 0.34 68.90 86.44 99.44

TABLE IV: Comparison of proposed fall detection model against existing works. All values are in percentage.

Model Modality Evaluation URFall UPFall UWA3D NTU-60 NTU-120 | Year
1D-CNN [18] RGB — 2D Skel 70-30 (subset) Acc 98 - - Acc 99.20 - 2019
AlexNet [18] RGB — 2D Skel 70-30 (subset) - - - Acc 98.90 - 2019
Handcrafted features with | RGB — 2D Skel - §SC9977'7383 - - - - 2020
MLP [16] ’
Se 86.2
CNN with dense flow [6] RGB 5 fold cross-validation F1 87.29 - - - - 2020
FP 11.6
F1 72.94
CNN [30] RGB - - Acc 82.26 - - - 2020
Inception-ResNet-V2 [17] RGB — 2D Skel - Acc 91.70 - - Acc 91.70 - 2020
ST-GCN [15] 3D Skel Cross-subject (subset) - - - Acc 9291 - 2021
70-30, Cross-subject AUC 83.13 | AUC 99.03 | AUC 96.12
GCN [22] 3D Skel Cross—s’etup Cross—viéw - - Acc 98.40 | Acc 99.93 | Acc 99.83 | 2021
? FP 0.42 FP 0.04 FP 0.13
70-30, Cross-subject AUC 100 | AUC 89.04 | AUC 94.06 | AUC 95.42 | AUC 92.43
SDFA Net RGB — 2D Skel | Cross-setup, Cross-view | Acc 100 Acc 88.71 | Acc 98.88 | Acc 99.56 | Acc 99.27
Cross-trial, Cross-fall, FP 0.0 FP 14.85 FP 0.77 FP 0.29 FP 0.65

TABLE V: Accuracy and AUC measure with individual mod-
ules on UWA3D dataset. All values are in percentage.

Model configuration Accuracy | AUC
Baseline 96.28 55.17
Learnable adjacency matrix 98.14 88.31
Block temporal dropgraph 97.40 66.47
Randomized spatio-temporal masking 98.88 94.06

layer adaptive dynamic adjacency matrix. With the enhanced
learning capability, our model achieved 98.14% accuracy with
88.31% AUC.

3) Randomized Masking: To further boost the performance,
we added various regularization techniques such as dropout
layers, L2 regularization etc. These techniques penalize learn-
ing and help to capture more randomness, thus reducing
the chances of overfitting. However, for graph convolution,
dropgraph [24] is a more intuitive choice as it penalizes joint
focus. To explore its efficacy in our model, we first used the
block temporal dropgraph method from [24] after each layer.
Despite its apparent potential, this implementation decreased
our accuracy from 98.14% to 97.40% which indicates that
dropping a block of frames is not effective since consecutive
frames contain inadequate posture variations that do not con-
tribute any significant information. Thus, the model fails to
achieve sufficient generalization power.

Therefore, we propose randomized spatial and temporal
masking, forcing the model not to favour any specific set of
joints or frames. With this modification, our model achieved
98.88% accuracy with 94.06% AUC. We investigated the use
of different variations of masking layers. Experiments indicate
that a single masking layer after each convolutional layer,
excluding the initial input stream fusion layer, gives the best
performance without any significant increase in the number of
model parameters.

4) Early Fusion of Joint and Motion Stream: The intuition
behind using joint and motion streams is to magnify motion
variation. As shown in Figure 5| Fall and Lying down have
similar trajectories except the speed of progression. Therefore,
merging joint and motion trajectories should better differen-
tiate these events. On the other hand, a parallel two-stream
architecture will almost double the computational complexity
and memory requirements. Hence, we propose early fusion
that provides similar benefits without increasing the model
size. Table shows the results using different streams. As
anticipated, combining the streams increases recall and F1
measure, two of the most crucial evaluation metrics. Increased
recall ensures that events that are actually Fall, are detected
at a higher rate.



TABLE VI: Experimental results on UWA3D dataset with joint, motion and combined joint-motion streams

Stream Specificity Recall Precision FP Rate F1 Measure AUC Accuracy
Joint 100 55.56 100 0 71.43 77.79 98.51
Motion 100 55.56 100 0 71.43 77.78 98.51
Joint-motion 99.23 88.89 80.00 0.77 84.21 94.06 98.88

V. DISCUSSION

Our proposed model has an order of magnitude lower
computational complexity (in terms of FLOPS). Our model
also has fewer (1/4th) parameters compared to existing ar-
chitectures. This reduces hardware requirements in terms of
processing power and memory, leading to lower cost. Reduced
computational complexity also results in faster run time as
shown in Table [lI} Our method takes 0.27 ms less time (about
20% faster) than the best competing method. Moreover, our
model uses 2D skeletons extracted from images captured with
conventional cameras and does not require active sensors like
Kinect, which consume more power and are relatively more
expensive.

A fall detection technique must be able to generalize to
different situations. The best way to validate this is to see if
it achieves comparative performance across multiple different
datasets with changing viewpoints, surrounding environments,
subjects and types of activities. Though most studies report
great accuracy, they provide evaluations on one or two datasets
that includes only a few types of activities. To overcome con-
cerns about generalizability of the solution, we incorporated
five different datasets in our study with a wide variety of
subjects and activities. It enabled us to conduct a thorough
investigation of our model.

Moreover, our evaluation settings provide a comprehensive
approach to analyze factors in model learning. Instead of
the conventional 70%-30% splits used in existing works, we
followed a rigorous set of evaluations to consider different
data characteristics. Each evaluation setting examines specific
key factors. For example, cross-subject analyzes model effi-
ciency by training with samples from one set of subjects and
testing from a different set of subjects. Similarly, cross-view
investigates the model’s viewpoint invariance capability. Table
summarises the results on all five datasets with six types
of evaluation settings. We can see that cross-view and cross
setup evaluation perform slightly better than cross subject as
subject related variations are more complex.

We also observe that false-positive rates for the UPFD
dataset are much higher compared to other datasets. UPFD
provides a greater challenge with two very similar activities:
Falling sitting in empty chair and Sitting. Besides, for the
activity Laying, there is no motion at all as the subject
remains stationary on a mattress. These activities contribute
to the comparatively higher false positives. In addition, UPFD
has only 1118 samples with many frames being empty. This
further complicates proper training. Though NTU datasets also
contain similar activities, the huge number of samples enables
the model to learn to distinguish these activities.

VI. CONCLUSION

In this paper, we presented a lightweight fall detection
system with graph-based convolution. Our proposed system
is capable of effectively detecting falls from 2D skeleton
data, hence, eliminating the need to store the videos or use
expensive sensors. We derive a powerful feature aggrega-
tion technique with discriminative local and global spatio-
temporal focus. Besides, early fusion of motion and joint
stream enhances feature representation without over-burdening
the network. Thus, our proposed architecture enjoys low
computational complexity as well as the advantage of precise
attention of graph convolution. With extensive experiments
on five large scale datasets, our model outperforms existing
models in various performance matrices.
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