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Abstract—With the recent COVID-19 outbreak, we have assisted to the development of new epidemic models or the application of

existing methodologies to predict the virus spread and to analyze how the different lock-down strategies can effectively influence the

epidemic diffusion. In this paper, we propose a novel machine learning based framework able to estimate the parameters of any

epidemiological model, such as contact rates and recovery rates, based on static and dynamic features of places. In particular, we

model mobility data through a graph series whose spatial and temporal features are investigated by combining Graph Convolutional

Neural Networks (GCNs) and Long short-term memories (LSTMs) in order to infer the parameters of SIR and SIRD models. We

evaluate the proposed approach using data related to the COVID-19 dynamics in Italy and we compare the forecasts of the trained

model with available data about the epidemic spread.

Index Terms—COVID-19, epidemic diffusion modeling, data analytics, data model, spatio temporal data mining, deep learning, graph

machine learning
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1 INTRODUCTION

THE first atypical case of pneumonia from which the
SARS-CoV-24 virus began to spread was diagnosed in

December 2019 in Wuhan, Hubei province of China [1],
[2], [3]. The virus belongs to the same virus family of the
Severe Acute Respiratory Syndrome (SARS) that outbroke
in South China in 2002-2003 [4]. Despite the radical meas-
ures taken by the Chinese authorities to contain the out-
break [5], it managed to spread across the whole world,
thus being declared as a pandemy by the World Health
Organization.1

The history of pandemic evolution in Italy, one of the
most affected countries outside of Asia, can be summarized
as follows:2

1) January, 30 - suspension of flights from and to China
2) January, 31 - two Chinese tourists are positive to the

coronavirus
3) February, 21 - in Codogno (LO), the first infected Ital-

ian is found out, and in a few hours a huge number
of other infected individuals follows

4) February, 23 - some Municipalities in Lombardy and
Veneto are considered to be “red zones” with pro-
hibitions of accesses and departures within the area

5) March, 4-7 - schools are closed and the national lock-
down begins

6) April, 5 - number of infected individuals starts to
decrease

7) May - the pandemic epicentre moves to the American
continent and in Italy the lock-down “second phase”
starts, trying to trigger the economic recovery.

Just to report some numbers of Sars-Cov-24 pandemic, at
time of the report (30th May, 2020), the total number of
detected cases in Italy were 240.436, of which 16.496 were
currently infected (1.120 hospitalized, 96 admitted to Inten-
sive Care Units, 15.280 isolated at home), 189.196 were
healed and discharged, and 34.744 died.

During the pandemic, scientists of all the world have
tried to apply more or less complex models of different
nature in order to predict the real virus spread, and to ana-
lyze as possible lock-down measures can influence the epi-
demic diffusion.

As well-known, mathematical models are usually the
most used to understand how viruses spread across individ-
uals [6], [7], [8], [9], including the SIRmodel [10], which takes
into account three mutually exclusive stages of infection:
Susceptible (S), Infected (I) and Recovered (R). SIR model is
widely diffused thanks to its clarity and straightforward-
ness, but the measures which humans take to prevent the
disease spreading make the understanding of the disease
transmission dynamics a major challenge [11]. According to
[12], approaches which incorporate preventive behaviors in
mathematical models fall into two general categories: the
first incorporating the effects of preventive behaviors into
disease model parameters (e.g., [13], [14], [15]), and the
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second introducing new dynamic states with the aim to dis-
tinguishwho have adopted a preventive behavior from those
who have not (e.g., [16], [17], [18]).

During the last decade, Machine Learning (ML) algo-
rithms have then offered alternative solutions to the virus
spread prediction [19], [20], [21].

One of the first studies using ML techniques on coronavi-
rus-related data [22] identified the global spread of the dis-
ease through commercial airlines. In the various papers, ML
is directly used to predict epidemic diffusion on the basis of
past information, or can be properly exploited to infer the
parameters of epidemiological models, using as an example
further information (e.g., user mobility).

In this paper, in according to the second class of
approaches, we propose a ML-based framework to estimate
parameters of a generic epidemiological model fitting the
observed trends on the basis of users’ movements during
lock-down. In particular, our model integrates mobility
rates between regions modeling data through a graph data
structure whose spatial and temporal features are investi-
gated by combining Graph Convolutional Neural Networks
(GCNs) and Long short-term memories (LSTMs). To the
best of our knowledge, this is the first time that spatio-
temporal data mining techniques have been employed to
predict the spread of an epidemic.

Furthermore, our model can be easily applied to different
kinds of spatial entities (e.g., regions, provinces, municipali-
ties, etc.) for unveiling different virus trends among the dif-
ferent places.

We evaluate the proposed approach with a case study
which analyses the COVID-19 outbreak in Italy from
February 24th to May 5th and compares the forecasts of
the trained model with real data on the epidemic.

The paper is organized as in the following. Section 2 out-
lines the Related Works concerning the most diffused pre-
dictive models for estimating epidemic spread. Section 3
describes the Theoretical Background at the basis of our
approach. Section 4 details the proposed Methodology used
to estimate epidemic model parameters. Section 5 reports
the Case Study with some experimental results. Finally,
Sections 6 presents Conclusions and Future Work.

2 RELATED WORK

In the last decades several epidemiological models, describ-
ing influence diffusion as a disease spread among biological
populations by a given infection rate, have been widely stud-
ied in literature. One of the mostly used models is the Sus-
ceptible-Infected-Recovered (SIR) model, in which when an
individual recovers from the disease he acquires a perma-
nent immunity or is removed. In this models the infection
process involves a contact among two or more users while
the others process occur spontaneously after a certain time.

The COVID-19 outbreak pushed for the definition of new
models and approaches for the analysis of its diffusion. Situ-
ational information about COVID-19 based on information
extracted from Sina Weibo has been proposed in [23] where
a predictive task and a linear model whose weights are the
main factors determining the propagation of situational
information. In turn, [20] uses LSTMs to predict number of
new infections over time using the 2003 SARS epidemic

statistics incorporating the COVID-19 epidemiological
parameters (e.g., probability of transmission, incubation
rate, probability of recovery and death).

However, the majority of the proposed models can be
seen as extensions of the SIR model. Numerical analyses
based on SIR model have been discussed in [24], [25] ana-
lyzing COVID-19 national statistics: the former defining a
time-dependent SIR model for investigating spread diffu-
sion based on Independent Cascade model and for predict-
ing the national peak and end of epidemic, the latter
analyzing lock-down effects on the basis of different var-
iants of the Susceptible-Exposed-Infected-Recovered (SEIR)
model. In [21] the spread of the COVID-19 based on mobil-
ity data has been predicted by using SIRNet, an hybrid
machine learning model coupling with epidemiological
models. [26] presents an early prediction of the epidemic
disease based on a simplified SIR model, in which the popu-
lation is governed by a system of three nonlinear ordinary
equations with the infection rate b and the removal rate g as
parameters. In [27] the authors perform Bayesian inference
to find the central epidemiological parameters of a SIR
model. They consider a time-dependent infection rate via
potential change points reflecting changes in the spreading
rate driven by governmental interventions. A time-depen-
dent SIR model where both the transmission rate b and the
recovery rate g are functions of the time t has been proposed
in [24]. They predict the time-dependent parameters using
FIR filters and ridge regression: essentially, b̂ðtÞ is a linear
combination of the same parameter computed in the previ-
ous time steps.

Considering the Italian situation, Giordano et al. [28]
extend the classical SIR model considering the diagnosed/
non-diagnosed cases, the severity of the symptoms and
dividing the recovered patients from dead ones. More in
detail, they recast the differential equations systems in a
feedback structure and define the conditions that the
parameters should respect in order to have asymptotic sta-
bility. In other words, they simulate a dynamic system with
five states and three outputs whose evolution depends on
16 parameters, which are varied empirically considering the
different levels of social-distancing countermeasures taken
by Italian government.

Nevertheless, the cited approaches suffer from different
drawbacks. Although SIRNET [21] shows the relevance of
mobility data in the transmission of the epidemic, it does
not consider the mobility between nodes (or places) fitting
its analysis on a single region. In turn, [27] and [26], [28] are
only based on temporal analysis and diffusion process
respectively. Moreover, they require the manual optimiza-
tion of their hyper-parameters which might become too dif-
ficult when the dynamics of the evolution tangle or the
number of parameters increases.

In this paper we aimed to overcome these limitations by
combining Graph Neural Networks (GNN) with Recurrent
Neural Network (RNN) for modeling the spatial and tempo-
ral components of the graph sequence. Different approaches
following this idea have been proposed for several applica-
tions: for example, [29] investigates some architectures based
on RNNs and CNNs aiming to learn spatio-temporal struc-
tures from graph-structured and time-varying data, applying
them to video prediction and natural language modeling,
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while [30] combines LSTMs and GCNs to exploit structural
and temporal information of data to solve supervised and
semi-supervised classification tasks. [31] proposes a recur-
rent architecture which allows GCN parameters to evolve
based on the evolution of the inputs and the topological struc-
ture of the graph.

The original contributions of this work is twofold: i) the
epidemic diffusion has been modelled as a spatio-temporal
problem represented with a time-variant graph, whose
nodes and edges represent respectively places where the
infections occur, and movements between places; ii) graph
convolutional networks (GCNs) and sequential deep learn-
ing techniques (e.g., GRUs, LSTMs) have been employed to
tune the time-varying parameters of an epidemiological
model (e.g., contact rates, recovery rates).

As a result, the final model is able to accurately fit real
epidemic trends. In contrast to standard approaches which
model the disease diffusion in a place as a whole [21], our
framework can jointly model the diffusion in different
regions and provinces for unveiling different virus trends
among different places and takes into account the mobility
data between them, which is useful to understand how epi-
demic trends of near places affect each others.

Finally, the proposed architecture has been evaluated
with a case study on Italian infections at different granular-
ity levels (regions, provinces), differently from the other
approaches [24], [25] which only focus on national statistics.

3 THEORETICAL BACKGROUND

In this section we introduce some basic notions on which
our approach relies on. In particular, we first describe two
main deep learning techniques (Graph Convolutional Net-
works and Long-short Term Memory), representing the funda-
mentals of the proposed model, and successively we
focused on the main epidemiological models.

3.1 Graph Convolutional Networks

Graph machine learning has the primary challenge of find-
ing a way to represent graph structure so that it can be eas-
ily exploited by machine learning models; in particular, the
Graph Convolutional Networks (GCN) are the generaliza-
tion of the standard Convolutional Neural Networks, used
to extract low-level features from image data, and are based
on the idea that not only does the best nodes’ representation
depend by their own characteristics, but also by their neigh-
bourhood description and topology.

Formally, let G ¼ ðV; EÞ be a generic graph, V; E being the
nodes and edges sets respectively, and consider its adja-
cency matrix A; then each layer HðlÞ is defined recursively
as follows [32]:

Hðlþ1Þ ¼ fðHðlÞ; AÞ ¼ sðD̂�1=2 � Â � D̂�1=2 �HðlÞ �W ðlÞÞ;
(1)

s being an activation function, Â ¼ Aþ I (I is the identity
matrix), D̂ being the nodes diagonal node degree matrix of
Â,W ðlÞ being the (learnable) weight matrix for the l-th layer.

Many variants of this model have been proposed in litera-
ture to deal with directed and/or weighted and/or dynamic
graphs. Anyway, graph neural networks have proven their

effectiveness in a wide range of application domains per-
forming nodes, edges and graph classification: for example,
in computer vision they are extensively used for scene graph
generation and for classifying and segmenting points clouds
[33], [34]; in NLP they can perform text classification and sen-
tences generation [32], [35]; in chemistry they are usually
employed to learnmolecular fingerprints and predict molec-
ular properties [36], [37].

3.2 Recurrent Neural Networks

The learning problem analyzed throughout this work
involves the processing of sequences of data, i.e., the
dynamically changing graph of places with their movement
flows and their infection information. Recurrent Neural Net-
works (RNNs) have been designed to achieve this goal
through connections that form directed cycles. They have
been particularly successful for many tasks involving time-
series data, such as handwriting [38] and speech recognition
[39]. These networks apply linear matrix operations to the
current observation and the hidden units resulting from the
previous step, and the resulting linear terms are arguments
of activation functions act():

ht ¼ actðWhxt þUhht�1 þ bhÞ
ot ¼ actðW0ht þ b0Þ:

(2)

A recurrent neural network uses the same matrix Uh at
each time step, and the gradient can vary easily either
explode or vanish over many steps [40]. Long Short-Term
Memories (LSTMs) [41] are an evolution of RNNs specifically
created to address the vanishing gradient problem. They are
designed to retain information without modification for long
periods of time in ”memory cells” controlled by input and
output gates. For each time step, through element-wise prod-
uct and sums between units, input gates are used to deter-
mined whether a potential input (computed as a linear
combination of the current input value and the previous hid-
den unit vector) is sufficiently important to be placed into the
memory unit; forget gates [42] allow the content of memory
units to be erased and output gates determine whether the
content of the memory units transformed by activation func-
tions should be placed in the hidden unit of the time step t.

A wide number of other recurrent network architectures
have been proposed, among which it is worth mentioning
Gated Recurrent Units (GRUs)[43], which simplify LSTMs
and can provide, for some problems, comparable perfor-
mance with LSTMs but with a lower memory requirement.

3.3 Epidemic Modeling

Infectious diseasesmodelling aims to understandwhether or
how a virus can spread among a population. Compartmental
models are the most used mathematical tool to accomplish
the task, they divide the population into compartments and
define how people may progress between them. In most
cases, these models can be described through ordinary dif-
ferential equations and rely on the estimation of various epi-
demiological parameters (e.g., the contact and recovery
rates) representing the interaction between compartments.

The simplest compartmental models is the SIR model
where the population is divided into three groups: the sus-
ceptible (S) represents people not yet infected, the infected
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(I) groups individuals that contract the disease and can con-
tribute to its spread, and the recovered (R) compartment
clusters individuals who are not infected anymore, includ-
ing death ones. In particular, susceptible people may
become infectious depending on the contact rate b they
have with other ill people, as well as infectious ones may
heal (or die) after the removal time Tr ¼ 1=g, g being the
recovery rate. Formally:

Stþ1 ¼ St � b
SI

N

Itþ1 ¼ It þ b
SI

N
� gI

Rtþ1 ¼ Rt þ gI;

(3)

N being the number of people in the population.
The common parameter used to describe the strength of

the epidemic is the basic reproduction number R0 ¼ b=g,
which represents the expected number of cases directly gen-
erated by one case in a population where all individuals are
susceptible to infection. Specifically, R0 > 1 means the dis-
ease will spread among the population, otherwise it is con-
trolled and the number of cases will start decreasing.

A slight complication of the SIR model should be studied
in order to model the dynamic of the dead people: the com-
partment of deaths (D) needs to be introduced and the
death rate m should control the transition between the
infected compartment and the new one:

Stþ1 ¼ St � b
SI

N

Itþ1 ¼ It þ b
SI

N
� gI � mI

Rtþ1 ¼ Rt þ gI

Dtþ1 ¼ Dt þ mI:

(4)

All parameters are usually estimated considering the
characteristic of the disease and optimized to fit at best the
observed data. Forecast predictions are usually accom-
plished making hypotheses of how external factors (e.g.,
governmental countermeasures, vaccine distribution) affect
the above-mentioned parameters.

4 METHODOLOGY

The COVID-19 pandemic has affected the whole world, in
each place differently than others. The unpredictability of
the infection spread is due to the complex causality relation-
ships between features characterizing the contact rate
between individuals and the increase of infections. Not only
is the infection spread of a place attributable to its own fea-
tures (e.g., number of inhabitants, population density, num-
ber of open shops) but it can also be imputed to the number
of movements from other places. More importantly, an
increase or decrease of movements can produce a change
in the epidemic trends after an unclear or undefined
period of time.

Our goal is to jointly exploit graph structured data and
temporal information through the use of a neural network
model in order to infer the dynamically-changing values of a
standard epidemiological model (e.g., SIR, SEIR) parameters
and thus study the effects of restriction measures imposed
by local authorities on the virus spread behavior.

4.1 Data Model

From our viewpoint, the epidemic spread can be modeled
by means of a dynamic graph in which nodes represent places
(e.g., districts, municipalities, cities, states, regions, coun-
tries), and edges are the spread links of the epidemic, result-
ing from movements of infected individuals. Snapshots of
the graph at different moments of time allow to depict the
infection dynamics.

Throughout this work, we will refer to the following
notation:

� ðGiÞi2ZT , with ZT ¼ f1; 2; . . . ; Tg is a finite sequence
of directed weighted graphs Gi ¼ ðPi; Ei; wiÞ, with
Pi ¼ P8i 2 ZT , i.e., all the graphs in the sequence
share the same nodes.

� xki 2 Rd denotes the feature vector of the place pk 2 P .
� ðAiÞi2ZT denotes the sequence of adjacency matrices,

where Ai refers to the graph Gi.
� ðX iÞi2ZT is the sequence of the matrices of feature

vectors. Xi 2 RjP j�d denotes the matrix of feature
vectors at time i.

� ðYiÞi2ZT is the sequence of dependent variables’
matrices we want to observe. Yi 2 RjV j�h, h being the
number of dependent variables, denotes the matrix
which kth row contains the values of the h depen-
dent variables observed on the kth node.

Fig. 1. High level visualization of the proposed architecture.

Fig. 2. Contact rate estimator.

Fig. 3. Epidemiological layer.

48 IEEE TRANSACTIONS ON BIG DATA, VOL. 7, NO. 1, JANUARY-MARCH 2021



Nodes represent places and two places p1 and p2 are con-
nected by the edge e1;2i 2 Ei if and only if there are move-
ments from the place p1 to the place p2 at time i.

The feature vector xk
i 2 Rd consists of the features which

characterize the place at the time step i 2 ZT . It is worth to
note that places’ features are divided into static features,
which have the same value during the entire observation
period, and dynamic features, which change over time. For
example, the number of inhabitants and the density of pop-
ulation are considered to be static features, since their
changes during the observation period are imperceptible;
On the other hand, examples of dynamic features are the
mean radius of movements of individuals within the
place and percentage of individuals who spend more than
three hours outside their home, which vary according to the
restriction measures imposed by local authorities.

The choice of the dependent variables is related to the
availability of data about the infection spread (e.g., number
of new cases, recoveries and deaths).

4.2 Problem Formulation

Let ðGiÞi2ZT be a sequence of T graphs each one made of jP j
places, and ðAiÞi2ZT and ðX iÞi2ZT the related sequences of
adjacency matrices and feature matrices, respectively. More-
over, let ðYiÞi2ZT be the sequence of label matrices where the
ith matrix refers to the day following that of the correspond-
ing feature matrix, i.e., the contact rate between individuals
at time t affects the future epidemic trends (t0 > t). Then, the
taskwe aim to solve consists in learning a predictive function
f such that:

fððGiÞi2ZT ; ðAiÞi2ZT ; ðX iÞi2ZT ; ðYi�1Þi2ZT Þ ¼ Yi: (5)

In this way, for each place, our proposed model will be
able to predict the epidemic details of the time step i (e.g.,

number of new cases) based on previously observed trends
of infections and movements.

4.3 Proposed Architecture

The neural network proposed in this work is an hybrid
model which maps the input data, i.e., the dynamically-
changing graph of places and their feature vectors, to the
underlying properties of an epidemiological model (e.g.,
contact rate and recovery rate of a SIR model).

Fig. 1 shows an high level visualization of the proposed
architecture. Our model is mainly made up of two building
blocks: a Contact Rate Estimator and an Epidemiological Layer,
which will be detailed hereunder.

Contact Rate Estimator.
It jointly exploits structured data and temporal informa-

tion to estimate the contact rate at time t.
As shown in Fig. 2a, at first we use the historical time

series data of graphs and place features as input and a Graph
Convolutional Network (GCN) captures the topological struc-
ture of the network of places and provides an embedding
for each place of the network at time t; the obtained time
series of node embeddings representing the spatial features
of the graph is the input of a Long Short Term-Memory
(LSTM) model (see Fig. 2b) whose aim is to capture the tem-
poral features related to dynamic changes in the graph

TABLE 1
Dataset Description

TABLE 2
Dataset Statistics

Statistic Regional dataset Provincial dataset

#Graphs 72 72
#Nodes 20 87
#Features 16 9
#Labels 4 1
#Edges (average) 68 358
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topology, hence returning the sequence of contact rate
arrays ðbiÞi2ZT , where each contact rate array bt 2 RjP j char-
acterizes each place at time t.

The chief reason for the use of a recurrent neural network
is the unpredictability of the amount of time that must
elapse to see a change in epidemic trends. In other words,
the contact rate bt at time t has to encapsulate the history of
the interactions between individuals which could lead to a
change of epidemic trends at time tþ 1.

Epidemiological Model. It predicts the evolution of the epi-
demic based on previous data and parameters learned by
the neural network.

As shown in Fig. 3, the epidemiological layer requires an
initial state and the dynamically-changing values of the con-
tact rate for each place, allowing it to compute the interme-
diate and final results.

For example, a standard approach to epidemic modeling
is the SIR compartmentalized model, where each time step t

for each place p is characterized by the number of Suscepti-
ble (Sp

t ), Infected (Ipt ) and Recovered (Rp
t ) individuals. Sup-

posing that Rp
0 ¼ 0 and Sp

0 ¼ Np � Ip0 , N
p being the number

of inhabitants of place p and Ip0 the initial number of infec-
tions (provided by the user), the evolution of the epidemic
is caught by the following equations:

Sp
tþ1 ¼ Sp

t �
bp
t S

p
t I

p
t

Np
(6)

Iptþ1 ¼ Ipt þ
bp
t S

p
t I

p
t

Np
� gpIpt (7)

Rp
tþ1 ¼ Rp

t þ gpIpt ; (8)

where bp
t is the contact rate returned by the Contact Rate Esti-

mator module, and gp is the recovery rate of place p. In the-
ory, the recovery rate should not be much different between
nearby places, but in practice it is, since the modalities of
population testing (e.g., number of swabs) and epidemic

Fig. 4. Fitting of the model for predicting Infected, Recovered and Deceased cases compared to the ground truth.

Fig. 5. Relative errors of the prediction of the number of infected, recov-
ered and deceased persons, averaged over Italian regions.

Fig. 6. Relative errors of the number of infected persons compared with
SIDARTHE.
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handling (e.g., treatment of patients) differ from place to
place. In the proposed model, recovery rates can be treated
as constants estabilished a-priori by medical reporting or as
trainable parameters.

5 CASE STUDY: THE COVID-19 OUTBREAK IN

ITALY

We implemented our methodology using Pytorch and its
library PyTorch-geometric [44] and evaluated the results
with different compartimental models using Italian data
from the 24th February to the 4th May; in particular, the
models have been trained considering the fraction of the
infected, recovered, deceased populations. We conducted

both regional and provincial analysis. The code is publicly
available on github.3

5.1 Dataset Description

We have integrated different data sources with the aim of
combining mobility data and disease-related information.
Table 1 summarizes the features and the labels of the dataset,
considering also the granularity level of the available infor-
mation. Moreover, Table 2 reports some statistics about the
regional and the provincial data sets.

Fig. 7. Analysis of the contact rates for Italian regions: (a) Evolution between 24th February and 4th May, (b) average value of concact rates consider-
ing a time windows of 14 days.

Fig. 8. Comparison between the infection cases predicted by the proposed model and the real ones over a subset of Italian provinces.

3. The link will be made available after publication https://github.
com/marcopost-it/epidemiological-gcn
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Data about the spread of the Covid-19 across Italian
regions and provinces have been made available by the Civil
Protection Department.4 In particular, regional data pro-
vides a much wider outlook of what happened since the
number of infections is further characterized considering
whether the patients are hospitalized or not, and the severity
of their symptoms. Furthermore, the number of swab tests
have been published to quantify the control activities that
the government is making in order to deal with the disease.

We modeled the graphs nodes using two kinds of
data: static features represent urban demography of
regions/provinces (e.g., number of inhabitants, population
density); dynamic features have been collected using data of
COVID-19 Mobility Monitoring project [45] which measures,
at provinces level, the fraction of non-travelling users, the
fraction of incoming users and the radius of gyration from the
22th February to the 13th March. We have replicated data of
theweek between 7th and 13thMarch until the 4thMay based
on the assumption that no significant changes would be
observed because Italian government has extended the lock-
down until that date. Moreover, data about swabs tests has
been considered dynamic features, aswell.

Finally, the graphs’ edges have been weighted using
flows data between all Italian places, aggregated at the level
of interest, provided by mobile operators.

5.2 Modeling the Epidemic Evolution

Aiming tomakemost of the data provided by theCivil Protec-
tion Department, we conducted our analysis based on two
granularity levels: regions and provinces. The thoroughness of
the regional-level data (e.g., number of infected, hospitalized,
admitted to ICUs, quarantined and recovered individuals)

allows us to leverage sophisticated epidemiological models,
while the lack of information at provincial-level forces us to
settle for simplermodels such as SIR.

In the following, we will discuss results obtained with
SIRD and SIR epidemiological models on regional and pro-
vincial graphs, respectively.

Region Level. SIRD model, differently from SIR, discrimi-
nates between healed (Recovered) and Deceased individuals.
Data provided by the Civil Protection Department allow us to
fit the parameters of this model, making them vary over time
and exploiting ourContact Rate Estimator to predict the contact
rate due tomovements and contacts among the population.

The model learns the dynamically changing values of the
contact rate b and the recovery and mortality rates g and m

thanks to the mobility data and the epidemic trends. Fig. 4,
which shows the fitting of the model for predicting Infected,
Recovered andDeceased cases compared to the ground truth,
demonstrates the suitability of the proposed architecture.

We further evaluate the prediction accuracy of our model
in Fig. 5. We summed predictions of Italian regions and com-
puted the relative errors compared to the ground truth since
the lock-down. The resulting error rates, being below the 6
percent, demonstrate the appropriateness of our framework.
We also compared our model with SIDARTHE [28], a com-
partmental model designed and implemented to be applied
to the pandemic under consideration (refer to Fig. 6). The
infected predictions’ results suggest that, after a first period in
which data about movements are not enough to catch up the
performance of SIDARTHE, our model achieves similar or
even better results. A possible improvement of our frame-
work, related to its application on the COVID-19 pandemic,
could be represented by the use of SIDARTHE, or other task-
specific mathematical models, on top of our Contact Rate
Estimator.

Fig. 9. Estimated series of basic reproduction numbers Rt
0p

¼ btp=gp for each province p.

4. https://github.com/pcm-dpc/COVID-19
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The dynamically changing values of contact rates are
shown in Fig. 7, which highlights a huge decrease in contacts
between individuals after the beginning of the lock-down.

Province Level. As shown in Table 1, Civil Protection
Department only published data about the total number of
positive cases for each province. This limitation has prevented
us to employ more sophisticated compartmental frameworks
than the classical SIRmodel.

The system has been configured so as to optimize the
sum between the infected (I) and recovered (R) people. In
particular, the model learns the contact rate bt

p and the
recovery rate gp for each province p and time interval t.

Fig. 8 shows the comparison between the predicted cases
and the real ones, for brevity just a subset of 20 provinces is
depicted. The model has been able to learn always the first
part of the time series while the few errors in the second

Fig. 10. Analysis of the predicted total number of infected individuals by decreasing (a) and increasing (b) the contact rate after May 5th.
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part probably depend by the increased number of recovered
people with respect to that of the (new) infected ones.

Fig. 9 outlines the estimated series of basic reproduction
numbers Rt

0p
¼ bt

p=gp for each province p. Their behavior
represents the effectiveness of social distancing counter-
measures taken by national and regional governments: in
fact they have quickly increased until the first week of
March when no action has been taken yet, and started
decreasing from the end of March, once the lock-down pol-
icy, adopted on the 9th, had taken effect. Specifically, the
epidemic threshold R0 ¼ 1 has been reached at the begin-
ning of April for all provinces, meaning that, regardless the
different number of infectious, the disease spreading has
been controlled over the national territory.

5.3 Forecasts and What-If Analysis

The epidemiological model at the top of the proposed archi-
tecture can be easily used as a standalonemodel which allows
us to project forecasts about the future of the epidemic.

Figs. 10a and 10b report what would have happened to the
number of infections after the 5thMay if the contact rate among
individuals changed (decreased or increased, respectively)
within the four Italian regions most affected by the pandemic
(i.e., Lombardy, Emilia Romagna, Piedmont, Veneto).

Results reveal that the real trend of infections, in the
majority of cases, is more descending than the one predicted
by the model, thanks to a lower contact rate and/or a higher
recovery/mortality rate. Moreover, according to the fore-
casts, increases of contact rate could cause dramatic new
waves of infections, in some regions (e.g., Piedmont, Lom-
bardy) more than others.

6 CONCLUSIONS AND FUTURE WORK

In this paper, we proposed a novel machine learning based
framework able to estimate parameters of an epidemiologi-
cal model fitting epidemiological trends on the basis of
users’ mobility data.

The main characteristics of the proposed approach are: i)
to model epidemic spread by means of time-variant graph
in which nodes represent places where infection can take
place, and edges represent users movements between two
places; ii) to exploit GCNs and LSTMs in order to infer the
model parameters on the basis of different and successive
temporal snapshots of the epidemic graph.

We evaluated the proposed approach using data related to
the COVID-19 outbreak in Italy, integratingmobility data pro-
vided by network service providers and infection statistics
crawled from several sources (i.e., ISTAT and humdata). In
particular, we compare the forecasts of the trainedmodel with
real data on the epidemic and obtaining promising result: not
only does the model predict the contagion curve despite the
number of places graphs are formed, but also its performance
is comparable with the ones of complex compartmental mod-
els. Moreover, the training procedure learns jointly the diffu-
sion process and the best parameters for the on-top
epidemiological model, enabling further ”post-hoc” analysis
on how some countermeasures have affected the disease’s
spread. Finally, we simulate what could have happened after
May 5th, analyzing the predicted total number of infected
individuals by decreasing and increasing the contact rate.

Future works will be devoted to enrich our epidemic
graph with further information (demographic, logistics,
attractions, etc.) and to study how such data can improve
model predictions. We would like to investigate how to
customize the GCN module to get a better modeling of
the characteristics of epidemic spreading. Finally, our aim
is also to investigate how eXplainable Artificial Intelli-
gence (XAI) techniques can be used to infer which fea-
tures and/or movements have influenced more the model
prediction.
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