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Wireless Powered Protocol Exploiting Energy

Harvesting During Cognitive Communications
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Abstract—In this letter, a novel wireless powered protocol
is proposed to maximize the system throughput of an energy
harvesting (EH) based cognitive radio network, while satisfying
a minimum primary user rate requirement. For EH, we exploit
both dedicated wireless power transfer from primary base station
as well as ambient ones available due to wireless information
transfer among primary and secondary users. Specifically, we
prove convexity of the optimization problem and obtain semi-
closed-form for globally optimal solution. Numerical results vali-
date the analysis, and show an average performance improvement
of 70% over benchmark scheme for various system parameters.

Index Terms—Cognitive radio, energy harvesting, time allo-
cation, sum throughput maximization, wireless power transfer.

I. INTRODUCTION

A
PART from spectrum scarcity, limited battery capacity of

low-powered devices poses a major design challenge in

5G wireless communication systems. Cognitive radio (CR) is a

promising solution to enhance spectrum utilization efficiency.

Moreover, exploiting energy-harvesting (EH) techniques into

CR networks (CRNs) has drawn wide attention due to ability

of radio frequency (RF) signals to simultaneously carry energy

as well as information. This enables better energy sustainabil-

ity to both primary user (PU) and secondary user (SU) nodes,

enhancing quality of service (QoS) in a CR network [1].

In [2], SUs first harvest energy from PU and then forward

the primary data after amplification, while PU releases a

portion of its time slot to SU in return. In [3], wireless power

transfer (WPT) from PU to a pair of SUs has been considered,

and the problem of optimal time allocation (TA) has been

solved while satisfying a constraint on outage probability of

PU system. A joint power control and TA problem has been

studied in [4] for maximizing the SU throughput with a limit-

ing interference constraint. However, one common limitation

of [2]–[4] is that they have not considered a minimum average

achievable rate requirement of PU. Shreshta et al. [5] did put

a PU throughput constraint, but no closed-form expression

was found for global optimal solution for TA, rather they

obtained them numerically. Moreover, all the above works

have either considered EH by SU from PU or EH by PU from

SU, along with EH from primary base station (PBS). In this

work, for better utilization efficiency of harvested energy, we

have exploited all EH possibilities, i.e. EH via dedicated WPT

from PBS and EH via ambient interference due to wireless

information transfer (WIT) between every transmitter-receiver
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Fig. 1: An EH-based CR system model with WPT and WIT.

pair. This framework may be practically applicable to battery-

constrained self-sustainable communication networks with CR

[10]. Further, our optimal designs are targeted for serving

applications with the overall system-centric goal, rather than

individual node-level, where the best-effort delivery is desired

to maximize the aggregate system throughput. To the best of

our knowledge, this novel CR framework exploiting all RF-EH

possibilities, along with minimum PU throughput constraint,

has not been investigated earlier. Key contributions of this

work are: 1) A novel timing protocol is proposed with all

RF-EH possibilities. 2) Convexity of optimization problem to

maximize system throughput subject to a minimum PU rate

constraint is proved. 3) Semi-closed-form globally optimal TA

solution is obtained. 4) Improved performance of proposed

scheme over benchmark and uniform TA schemes is numeri-

cally demonstrated with nontrivial optimal design insights.

II. PROPOSED TRANSMISSION PROTOCOL

We consider an EH-based interweave CR system with nodes

scattered over a square field of length L meters (m), as

shown in Fig. 1. It consists of a PBS at the center, a pair

of primary transmitter PUT and receiver PUR, and N pairs

of secondary transmitters ST
j and receivers SR

j , j ∈ NN ,

where NN , {1, 2, ...N}. PBS is assumed to be constantly

powered by a source. Each PU and SU transmitter-receiver

(TR) pair exhibits EH capabilities and is composed of a single

omnidirectional antenna. The channel links between any two

TR pairs are assumed to suffer from path-loss. Considering

channel reciprocity, the channel power gains of the links

from PBS to PUR, PBS to SR
j , PUT to SR

j , and ST
j to

SR
k , are respectively denoted by GBP , GBSj

, GPSj
and

http://arxiv.org/abs/2002.02301v1
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Fig. 2: Proposed RF powered protocol for cognitive EH network.

GSjSk
, ∀j, k ∈ NN . Here, we have assumed perfect channel

knowledge for each communication link [6] with no external

ambient EH source. In Fig. 2, the proposed novel timing

protocol is depicted in which a 3-phase approach is followed

for WPT and WIT. The time for WPT and WIT has been

allocated orthogonally over a unit slot duration (T = 1 sec).

The optimization of TA for WPT and WIT is performed by the

PBS on slot-by-slot basis. Further, we assume that each node is

equipped with its own battery having sufficient stored energy

in it, which if consumed, will be replenished later via ambient

EH due to WIT in subsequent phases within a slot. So, the

energy remains conserved in a slot. To be specific, in Phase-1,

PBS transfers power wirelessly to PU and SUs for τ0 duration.

In Phase-2 of τ1 duration, PUT can utilize its battery power

for data transmission (DT), and SUs can harvest energy from

PUT -PUR WIT. Similarly, every SU can consume its battery

power for DT in their respective subphase of τj duration in

Phase-3, ∀j ∈ {2, 3, ...N + 1}. Whereas, PU can recharge its

battery back during Phase-3 via EH due to the undergoing

WIT between ST
j and SR

j , ∀j ∈ NN . Likewise, every SU

can transfer back its consumed power to its respective battery

before the slots end, by EH during other nodes’ DT phases.

For WPT, with P0 being the transmit power of PBS, energy

harvested by PU from PBS over τ0 duration is given by,

Eh
BP = ηP0GBP τ0. (1)

where η ∈ (0, 1) is the rectification efficiency. Similarly,

Eh
BSj

, ηP0GBSj
τ0, ∀j ∈ NN , is the harvested energy by

jth SU from PBS. Now, PU and SUs can further harvest

ambient energy from each others WIT. Consequently, the

power received by PU from jth SU, and that by jth SU

from PU, can be respectively calculated as PR
SjP

=
Eh

BSj
GPSj

τj
,

PR
PSj

=
Eh

BPGPSj

τ1
. Moreover, jth SU receives PR

SkSj
,

Eh
BSk

GSkSj

τk
power from the kth SU, ∀j, k ∈ NN , k 6= j. So,

overall respective harvested energies for PU and SU DT are:

Eh
P = Eh

BP +

N∑

j=1

PR
SjP

τ1, (2a)

Eh
Sj

= Eh
BSj

+ PR
PSj

τj +

k 6=j∑

k∈NN

PR
SkSj

τj . (2b)

Therefore, the PU throughput R1 and SU throughput

Rj+1∀j ∈ NN are defined as,

Ri= τi

[
log2

(
1+

γiτ0

τi

)]
, (3)

where i ∈ N1 , NN ∪ {N + 1}, γ1 =
Eh

PGBP

τ0 σ2 , γj+1 =
Eh

Sj
GSjSj

τ0 σ2 ∀j ∈ NN , and σ2 is the variance of received zero

mean additive white Gaussian noise. Now, from (3), the system

throughput Rsum is defined as, Rsum =
∑N+1

i=1 Ri. Note

that we have considered normalized bandwidth, so spectral

efficiency has been defined in terms of throughput.

III. PROBLEM DEFINITION

A. Mathematical Formulation

To maximize Rsum while guaranteeing a minimum PU

rate requirement δ, the following problem has to be solved:

(P): max
τ

Rsum, subject to C1 : R1 ≥ δ,

C2 : 0 ≤ τk ≤ 1, C3 :

N+1∑

k=1

τk ≤ 1,

whereτ = [τ0 τ1 τ2 ... τN+1]. Keeping boundary constraint

C2 implicit, the Lagrangian of (P) is given by,

L(τ , µ1, µ2) = Rsum − µ1(δ −R1)− µ2

(∑N+1
k=0 τk − 1

)
(4)

where µ1 and µ2 are the non-negative Lagrange multipliers

associated with constraints C1 and C3 respectively.

B. Proof for Convexity of (P)

Here we provide Lemmas 1 and 2 for completing this proof.

Lemma 1: The objective Rsum is a concave function of τ .

Proof: The Hessian H(Ri) of Ri defined in (3), ∀i ∈ N1

is a square matrix of order (N + 1). So, the H
(i)
mnth element

of H(Ri) at mth row, nth column, ∀m,n ∈ N1 is given by:

H(i)
mn=H(i)

nm=





∂2Ri

∂τm∂τn
=γ2

i τ0τ
−2
i ω−2

i ; m 6= n, m= i, n=1,
∂2Ri

∂τ2
m
=−γ2

i τ
−1
i ω−2

i ; m=n=1,
∂2Ri

∂τ2
m
=−γ2

i τ
2
0 τ

−3
i ω−2

i ; m=n= i ≥ 2,

0 ; otherwise,

(5)

where ωi , 1 + γiτ0
τi

. From (5), it can be clearly seen that all

the diagonal entries of H(Ri) are non-positive. Additionally,

the determinants of all the odd principal minors of H(Ri)
are non-positive and that of even principal minors are non-

negative. Therefore, H(Ri) is a negative semi-definite matrix,

and Ri is a concave function of τ [7]. Moreover, as the sum

of concave functions is also a concave function [7], Rsum is

thus proved to be a concave function of τ .

Lemma 2: Constraints C1, C2, C3 are convex sets.

Proof: The Hessian matrix of RP
con , δ−R1, Ĥ

(
RP

con

)

is given by: Ĥ
(
RP

con

)
=




∂2RP

con

∂τ2
0

∂2RP
con

∂τ0∂τ1

∂2RP
con

∂τ1∂τ0

∂2RP
con

∂τ2
1



,where
∂2RP

con

∂τ2
0

=
γ2
1

τ1ω
2
1
,

∂2RP
con

∂τ0∂τ1
=

∂2RP
con

∂τ1∂τ0
=

−γ2
1τ0

τ2
1ω

2
1

,
∂2RP

con

∂τ12 = 1
τ3
1

γ2
1τ

2
0

ω2
1

. So, it can be easily

observed that
∂2RP

con

∂τ2
0

,
∂2RP

con

∂τ2
1

>0 and determinant of Ĥ
(
RP

con

)

is zero. This proves that Ĥ
(
RP

con

)
is positive semi-definite.

Hence RP
con is a convex function of τ [7]. Further, constraints

C2, C3 are linear in τ , therefore form convex sets.

IV. GLOBALLY-OPTIMAL TA SOLUTION

As (P) is a convex optimization problem, the underlying

Karush-Kuhn-Tucker (KKT) point (τ∗k , µ
∗
1, µ

∗
2) ∀k ∈ N0 ,
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N1 ∪ {0}, provides the globally-optimal solution of (P) [7].

The corresponding KKT conditions are,

∂L

∂τk
= 0, ∀k ∈ N0, (6a)

µ1(δ −R1) = 0, (6b)

µ2

(∑
k∈N0

τk − 1
)
= 0. (6c)

Since the highest sum throughput can be obtained only by

fully utilizing the available time resource, constraint C3 has

to be satisfied at equality by the optimal solution, resulting

into µ∗
2 > 0. Therefore from (6c),

∑N+1
k=1 τk = 1− τ0. (7)

As µ∗
i ≥ 0, ∀i ∈ {1, 2}, we next consider 2 cases, i.e.,

unconstrained (µ∗
1 = 0) and constrained (µ∗

1 > 0) optimization

problems with Rsum as objective and C1 as constraint.

A. Unconstrained Rsum Maximization

For µ∗
1 = 0, we solve (3) and (6a) to get,

N+1∑
j=1

γj

1+
γjτ

∗

0
τ∗

j

= µ∗
2 ln 2, (8)

Φ
(
γkτ

∗

0

τ∗

k

)
=µ∗

2 ln 2, ∀ k ∈ N1, (9)

where Φ(x) , ln (1+x)− x
1+x

. As Φ(x) is increasing in x, if

Φ(x1) = Φ(x2), then x1 = x2, ∀ x1, x2 > 0. Thus, from (9),

γ1

τ∗

1
= γ2

τ∗

2
= ... = γN+1

τ∗

(N+1)
, Ka. (10)

Now with Γa ,
∑N+1

k=1 γk, from (8), (9) and (10), we have

Φ (Kaτ
∗
0 ) =

Γa

1+Kaτ
∗

0
, (11)

After few mathematical arrangements, (11) reduces to,

1 +Kaτ
∗
0 =

Γa − 1

W
(

Γa−1
exp[1]

) , f(Γa), (12)

where W(.) denotes the Lambert W function [8]. So, from (8)

and (12), we obtain µ∗
2 = µ2a , Γa

(ln 2)f(Γa)
.

Additionally, from (7) and (10), Ka = Γa

(1−τ∗

0 )
, which after

substituting into (12) will give,

τ∗0 = τ0a ,
f(Γa)− 1

Γa + f(Γa)− 1
. (13)

Next, (10) and (13) can be solved to find τ∗k = τka as below,

τka ,
γk

Γa + f(Γa)− 1
, ∀k ∈ N1. (14)

So, if R1>δ, then (τ∗k = τka, µ
∗
1=0, µ∗

2=µ2a) ∀k ∈ N0, is a

feasible KKT point, and thus, the optimal TA solution of (P).

B. Primary Constrained Rsum Maximization

Here C1 is tight, which from (3) and (6a) results in,

τ∗0 =
τ∗

1

γ1

(
2

δ
τ∗

1 − 1

)
, (15)

N+1∑
j=1

γj

1+
γjτ

∗

0
τ∗

j

+
µ∗

1γ1

1+
γ1τ∗

0
τ∗

1

= µ∗
2 ln 2, (16)

(1 + µ∗
1)Φ

(
γ1τ

∗

0

τ∗

1

)
=µ∗

2 ln 2, (17)

Φ

(
γkτ

∗
0

τ∗k

)
=µ∗

2 ln 2, ∀k ∈ {2, 3, ...N + 1}. (18)

Similar to (10), equation (18) can be rewritten as,

γ2

τ∗2
=

γ3

τ∗3
= ... =

γN+1

τ∗(N+1)

, Kb. (19)

With Γb ,
∑N+1

k=2 γk, from (7), (16) and (19), we obtain:

(1+µ∗

1)γ1

1+
γ1τ∗

0
τ∗

1

+ Γb

1+Kbτ
∗

0
= µ∗

2 ln 2, (20)

Further, (18) and (19) can be solved to get,

Φ(Kbτ
∗
0 ) = µ∗

2 ln 2. (21)

Now, from (17), (20) and (21),

γ1

1 +
γ1τ

∗

0

τ∗

1

Φ(Kbτ
∗
0 )

Φ
(
γ1τ

∗

0

τ∗

1

) +
Γb

1 +Kbτ
∗
0

= Φ(Kbτ
∗
0 ). (22)

As a result, using (15) and (22), we have

Φ(Kbτ
∗
0 )


1−

γ1

2
δ
τ∗

1

1

Φ

(
2

δ
τ∗

1 − 1

)


 =

Γb

1 +Kbτ
∗
0

. (23)

Finally, using Kb =
Γb

1−

[

τ∗

1
γ1

(

2
δ
τ∗

1 −1

)

+τ∗

1

] obtained from (7),

(15), (19), in (23), a univariable eq. in τ∗1 can be written as:

Φ
(
g (τ∗1 )

)

1− γ1

2
δ
τ∗

1

1

Φ

(

2
δ
τ∗

1 −1

)


− Γb

1+g(τ∗

1 )
= 0, (24)

where g(τ∗1 ) =
Γb

[

τ∗

1

(

2
δ
τ∗

1 −1

)]

γ1

[

1−

{

τ∗

1
γ1

(

2
δ
τ∗

1 −1

)

+τ∗

1

}] .

In order to solve (24) in τ∗1 = τ1b, we use Golden

Section Line Search (GSLS) method [9]. The number of

computations NGS
C in GSLS algorithm is given by NGS

C =⌈
2− 2.08 ln

(
ξ

τU
1b−τL

1b

)⌉
, where ξ is the acceptable tolerance,

τL1b and τU1b are respectively the lower and upper bound on τ1b.
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Fig. 3: Variation of Rsum with τ0, and impact of δ on optimal TA.
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C. Proposed Algorithm Implementation

Here we propose Algorithm 1 to summarize semi-closed-

form for globally optimal TA solution. The case becomes

infeasible, when R1 , Rth
1 cannot be met even after allocating

all the resources to PU. Thus, Rth
1 = τ th1 log2

(
1 +

γ1τ
th
0

τ th
1

)
,

where τ th0 ,
f(γ1)−1

γ1+f(γ1)−1 and τ th1 ,
γ1

γ1+f(γ1)−1 from (13) and

(14) respectively, because N = 0, Γa = γ1 at infeasibility. So,

Algorithm 1 starts with a value of δ, and tests the feasibility

conditions. It returns the feasible KKT point (τ∗k , µ
∗
1, µ

∗
2),

which is the globally-optimal TA solution.

Algorithm 1 Semi-closed-form globally-optimal TA solution

Input: δ, Rth
1 , τL

1b, τU
1b and ζ > 0

Output: τ∗

k ∀k ∈ N0, µ∗

1, µ∗

2

1: if δ > Rth
1 then this case is infeasible

2: else if δ < R1a, where R1a is the value of R1 at τ0 = τ0a from
(13) and τ1 = τ1a from (14) then

3: τ∗

k = τka using (13) and (14), µ∗

1 = 0, µ∗

2 = µ2a

4: else if R1a ≤ δ ≤ Rth
1 then

5: Using GSLS τ∗

1 = τ1b

6: τ∗

0 = τ0b ,
τ1b
γ1

(
2

δ
τ1b − 1

)
by (15), Kb =

Γb
1−τ0b−τ1b

7: τ∗

j = τjb ,
γj
Kb

∀j ∈ {2, 3, ...N + 1} using (19)

8: µ∗

2 = µ2b ,
Φ(Kbτ0b)

ln 2
as obtained using (21)

9: µ∗

1 = µ1b ,
µ2b ln 2

Φ
(

γ1
τ0b
τ1b

) − 1 as obtained using (17)

V. PERFORMANCE EVALUATION AND CONCLUSION

In this section, we first numerically validate the proposed

optimal TA and then compare it against two existing TA

schemes: 1) a near-optimal TA solution [4] as found without

considering any δ, and 2) a uniform TA with τk = T
N+1 , ∀k ∈

N0. Unless explicitly stated, we have taken L = 21 m,

N = 4, P0 = 10 W, σ2 = −100 dBm, η = 0.5, δ = 18

bps/Hz, β = αd−ζ , where α =
(

3×108

4πν

)2

being the average

channel attenuation at unit reference distance with transmitter

frequency ν = 915 MHz, d is the distance between two TR

pairs, and ζ = 3 is the path-loss exponent. Practically, the

values of average harvested energies by PU and SU depend

upon the underlying channel characteristics.

In Fig. 3, for validating over optimal TA solution, we plot

the system throughput against the WPT time for different sets

of N and δ. The optimal TA values as obtained using the

proposed algorithm are found to exactly match the maximum

Rsum in the feasible region. However, when δ is high, the

SUs’ throughput degrades due to lesser TA for SU, resulting

in reduced Rsum at optimal τ∗0 . Further, when N is large,

more number of SUs leads to more harvested energy for PU

as well as other SUs, hence the overall throughput increases.

Fig. 4 depicts the impact of system parameters on Rsum,

thereby comparing the performance of different TA schemes.

In Fig. 4(a), increase in L increases the distance between

two TR pairs, which leads to reduced channel gain. Further,

if η is high in Fig. 4(b), more power can be harvested

through EH, thereby enhancing Rsum. In Fig. 4(c), Rsum

degrades after N = 4 which is optimal, as further increase

in N (for a fixed L) curtails the TA for WPT as well as

WIT. In Fig. 4(d), benchmark approaches proposed scheme

for lower values of δ, but still lagging behind as it doesnt

consider all the EH possibilities. However, for large δ, sys-

tem performance drastically improves for proposed scheme.

Similarly with respect to L, η as well as N , the proposed

scheme performs significantly better than other two. This is

because, unlike in proposed scheme, the effect of a minimum

PU throughput is not taken into consideration in other TA

schemes, and hence the throughput cannot be maximized for

higher δ corresponding to QoS-aware applications. In nutshell,

on an average against all the parameters, proposed scheme is

found to outperform benchmark scheme by 70% and uniform

fixed TA scheme by 101%.

So, to summarize, we proposed a novel WPT framework

in a CR scenario, by exploiting all possible RF-EH opportu-

nities. We obtained semi-closed-form for globally optimal TA

solution by maximizing the system throughput. The results are

numerically validated, and remarkable performance enhance-

ment is achieved over benchmark and uniform TA schemes.
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