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Abstract—Wireless channel sensing is one of the key enablers
for integrated sensing and communication (ISAC) which helps
communication networks understand the surrounding environ-
ment. In this work, we consider MIMO-OFDM systems and
aim to design optimal and robust waveforms for accurate
channel parameter estimation given allocated OFDM resources.
The Fisher information matrix (FIM) is derived first, and the
waveform design problem is formulated by maximizing the log
determinant of the FIM. We then consider the uncertainty in the
parameters and state the stochastic optimization problem for a
robust design. We propose the Riemannian Exact Penalty Method
via Smoothing (REPMS) and its stochastic version SREPMS
to solve the constrained non-convex problems. In simulations,
we show that the REPMS yields comparable results to the
semidefinite relaxation (SDR) but with a much shorter running
time. Finally, the designed robust waveforms using SREMPS are
investigated, and are shown to have a good performance under
channel perturbations.

Index Terms—MIMO-OFDM, channel sensing, Cramér-Rao
Bound, integrated sensing and communication

I. INTRODUCTION

Since the deployment and evolution of the fifth generation
(5G) communications technology, the reliability and connec-
tivity of wireless systems have been improved impressively.
Thanks to the large bandwidth at high radio frequencies [1]
and the orthogonal frequency-division multiplexing (OFDM)
techniques, current networks can provide enormous data rates
and serve massive number of users at the same time. Multi-
input-multi-output (MIMO) techniques, on the other hand, are
used to take advantage of additional spatial degrees of freedom
(DoFs) so that the use scenarios are further expanded.

In future communication systems (Beyond 5G (B5G) and
6G) [2], the functionalities of intelligence and perception are
expected to be introduced in order to enhance Quality of
Service (QoS) and support more advanced and complicated
applications such as the Internet of Things (IoT) [3] and
unmanned aerial vehicle (UAV) networks [4]. As a key enabler,
integrated sensing and communication (ISAC) [5] opens the
eyes of future wireless systems, in which the communication
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partners can sense the surrounding environment with the aid
of received radio signals. Due to the sparse signal propagation
paths at short wavelengths, wireless channels carry a large
amount of environmental information and are an important
feature that can be exploited. Compared to the conventional
channel models that assume rich scattering environments, the
beam-space channel model [1]], [6]] leverages the propagation
geometric structure and is determined by a set of multipath
parameters, i.e., path gain, path delay, Doppler shift, angle of
arrival (AoA) and angle of departure (AoD).

Designing appropriate waveforms is an important step in
ISAC systems, as it determines the performance limits the
systems can achieve. Different design criteria can be cho-
sen [7] to meet different requirements. For example, the
authors of [8] aim to design the beamformer by matching
the radar beampattern while satisfying the SINR constraints.
For parameter estimation, a well-known performance bound
is the Cramér-Rao bound (CRB) [9]], which states a lower
bound on the mean squared estimation error of any unbiased
estimator. Waveform design by optimizing CRB is studied
in [10]-[12], but they only focus on a subset of multipath
parameters and rarely consider the MIMO-OFDM case. In
addition, the robustness of the designed waveforms to the
changing environment is another important criterion in practice
but lacks formulation and analysis in related works. Moreover,
the formulated optimization problems of waveform design are
generally non-convex. Classical convex relaxation approaches,
such as semidefinite relaxation (SDR) [13], suffer from high
computational complexity, especially for stochastic optimiza-
tion. Riemannian manifold methods [8]], on the other hand,
converge faster than SDR, but require further investigation and
appropriate algorithms when additional constraints are present.

In this work, we derive the Fisher information matrix (FIM),
the inverse of CRB, of multipath parameters and formulate the
optimization problems to design optimal and robust sensing
waveforms compatible with current MIMO-OFDM commu-
nication systems. We adopt the Riemannian Exact Penalty
Method via Smoothing (REPMS) [[14] and develop its stochas-
tic version Stochastic Riemannian Exact Penalty Method via
Smoothing (SREPMS) to solve the problems. In numerical
experiments, the running time of the proposed algorithms and
the performance of resulting waveforms are analyzed.
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II. SYSTEM MODEL

Considering a MIMO-OFDM communication system com-
prising a transmitter (Tx) and a receiver (Rx), each of which is
equipped with a half wavelength spacing uniform linear array
(ULA) with Ny and Npg antenna elements respectively, the
frequency representation of the channel matrix [6]] consisting
of L paths at subcarrier n and OFDM symbol k is

L
H, = Z biwn kiar(¢)ar(0) ", )
=1

with wy, . = e I2™Somiei2m/DkTs | \where
e fo is the OFDM subcarrier spacing,
o T is the OFDM symbol duration,
e b; € C is the channel gain of the [-th path,
o 77 is the [-th path delay,
e fp, is the Doppler shift of the [-th path,
e ar(6;) € CNT is the ULA response vector at AoD 0;,
e agr(¢;) € CNr is the ULA response vector at AoA ¢.

Suppose the Tx transmits signal &, j, at the (n, k)-th OFDM
resource element (RE), then the received signal is

Yn,k = Hn,k'mn,k + Zn,k, (2)

with z,, ;. being the additive Gaussian noise of zero mean
and covariance matrix C, , = afh - The noise vectors on
different REs are assumed to be independent.

Compared to the classical channel estimation, where only
the channel matrices H,, j, are of interest, in future networks
it will be vital to additionally extract their multipath informa-
tion [5], i.e., {b;, 71, fp.1, ¢1,6:} for all [. To this end, the
waveforms @, ;, should be designed carefully for accurate
parameter estimation. In OFDM, the sensing waveforms can
either be designed jointly with the communication symbols,
or allocated to the dedicated REs and designed independently
of the communication symbols. In this work, we focus on the
latter case, as its implementation is compatible with current
standards such as 5G NR [[12], where the REs are not always
fully occupied.

A. Cramér-Rao Bound (CRB)

Given the observation y that depends on the parameter &
to be estimated and the conditioned distribution p(y|€), the
mean squared error (MSE) of any unbiased estimator £ (y) is
bounded by the inverse of the FIM Z, i.c., E[(€(y)—&) (€ (y)—
&M = Z 7' and P > Q indicates that P — Q is a positive
semidefinite (PSD) matrix [9]], [15] for two PSD matrices P
and Q. When p(y|€) is a complex Gaussian distribution [9],
the value at the ¢-th row and j-th column of FIM is

0C,(E) ., 1. 0C,(E)
RGeS ]
ol (E) . 1 . Oule)
ey %,

where §; denotes the i-th component of &, and p(&), Cy(&)
are the corresponding mean and covariance matrix of y

)., =Tr {Cy%s)
3

+2Re{

dependent on £. Tr[-] and Re[-] indicate the trace and real
part of a complex matrix respectively. Rewriting using the
vectorization formula vec(ABC) = (CT @ A)vec(B) with
the Kronecker product ® results in

Yn,k = (:B;Lr’k ® I)hn,k + Zn,k, (4)

in which I is the identity matrix and

L
h, = vec(H, )= Zblwn,k,laT(ez) ®ar(Pr). (5)
=1
We assume that the multipath parameters are independent on
(n, k). Without loss of generality, we allocate sensing symbols
on M OFDM REs, say, {(nm, km)}2_,. In the following, we
use subscript m to indicate (n,, k,,) for convenience. To ex-
press the dependence of the channel on the parameters explic-
itly, we write h,, as h,,(€), with & = vec ([€1,&2,...,€L] )
collecting all multipath parameters,

&=lr bg T fou & O] (6)

and b, r and b;; denote the real and imaginary part by,
respectively. Therefore, (3) can be rewritten as

}T

X2 Oh,(E\" .+ Ohu(E)
(7

where we use the mixed-product property of Kronecker prod-
uct. The resulting FIM is derived in Appendix |A] as

M

2 *

Z =Re KZ UQAELTHa:manTAm> o (RHR)] , (8
m=1 "™

where o indicates the Hadamard product, and A,,, T, R

depend on the parameters and are given in (I3).

B. Optimal Design

There are several ways to construct objective functions on Z
to be optimized so that the CRB is correspondingly minimized
[10]. We choose to maximize the determinant of FIM since
it controls the element scaling while calculating the matrix
inverse. In addition, depending on different use cases, we need
to place more importance on certain parameters, e.g., delays
and AoAs are much more relevant for indoor localization [16]].
To this end, we can multiply Z with a weighting matrix J
from the right and its conjugate transpose J™ from the left to
scale the associated parts. By imposing the power constraints
and defining X = [y, x2,..., x|, the overall optimization
problem can be expressed as

max log det (JHIJ)
1

s.t. MTr[XXH] <P

|Zmll? < P, Vmo=1...M.

(PD)

(PT) is a nonconvex problem and can be solved using the SDR
technique, but the number of variables in the relaxed problem
increases quadratically with the number of transmit antennas



Nr, resulting in a high computational load. To alleviate this
problem, we observe that the total power is always exhausted
to reach a higher objective value. Hence, the total power
inequality constraint in (PI) can then be replaced by equality,
which leads to the hypersphere manifold

S = {X e (CNTXM’Tr (X X" = | x| = MP} G

and the resulting problem is reformulated as a constrained
manifold optimization problem in the following:
max log det (JHIJ)
Xes (P1M)

st |@m|> < Pn, Vm=1...M.

C. Robust Design

It should be mentioned that the objective function in the
optimal design problem depends on £ through Z. A full and
precise knowledge of the parameters can result in optimal
waveforms. However, in practice, such assumption is unre-
alistic, due to, for instance, the changing of environment,
parameter estimation error and feedback delay. To this end,
we assume that the Tx only knows the perturbed parameters
é, while the true value & = é + AE is unavailable. The
error A€ follows the Gaussian distribution N'(0, C.), with a
diagonal covariance matrix C, comprising diagonal elements
afL,R,afl_’I,afl,U}D7l,ail,agl for all | corresponding to the
error variances of respective parameters. The unknown true
parameter £ thus follows N (£, C.). In the following, we also
take into account the uncertainty in the error variances and
assume they are randomly distributed.

From the perspective of robust optimization [[17]], one option
is to optimize over the expectation of the objective function.
Thus, the robust design problem can be formulated as

max E [log det (J"ZJ)]
Xes (P1E)
st |@ml> < Pn, VYm=1...M,

with E taken over C, and £. One issue to solve is that

it’s intractable to derive the closed form of the objective func-

tion. A common approach is to apply the stochastic method by

sampling points randomly and calculating the empirical mean

value as an approximation, which will be discussed in |lII-C
III. OPTIMIZATION

A. Semidefinite Relaxation

We introduce the new variables R, = z},z, for all m,
relax its rank 1 constraint and the optimization problem (PI)
becomes

max
R1,R5,....,RM

1 M
s.t. MTI‘ [7;1 R’ITL

Tr[Ry) < P,Vm=1,..., M,

log det (JHZJ)

<P (PIR)

R, =0,

which is shown as semidefinite programming (SDP). After
solving (PIR), one can approximate the rank 1 results by
singular value decomposition (SVD) or randomization [|13]].

B. Manifold Optimization

Due to the additional constraints on the symbol norm, the
traditional unconstrained methods like Riemannian conjugate
gradient (RCG) [[8]] cannot be directly applied. We therefore
modify the problem by adding the constraint as a penalty term
to the objective function. Specifically, we employ the REPMS
[14]), in which the problem can be reformulated as

R X0 =

. M ) (10)
—logdet (JUZJT) +p > pu ([@mll5 = Pr) ,
m=1
with p, u being the penalty weight, smoothing factor respec-
tively, and the linear-quadratic loss is given by

0 <0
pulz) =4 & 0<z<u. (11)
r—% x>u

2

Choosing RCG as the base solver, we end up with the
REPMS [[14] in Algorithm [I] for optimal waveform design.
At the k-th step, the update direction pj is computed based
on the previous direction and the current Riemannian gradient
gradL through the function 7, which can be chosen according
to different rules [18]. The retraction 7 associated to the
hypersphere manifold [8] is used as the update function that
moves the point X, along pj and keeps it on S.

Algorithm 1 Optimal waveform design using REPMS

Input: Function £, initial point X, € &, initial penalty
weight po, 0, > 1, pmax, initial smoothing factor ug,
0<6, <1, unmin

Output: Optimal X
k<0
Po —gradL'(Xo, 0, UO)
while Stopping criterion not met do

Compute update step size tj by certain rules
Xi+1 < v( Xk, Pk, tr)
Pl+1 < min {epp> pmax}
Ug41 < Max {0, U, Umin }
Pi+1 4 7 (Pr, gradL( X1, Pt 1, Uk+1))
end while
return X

C. Stochastic Optimization

To solve (P1E), we apply the idea of stochastic optimization,
in which the expectation is approximated by the sample means
using a Monte Carlo approach, namely

N
% > logdet (J'Z,J) ~ E [logdet (J'ZJ)],  (12)
n=1

where Z,, is computed on &, with &, ~ N(é, C.,) and
the diagonal elements of C ,, are sampled randomly from the
predefined distributions. It should be mentioned that evaluating



the sample mean brings additional computational complexity
and SDR might become infeasible in practice for large sample
size N thus will not be used to solve the robust design problem
in our work.

Similar to Algorithm [T} we reformulate to an uncon-
strained case as

. N —
&nérsl SL:(X7 {£n}n:1 y Py u) -

N M
1
-5 > logdet (JUZ,T) +p Y pu (|Zml3 — Prm) -
n=1 m=1

13)

While optimizing, at each new iteration we sample a new set of
N parameter vectors to compute the sample mean and apply
one step REPMS. Finally, we summarize the SREPMS for
robust waveform design in Algorithm [2|

Algorithm 2 Robust waveform design using SREPMS

Input: Function SL, N, é, distributions of error variances,
J, Xo €S8, po, 0, > 1, pmax, o, 0 < 0y <1, Upin
QOutput: Robust X
Sample {Ce,n}nN:1 from the given distributions
Sample &,, from N (€, C.,,) forn=1..N
Po < —gradSL(Xo, {€n}h_, , po, o)
k<0
while Stopping criterion not met do
Compute update step size tj
X1 < 7( Xk, Pr, tr)
Sample {Ce,n}i:]=1 from the given distributions
Sample &, from N'(§,C..,) for n = 1..N
Pr+1 < min{0,p, pmax }
Ugt1 < mMax {6, u, Umin }
Prt1 < T (Pk, gradSL( Xk 41, prt1, Uk+1))
k+—Fk+1
end while
return X,

IV. NUMERICAL RESULTS

In the simulations, we consider an 8 x 8 MIMO system
and set the carrier frequency f. to 3 GHz and the subcarrier
spacing fy to 15 kHz. We allocate the sensing waveforms in
a rectangular OFDM region, occupying 128 subcarriers and
14 OFDM symbols (one slot in 5G). The average transmit
power P and SNR are fixed to 10 and —10 dB, respectively.
The symbol-wise power constraint P,, is set to aP, where
o > 1 for all m. The scaling matrix J is a diagonal matrix
with the diagonal elements T = % and fy for the path delay
and Doppler shift parts, respectively, and 1 otherwise, to avoid
the numerical instability caused by the large difference in the
orders of the values in Z. The number of channel paths is set
to 3, and we generate 100 realizations of multipath parameters
randomly according to the following settings:

o The real and imaginary parts of path gains are from zero
mean unit variance normal distribution,

o By sampling the path lengths from a uniform distribution
between 10 and 800 meters, the path delays are computed,

« By sampling the relative velocities of different paths from
a uniform distribution between 0 and 80 m/s, the Doppler
shifts are computed,

e AoAs and AoDs are sampled uniformly between —90°
and 90°.

In the following, the optimization tool MOSEK [19] is used
for SDR while REPMS and SREPMS are implemented with
Pymanopt [20].
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Fig. 1: Histogram of the maximum symbol norm resulting
from REPMS subtracted by the threshold.
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Fig. 2: Comparison of optimization results and the CPU time
ratios (SDR to REPMS). ub (upper bound) and svd indicate
the SDR solutions without and with SVD rank 1 recovery.
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Fig. 3: Resulting average power allocation of REPMS.
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We first investigate the feasibility of the REPMS results.
The associated paraqwters are pg = 1, ug = 1, Upin = 106
and 0, = (umin/u0)3® by following the experiment settings in



[14]. pmax should be as large as possible but the numerical
overflow need to be avoided thus is set to 229. We also
choose 8, = 2 as it yields a faster convergence in simulations.
We apply Algorithm [I] to the generated channel realizations
and plot the histogram of the differences between the re-
sulting maximum symbol power with the threshold aP, i.e.,
max; {|z;||3 — aP}, for a = 2,4,6,8,10 in Fig. [1] It turns
out that REPMS can lead to feasible solutions when a small
tolerance allowed.

To compare the performance between SDR and REPMS,
the averaged optimized objective values and the medians of
consumed central processing unit (CPU) time ratios (SDR to
REPMS) are plotted in Fig. [2] for varying a (0o means no
symbol-wise constraint). It’s obvious that the SDR method
produces larger objective values for low values of a. After
a certain threshold, the REPMS outperforms the SDR with
SVD recovery and even reaches the SDR upper bound despite
the fact that the REPMS algorithm can achieve more than 15
times speedup than SDR in terms of CPU time on the same
hardware platform, which makes the manifold optimization
more attractive in our works. We also demonstrate the average
power allocation on the given OFDM resources in Fig. 3 and
notice that most power is concentrated on few REs at the grid
corners, so the designed sensing waveforms are expected to
have little impact on the communication resources.

Fig. 4: Performance of designed robust waveforms using
SREPMS.

To test the performance of the designed robust waveforms,
we use a single parameter o. to adjust the variances of
all multipath parameters. In particular, we set the parameter
perturbation variances as oy, , = 0Oy, , = 10~ %0, 0, =
10~%0,, 0y,, = b0c, 0y, = 09, = 10720, for all | and
o¢ is uniformly distributed from O to 50 (0. = 0 means no
perturbation). We apply Algorithm [2]by treating the previously
generated 100 parameters as é and set IV to 1, 10 and 30. To
test the performance of different waveforms, for each fixed
é and 0., we generate another 100 random parameters as
the true & from N(£,C.). The resulting average objective
values against o, are plotted in Fig. [ It shows that as N
increases, the designed waveforms yield better performance,
but at the cost of efficiency, as expected. We also observe a
trade-off between the designed optimal and robust waveforms

for different levels of uncertainty. Furthermore, the feasibility
and power allocation of the SREPMS results are similar to
REPMS. Due to the page limitation, we don’t demonstrate
them here.
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Fig. 5: CRB of multipath parameters resulting from previously
designed waveforms at different perturbation levels.

Finally, we plot the resulting square root of the CRB for
each parameter against varying channel perturbation levels o,
in Fig. [5]for v = 50. For the same type of parameter, we take
their average over all paths. The nonsmooth curves reflect that
a larger log det of FIM can’t always guarantee a lower CRB
on every parameter, but the overall results are shown to be
consistent with the previous observations.

V. CONCLUSION

In this paper, we derive the CRB for the multipath parameter
estimation in MIMO-OFDM channel sensing. We formulate
the waveform design problems to maximize the log det of FIM
under total and symbol-wise power constraints and introduce
REPMS to design optimal waveforms. By considering the
uncertainty of parameters, the stochastic method SREPMS
for robust waveform design is then proposed. In numerical
simulations, it shows that the manifold techniques can speed
up the solving process over 15 times in terms of CPU time
and can still provide comparable results to SDR. Finally, the
performance trade-off of robust waveforms is demonstrated
and the resulting CRB for each parameter is presented.



A, =diag{...wmi-. JWmt - OiGmi - Oifmg - Diwmg bWy Y, I=10.L,
T =[Ap(0) Ar(0) Ap(6) Ap(8) Ar(0) Dr(9)],
R=[Ag(¢) Agr(¢) Agr(¢p) Agr(¢) Dr(d) Ar(9)], (15)
Ar(0) = [ar(61) ar(6:) ar(fL)], D7(6) = [dr(61) dr(62) dr(f.)],
Ag(¢p) = [ar(¢1) ar(¢2) ar(or)], Dg(¢) = [dr(¢1) dr(¢2) dr(¢r)]
APPENDIX A [3] S.He, K. Shi, C. Liu, B. Guo, J. Chen, and Z. Shi, “Collaborative sensing

The derivative of h,,, (&) to each parameter are given as

8’5};’;7%) = wmar(t)) ® ar(¢r)

8’?%(5) = jwmiar(0) @ ar(¢)
11

8’18#71(5) = bigmar(6;) ® ar(¢r)

8(;::’;(5) = b fmaar(0;) ® ar(¢r)

3}15;55) = bwm, a1 (6;) ® dr(dr)

%%0(5) = bywm,dr(0)) ® ar(¢r)
I

with gmi =  —J2mny fowmis fmi = J2mknTswm, i,
dr(d) = 3"5‘%3’” and dr(6;) = 8“579(;91). It’s then straight-

forward to show that Bhéi"g(g) = T x RA,, where % is the
Kahtri-Rao product (column-wise Kronecker product), and the
respective matrices are given in (I3). We define e as the
face-splitting product (row-wise Kronecker product). Given
matrices A, B,C, D, E, F we have the following properties:

e« (AxB)H = Al e BY,

e (AeB)(C®D)(Ex«F)=(ACE)o (BDF),

e« Ao(BDF)= (BAF)o D if B and F are diagonal

matrices,
e AocB+CoB=(A+C)oB.

With these properties the FIM can be derived as

I
=
~
o
~N
T
8
3*
8
4{
3
o
>
ST
=
T
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>
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(14)
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