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ABSTRACT [2]. Also, using a higher sampling ratel [3, 4] or adjustment
L . . . . ._of the analog radio front-endl[5] allows compensation fer th
Parameter estimation using quantized observations is -of i

. . o uantization loss. In addition, the optimization of thdvit
portance in many practical applications. Under a SymmetADC itself has been studied. The work of [6] shows how to
ric 1-bit setup, consisting of a zero-threshold hard-limiter, :

set the hard-limiting threshold in order to maximize théhEis

it is well .known tha.‘t the !arge samplg performance IOssmformation, while [7] focuses on communication rates and
for low signal-to-noise ratios (SNRs) is moderat% 6r

. . 7 studies the Shannon information witkbit quantization and
—1.96dB). This makes low-complexity analog-to-digital con- d

; ADC ith1-bit Ui . luti asymmetric known offsets at the receiver. Another line of
verters ( : S) with1-bi resolution a promising soiution works, e.g.[[8. D], investigates randomization of the qizant
for future wireless communications and signal processin .

. . . on level, i.e., applying dithering before the quantizer.
devices. However, hardware imperfections and external e%— bpying g 9

tects introd th " ith K hard-linaiti A problem that arises when the quantization level of a
ectsintroduce the quantizer with an unknown nard-ingtin 4 Apc s to be adaptively controlled, is the fact that a
level different from zero. In this paper, the performanc

) . . ST “Chigh resolution digital-to-analog converter (DAC) is ré
loss associated with pilot-based channel estimation,estibj ingorder to set anganalog offse% voltage séurce) Asgggo the
to an asymmetric hard limiter with unknown offset, is StUd'compIexity of DACs scale®(2") with the numbe.r of bits
Igd ur,ldeR[ tWIO sett:)ps. dTr(l:eRiréalysE IS carrle(tj glngLl?g ;Ehﬁwis stands in contradiction with the main motivation behin
ramer-Rao fower boun ( )an an expecte O it ADC technology, which is an energy and hardware effi-
a setup with random parameter. Our findings show that th(e,ient radio front-end. Therefore, low-complexitsbit ADCs
unknown threshold leads to an additional information loss ) ;

hich ishes for low SNR val hen the offset is cl will lack the feature of an accurately adjustable quanitirat
\t/(v)zltér(;/anls esforiow vajues orwnenthe ofISet1s closgy g, Rather, a low-cost sampling device will be constdct

such that the hard-limiting level is fixed to a constant value
Index Terms— Parameter estimation, nuisance parameinevitable mismatches of the circuit parts during the pmdu
ter, 1-bit ADC, hard limiter, quantization offset tion process and external effects will lead to an unknown
quantization level of the sampler during runtime.
In this paper, the performance loss associated Wit
quantization and an unknown threshold is analyzed for the

Due to the fact that the complexity of a sampling devicef”‘pplicaﬁon of pilot-based channel estimation. The proble

scales exponentiallf)(2*) with the number of bitd which is first studied under the assumption that the channel parame

are used for the representation of the digital amplitudees| ter and_ quantizgtion Ie\{el are deterministic unknown. Then
the analog-to-digital converter (ADC) has been identified a2 hybr.|d Setup Is c0n5|der§d, Whgre t.he channel parameter
a crucial part for the design of hardware and energy-efficie S ‘?‘l.JbJeCt to a (known) prior dlstr|but|o_n, while the hard-
signal processing systems [1]. Thus, from a hardware-awa iiniting offset 1S deterministic. Th_e congldered ADC allow
perspective, ADCs with-bit output are an attractive design to operate at high rates and provides binary data that can be
stored on a small amount of memory. Thus, we focus on the

option. On the other hand, the highly nonlinear transfor o ) here th ber of e |
mation associated with hard-limiting causes a substanti%\?ymp otic regime, where the number of sampeis large.

information loss during the transition from the analog te th e_characrfgrrl]zg the opgnsa(lj peg]ort?ance n the ?inhpto(t:;c
digital domain. Fortunately, the performance loss for low/€9'ME, which 1S associated wi € maximum [iKelinoo

SNR is 2 or equivalently—1.96 dB, and therefore moderate esumator (MLE) fgr _the det(_a_rmmlstlg: setup ar_ld the joint
i maximum a-posteriori probability-maximum likelihood es-
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1. INTRODUCTION
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1-bit loss with an unknown quantization level. 2.3. Deterministic Approach

Under this approach the ideal receiver treats determinis-
2 SYSTEM MODEL tic gnknovyn, such th_at the f’;\sy_mptotical!y optimum unbi_ased
estimator is the maximum likelihood estimator (MLE), given

2.1. Ideal Receiver ¢o-bit resolution) by

A )
For the analysis we consider the problem of pilot-based-chan Culy) = arg rélgﬁ(py(y’ <

nel estimation. Therefore, the digital signal model of thesil N
receive system with infinite resolution is given by = arg rgla]é( Z Inpy, (yn; <), @)
S
n=1
Y =Cz+m, (1) with the corresponding error
wherez € R" is a pilot signal of known structurg, € R MSE, (¢) = Ey;¢ [(gy( ) — Q)Q} : (8)

characterizes the channel attenuation, gnd R is unit-

variance white Gaussian noise. Therefore, given the paramé&he 1-bit receiver considers botf and the threshold: as
ter ¢, the received signaj € RY follows the conditional deterministic unknown. The MLE is based on joint estimation
probability lawy|¢ ~ N (Cz, I), where0 € R” denotes the 0f both the parametgrand the threshold, such that

all-zeros vector and € R *¥ is the identity matrix. We as- R T,

sume a quasi-ergodic phase-shift keying (BPSK) transmitte  [¢r(r)  dn(r)] = arg Cmae%pT(r; ()

and a synchronized receiver such that {—1,1}" where ’ N

= 1 s ns Gy ) 9
argg%%; npy, (riC ), (9)

1 N
~ > a, =0 (2)
n=1

with the corresponding error

MSE(¢.a) 2 Erca [(G-()=¢)"]. (20)

2.2. Low-Complexity Receiver {-bit resolution)

The low-complexity receiver under investigation is eqagp 2-4- Hybrid Approach

with a1-bit ADC which provides the digital signal The second approach considers the paranteterbe mod-

eled as a random variable with a prior PRH(). The re-

r = sign(y — al) = sign ((z +n — al), (3)  ceived signay and the parameter of interegstollow the joint
PDFpy ¢ (y, ¢). The asymptotically optimum estimator is the
wheresign (z) is the element-wise signum function maximuma-posterioriprobability (MAP) estimator
. {+1 if 2, >0 Culy) = argmaxpy c(y, O)
[sign (z)],, = . ,n=1,...,N, (4)
-1 ifa, <0 = argmax (Inpyc(y|Q) + npc(€)), (A1)

1 € RY denotes the all-ones vector ande R forms the Where the last equality stems from Bayes law. The corre-
unknown threshold level. The conditional probability dgns sponding error is defined as
function (PDF) of the resulting binary received signal is . 9

MSE, £ By [(Gw) - )] (12)

(rn(a — Can)) (5) Thel-bit receiver treatg as random while the threshotd
remains deterministic unknown. The received signaind
the paramete¢ follow the joint PDFp, ((r,(;«). For the

u,':lz

with Q (z) being the Q-function 1-bit receiver, the asymptotically optimum estimator|[14] i
the MSE sense is the IMAP-MLE[12], given by
2
- ~ N T
Q SC —271' / eXp 5 )dZ (6) [CT (fr) a,’_('r’)} N arg gg{g}épnc(rv C; a)

. = arg max (In r|(;a) + In .
The task of the receivers is to calculate the estimgjég) gcyaeR( Pric(riéie) pe(¢))

and(, (r) by using the received signglor r, respectively. (13)



The corresponding error is defined as In the same manner,

MSE,(a) 2 Epga [(Gr(r) = )7 A9 =B [(alnpr(r;g,a))Q]
P e 1oJe"

[ exp (—(a — (zn)?) ‘|
2m Q2 (Tn(O‘ - an))
(¢ (¢, @) +¢-(¢,a)), (21)

O np,(r; ¢ a) dnpy(riC,a)
a¢ Oa }

N Tp €X —(a — In2
_—ZETH;C,al eFQ)( ( C ))]
n=1

3. PERFORMANCE ANALYSIS

Mz

In this section, the expressions for the MSEg in (8)] (13),(1

and [14) are evaluated. Note that due to the possibilitygtf hi

sampling rates with-bit ADC, the focus is on the asymptotic =
regime, where the number of sampl¥sis large. Thus, the

CRLB and its expected version utilized in the sequel are used Fr¢a(C; @) = Er¢a {
as valid approximations to the subjected MSEs.

vl 2

3.1. Deterministic Approach - Hard-limiting Loss

27 Q (Tn(a - an))

With the ideal receiver and estimation by the MLE, the MSE _ N (¢+(C ) — (¢ a))_ (22)
can be approximated asymptotically by the CRLBI[13, 14] 2 ’ ’

MSE, (¢) £ FH0), (15) Note that if the quantiza_ltiqn !evel is known to thebit re-
: ceiver, the performance is limited to

o) MSE;(C, ) = F, (¢, ). (23)
_ n py(y; ¢ _
Fy(Q) = By l( aC ) ] Z o, = N. (16) To characterize the information loss introduced by the hard

limiter, we define the quantization loss via two MSE ratios
For thel-bit receiver, the estimation of the threshaid(r)
has an effect onto the inference of the attenuation paramete X(C, @) MSE, (¢)
(7). The corresponding CRLB for the estimatg(r) is ’ MSE, (¢, a)
Fr aa(é-’ ) 17 r CC(<a ) r aa(<a ) TCQ(<a )
TCC(Cv ) Taa(g ) FrQ(a(C ) ( ) Fr,aa@v )FyyCC(O
—9 ¢+(§,a)¢_(§,a))

where with [1) the Fisher information (F[)[15] is

[I>

IIm

MSE, (¢, o) £

The required Fls are given by , (24)
) ¢+(<a Oé) d) (Ca )
Blnpr(r;é,a)) x s MSE/(Q) a Fre(Ga)
Fr. Cva = ET‘; et (7 X Ca
() ¢ l aC (¢ a) = MSE: Ca)  Fyocl0)
- @3 exp (—(a — (za)?) = 2(6+(C.0) + 6 (¢.0). (25)
- Z Er, o ' 2
n=1 27TQ (Tn(a - <xn)) . . . . . .
which are associated with the ideal receiver and with a known
B N 22 exp (—(a — C:Cn)2) guantization levet at thel-bit receiver, respectively. Fidl] 1
- Z 21(Q (a — Cay) — Q2 (= () shows the performance logs {24) for different SNR levels in
n=1 n n C . 9
N solid lines, where we use the convention SNR(*. Note
= —(0+(¢, ) + (¢ @), (18) that the loss is symmetric for negativeor (. The results
2 show that for the considered application a quantizatioallev
where the third equality stems frofd (5), such that close to zero is in general preferable and that the perfoceman

1 Qr —(x)) gap increases with the SNR. Additionally, with dashed lines
Er.i¢.a [ 5 } > = n ~ Fig. [ shows the alternative lo$s125). While in the low SNR
Q" (ralar—Can)) ) =1, Q (rn(a = Can)) regime the estimation af has no effect onto the estimation of
_ 1 (19) ¢, the situation changes within the medium SNR regime. Here
o the fact that the threshold is unknown can have a significant

Q(a = Czn) = Q* (o = Can)
effect, in particular whew is not close to zero.
and the last equality stems from the BPSK modulation of

{z,}_, and the definition

_ 2
b ( (o g) ) (20) Inthe case of a random channel parameter, with the ideal re-
27(Qa£¢) - Q° (a=£()) ceiver, the asymptotic performance of the MAP estimator can

3.2. Hybrid Approach - Hard-limiting Loss

(bﬂ: (Cv Oé) =



where due to symmetry considerations, we define

Uy LB [#] B [;} . (30)

¢-(¢,a) ¢4(¢, @)
m The quantization losses are given by
o
£ ~ MSE, a_
N
=

s MSE, a Ec[F'(9)]

MSE (@) k¢ [F k(¢ )]

| [——SNR= —25dB X (@)

SNR= —10dB
= SNR= —5.0dB
—+-SNR= —2.50dB

_5 I T |
0 0.2 0.4 0.6 0.8 1

«

(32)

- 1
2E¢ [—m(c,a)wf(q,a)}

Fig. [2 shows the performance lo§s](31) with solid lines. In
this scenario SNR= 02 as the noise),, ~ N(0,1). It can be

Fig. 1. Frequentist  (solid) andy* (dashed)

be characterized using the expected CRLE [18, p. 6]

MSE, 2 B [, (0)] = 1+

where the last equality stems from taking the expectation ofi
(I5) with respect ta_. For thel-bit receiver, accordingto £ —
[16], as the number of measurements increases, the JMAP-
MLE in ([I3), coincides (in the sense of convergence in prob-

ability) with the MLE, given by =51

(26)

dB

——SNR=-25dB

SNR= -10dB
—a SNR= -5.0dB
——SNR=-2.5dB

_6 T T | |
0 0.2 0.4 0.6 0.8 1

The sequence of MLEs as a function of the number of mea- o
surements is asymptotically uniformly integrablel[17].ugh

[éﬁML)(r) dg\’”-)(r)}T = arg&agﬁglnprm(ﬂc; ). (27)

Fig. 2. Hybrid - x (solid) andy* (dashed)

lim MSE.(a) = lim E,caq {(fﬁMU(r) - g)z} o _

N—oo N—oo observed that the quantization loss increases sharply thieen

= lim E {Erlc;a {(&MM(T) _ C)QH hard-limiting levelo deviates from zero. Additionally, with
N—oo dashed lines, Figld2 shows the alternative performance loss

. Froa(C ) (32). Like in the deterministic setup, the unknown guantiza
= lim E( 2 , . . . .
N=oo | Frec(C o) Fraa(C @) — Fﬁga(@a)] tion introduces an additional loss which becomes small for
(28) low SNR and when the unknown threshold is close to zero.
where the last equality stems from taking the expectation of 4. CONCLUSION
(I32). Hence, by using (18), (P1), aid{22), one obtains
We have analyzed the performance of-ait receiver with
MSE, () a E Fraa(C ) ] respect to the task of channel parameter estimation when the
Frce(C ) Fraa(Ca) = F2o (G a) quantization offset is unknown. In this situation the reeei

% (¢+ (Ca Oé) + d)* (Cv Oé))
(64 ) + 6- (¢, ) = (64(Ca) — 6-(C,a))”

an influence on the quality of the estimation of the channel

=E
¢ parameter. In the low SNR regime and when the quantization

] has to estimate the quantization level which in general has

offset is close to zero this effect vanishes. This confirnas th
- L Ec {#] + E¢ [#} — i‘I/H, 1-bit ADCs are an interesting option for low SNR applications
2N 9-(¢ a) $+(C, @) N while for the medium SNR regime signal processing wiith

(29) bit ADCs requires careful hardware design.
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