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Abstract— Previous work showed that the X network with M IS a rate penalty for ensuring the secrecy. From the degrees
transmitters, N receivers hasy'x— degrees of freedom. In this  of freedom perspective, this is pessimistic since the chlann
work we study the degrees of freedom of theX network with |nqag gl jts degrees of freedom. Further, even the two user

secrecy constraints, i.e. theX network where some/all messages G ian interf h N lits d afdre
are confidential. We consider the M x N network where all >aussianinterierence channel loses all 1ts degrees e

messages are secured and show th%% degrees of freedom If we have to ensure that messages from both transmitters are
can be achieved. Secondly, we show that if messages from onlyconfidential, i.e., a message should remain secure from the
M — 1 transmitters are confidential, then 17— degrees of undesired receiver. The results of the Gaussian wiretapneha
freedom can be achieved meaning that there is no loss of deg® 4 thep user Gaussian interference channel prompt one to ask
of freedom because of secrecy constraints. We also considiie . . ..

achievable secure degrees of freedom under a more conserivat whether it is possmle_ for a network to_have positive number o
secrecy constraint. We require that messages from any sutise degrees of freedom if the messages in the network are secure.
of transmitters are secure even if other transmitters are cal- The answer to this question lies in the study of thieuser
promised, i.e., messages from the compromised transmittere ~ Gaussian interference channel with secure messages [6hwhi
revealed to the unintended receivers. We also study the aghiable qeed has positive number of degrees of freedod i 2.

secure degrees of freedom of thé{ user Gaussian interference . (K—2)
channel under two different secrecy constraints where% secure It is shown that the network hagiKﬁ secure degrees of

degrees of freedom per message can be achieved. The achidgab freedom. The key to increase the secure degrees of freedom is
scheme in all cases is based on random binning combined with interference alignment. Interference signals associaitdthe
interference alignment. messages needed to be secured are aligned to occupy smaller
dimension so that the secrecy penalty rate is minimized. At
the same time, the degrees of the freedom for the legitimate

Security is an important issue if the transmitted informay,annel is maximized by interference alignment. Thus, the
tion is confidential. Researchers have studied the info'mnattom of interference alignment serves the dual purpose of

t_heoret|c secrecy fqr different channel models. In [1]_' \Aﬁy_n minimizing the secrecy penalty rate and maximizing the rate
first proposed the wiretap channel model to characterizgiesin ¢ 1o legitimate messages, thus improving the secure degre
user secure communication problem, i.e., a sender tra:msn&if freedom of the network

a confidential message to its receiver while keeping a wire-|, inis paper, we generalize the result of [9] to the

tapper totally ignorant of the message. The secrecy leveljsyyork. We study the achievable secure degrees of freedom
measured by the equivocation rate, i.e., the entropy rate 9fna 17« N user wirelessy network, i.e., a network witt/

the confidential message conditioned on the received Siggalsmitters andV receivers where independent confidential
at the wire-tapper. More recent information-theoreti®esh oqages need to be conveyed from each transmitter to each
on secure communication focuses on multi-user scenanos.beejver. X networks are interesting since they encompasses
[2], the authors study the compound wire-tap channel whefigerent communication scenarios. For example, eachstran
the sender multicasts its messages to multiple receiveile Why,iyer js associated with a broadcast channel, each redeive
ensuring the confidentiality of the messages at multipl@wirgggqciated with a multiple access channel and every pair of
tappers. Multiple access channel with confidential messagg,ngmitters and receivers comprises an interferencenehan
has been studied in [3]-[5]. Broadcast channel with confide, other words, broadcast channel, multiple access channel
tial messages has been studied in [6], [7]. The two usereliscry g jnterference channel are special casesYohetworks.
memoryless interference channel with confidential mess&ge |, aqgition, interference alignment is also feasible ¥met-
studied in [7]. ~works. In [11], interference alignment schemes are cootgcl

It is well known that the secrecy capacity of the Gaussiag 5chieve L degrees of freedom per frequency/time

wiretap channel is the difference between the capacities gfy for ealgﬁNﬁéssage without secrecy constraint. In this

the main and the wiretap channels [8]. In other words, theﬁ%per, we exploit alignment of interference to assist sgcre
The work of S. Jafar was supported by ONR Young Investigatemrd 1N the network. We study the achievable secure degrees of
N00014-08-1-0872. freedom under four different secrecy constraints. We show
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that if the set of all unintended messages is secured at e&cthe F' x F' diagonal matrix representing the extension of the
receiver, then each message can achiyé ;—— secure channel, i.e.,

degrees of freedom for a total Gﬁ’% secure degrees Hji(1) 0 0
of freedom. In other words, only a fractiog; degrees of _ 0 Hiy(2) - 0
freedom is lost under this secrecy constraint. Interelting H; =

if we only secure the set of unintended messages from any :
M — 1 transmitters at each receiver, then each message can 0 0 o Hji(F)

. 1 S
achleve7M+N_l secure Qegree_s of freedom which is the SaM&ansmitter i has messageV;; € {1,2,...,M;)} for
as what one can achieve without secrecy constraint. Trﬁ%ceiverj for eachi € {1,2 M}, j e {1,2 N}

corresponds to a scenario where one transmitter’s messar%%ﬁlting in a total of MN independent messages. An
need not be secure, perhaps because their confidentiality( I ) My, n, F, P.) code for theX channel cons.ists
ensured cryptographically, by some higher layer. In thiseca thé'f.o'llvowing" e

the other messages increase their degrees of freedom by
exploiting this. Next, we consider a more conservativeescr
constraint. Transmitters do not trust each other, so weirequ
that even if any subset of transmitte¥ss compromised, i.e.,
the messages from the compromised transmitter are revealed
to the unintended receivers (through a genie), the remginin
transmitters’ messages are still secure. For this casehwg s

that if the set of all unintended messages is secured then
N(

« MN independent message sei¥;; = {1,2,..., M;;}

o M encoding functionsf;: Wy; X Wa; X -+ X Wy —
X2, whereX? = [X;(1) X;(2) --- X;(n)], which map
the message tupl@uy;, wa;, -+, wn;) € Wi X Wa; X

-+ X Wh; to transmitted symbols. Each transmitter has
a power constraint, i.e.

% secure degrees of freedom can be achieved for 1 Eoon

the remaining M — |S|) x N users. If we only need to secure o Z Z | X:(t, HIF <P, ie{l,2,...,M}.
the set of unintended messages fréfm- |S| — 1 transmitters, [

then m secure degrees of freedom can be achieved for

N decoding functionsg;: Yz — Wj1 X Wja x -+ X
Wj]u, WhereY;l = [Yj(l) YJ(2) YJ(TL)], which
map the received sequen&_ég? to the decoded message

each message. The achievable scheme for all cases is baséd
on random binning combined with interference alignment.

Il. SYSTEM MODEL AND SECRECY CONSTRAINTS tuple (@;1, Wjz, -~ Winr) € Wit X Wiz X -+ X Wiar.
The maximal average probability of erroP. for an
A. System Model (M1, ..., Myas,n, F, P.) code is defined as

The M x N userX network is comprised o}/ transmitters
andN receivers. Each transmitter has an independent message
for each receiver. The channel output at jl4& receiver over where

A
P. =maxXx{P.11,Pe21, -, PeNnm}

the f'" frequency slot and the!" time slot is described as 1 ~
follows: Peji =11 > Plo(Y}) # wjilwy; seny
M gt w;ii €Wji
Yi(f,t) = > Hu(HXi(f,t)+ Zi(f,1), 5=1,2,...,N  we use the equivocation rate H(W|Y?) as the secrecy
i=1 measure.

where X;(f,¢) is the input signal at Transmittér H,;(f) is A rate tuple(Riy, Ray, ..., Ryar) is said to be achievable

the channel coefficient from Transmitteto Receiverj and for the M x N user X network with confidential messages

Z;(f,t) represents the additive white Gaussian noise (AWGHN)for any ¢ > 0, there exists anMiy, ..., My, n, F, Pe)

at Receiverj. We assume the channel coefficients vary acro§gde such that

frequency slots but remain constant in time and are drawn fro — log,(Mji) > Ry

a continuous distribution. We assume all channel coeffisien nk

are known to all transmitters and receivers. Using the symi@nd the reliability requirement

extension channel in [11], the input-output relationshsp i
. P, <e

characterized as follows:

and the security constraints which will be defined shortly ar

M
Yi(t) = Z H,;,X,(t) +Z,(t) (1) satisfied. The secure degrees of freedom téple, ..., v )
i—1 is achievable if the rate tupl@Ri1,..., Rya) IS achievable
_ and
whereX;(t) is the ' x 1 column vector representing thé RA(P
symbol extension of the transmitted symb}, i.e., X;(t) = nji = lim ji(P) V(j,i) € T x I,
[Xi(1,t) X4(2,8) -+ X;(F,0))7. Similarly, ¥, (t) andZ; (t) P—oc log(P)

represent the symbol extension¥dfandZ;, respectivelyH ; I={L2,....,M}, J={1,2,...,N}



B. Secrecy Constraints 3) Secrecy Constraint 3: Let us defineS; C Z to be the set

We will define four different secrecy constraints as followS! transmitters that are compromised, i.e., the messages fr
1) Secrecy Constraint 1: The secrecy constraint is defineothe compromised transmitter are revealed to the unintended
receivers andS; to be the set of the remaining transmitters.

as
. We define secrecy constraint 3 as
—H(Wg_j)xz|Y}) > Z Ry —e 1 o
nk (ri)E(T—J)XT —HW(g—jxs; Y], W(g—jxs;) 2 Y Ru-—e
(ri)e(T—7)x 8¢
where VS C T
A . .
Wg—iyxz = {Wri :¥(r,i) € (T = j) x I} This constraint ensures that secrecy of any subset of tignsm

This ensures the perfect secrecy of the set of all unintend&§® €ven if all o_ther transmltteri are compromised. Als, t
messages at each receiver. Moreover, it can be shown thaf'€CY constraint guarantees that

erfect secrecy for a set of messages guarantees perfemtysec 1 —n
P y gesg P » —H(Ws,xs¢|Y], W7 _jyxs;) = Z Ryi—e¢

for any subset of that message set, i.e., nF
(T,i)GS,]XS}:
1 — .
—H(Ws|Y}) > ST Ri—eVSC(T-4)xT (2 VS, CINS; C T —
(r2)€s 4) Secrecy Constraint 4: Even if any subset of transmitters
To see this, consider Sy C T is compromised, we require secrecy of the set of
_ _ _ messages fron¥§ — [ transmitters for any € S5. We define
H(W-jxz|Y]) = H(Ws|Y])+ H(Ws:[Ws, YY) secrecy constraint 4 as
©) 1 o
< HWs[Y))+HWs) @) nF Wi l¥5, Wia—pxs:)
where S¢ denotes the complement 8fand [3) follows from = . Z Ryi—e VS CI, VIES]
the chain rule and{4) follows from the fact that conditiapin (ri)€(T=7)x(57=D)
reduces the entropy. If the message set satisfies the secrgty THE M x N USERX NETWORK WITH CONFIDENTIAL
constraint, i.e., MESSAGES
H(W s jyxz[¥7) > H(Ws) + H(Wge) — ¢ In this section, we consider the achievable secure degrees
7 of freedom of theM x N user X channel under different
then from [4) we have secrecy constraints. In order to satisfy the secrecy cainss;

HWT™) + HWe) > HOW HW we use the random binning coding scheme to generate the
(WsY7) + H( S_C) 2 H(Ws) + H(Wse) —e codebook. This is a natural extension of the coding scheme
= H(Ws|Y}) > H(Wg) —¢ used in [7] to achieve the inner bound of the capacity region
) . . of the two user discrete memoryless interference chanrbl wi
Thus, the confidentiality of ihe SUbsW s is preserved. confidential messages. To maximize the achievable degfees o

. |2.) Sefcrﬁcy Con?trau_nt 2 dlnjtead of ensufrlnlgll the Conf'den'freedom, we adopt the interference alignment scheme used
tiality of the set of unintended messages of all transnsitee in [11]. The main results of this section are presented in the

only secure the set of unintended messages fromMdny 1 following theorems:
transmitters. Secrecy constraint 2 is defined as Theorem 1: Eor .theM « N userX network with single

1 _ antenna nodes——2.=L . secure degrees of freedom can
— , ny > - ; M(M+N-1)
nFH(W(j_J)X(Z_MYJ) = Z Rrimevie 1 be achieved for each messa@é;, Vj € {1,...,N},Vi €

(ROE(T =X (=0 {1,...,M} and hence a total of;"+—1} secure degrees of

where freedom can be achieved under secrecy constraint 1.
_ . _ Proof: We provide a detailed proof in the Appendix. A
Wg—jpx@-t = Wi : V(i) € (T = j) x (T = 1)} sketch of the proof is provided here. Consider fiesymbol
Again, the perfect secrecy of a message set guaranteestpefigtension channel wheie = N (m+1)" +(M —1)m", Vm €

secrecy for any subset of that message set, i.e., N andI' = (N —1)(M — 1). Over theF" symbol extension
channel, messag’;; is encoded at Transmitter 1 into; =
LH(WS ws, Y7 > Z Ry — €, (m-+1)I' independent strean®;; (t) which is an(m+1)" x 1

nF e sy vector and messag#/;;,i # 1 is encoded at Transmitter
VS, C j—j,v& cT-1 i into m; = m! independent streamX;(¢) which is an

m! x 1 vector based on random binning coding scheme. Note
Note that satisfying secrecy constraint 1 ensures satgfyithat such coding scheme introduces randomness to ensure the
secrecy constraint 2. secrecy. Then transmittélemploys the interference alignment



scheme mapping;;(t) to V;;(t)X;i(t) where V;; is the Note that in [11], it is shown tham degrees of free-

F x m; matrix. At last, Transmittet sends signalX;(¢) = dom can be achieved for each mess&igg without secrecy
Z;.V:l V,i(t)X,i(t) into the channel. Note that the precodingonstraint. Theorerll 1 shows that only a fractign degrees
matricesV ;(t) are chosen as given in [11] so that at eacbf freedom is lost under secrecy constraint 1. However, it is
receiver, the desired signal vectors span a signal spaaghwthinteresting that if we relax the secrecy constraint a litile.,

is disjoint with the space spanned by the interference vectoonly ensure the confidentiality of the set of messages from
Therefore, each receiver can decode its desired data streamy M — 1 out of M transmitters at each receiver, there will
by zero forcing the interference. Note that at Receiyethe be no loss of degrees of freedom. We present the result in the
signal vectors associated wiflf desired messagé¥’;;,vi = following theorem:

1,...,M span am+1)" 4+ (M —1)m" dimensional subspace Theorem 2: For the M x N user X network with single

in the F = N(m + 1) + (M — 1)m" dimensional signal antenna nodes, each message can achigyé—; secure
space. Thus, to get an interference-free signal subspaee, degrees of freedom for a total gf22l"; secure degrees of
dimension of the subspace spanned by all interference rgect®eedom under secrecy constraint 2.

has to be less than or equal(®y —1)(m+1)". Notice that the Proof: The proof is similar to the proof of Theorem 1.

interference vectors from Transmitter 1 spaa-1)(m+1)" e only provide a sketch of proof here. It can be shown that
dimensional subspace. Therefore, we can align the interéer o following secrecy rate is achievable:

vectors from all other transmitters within this subspace so
that each receiver can decode its desired data streamsdy zer 1 _
forcing the interference in this subspace. Next, it can losvsh Rji = fI(XjUYj)
that the following secrecy rate is achievable: 1 1
1 _ F(M—1)(N —1) kefier
Ry = £1X;5Y;) V(i) e TXxIVIeT (6)

1 1 _
iy I(X(7_ Y. X
FM(N—l)%le&?( (X(7=r)x7; Y| Xx1)

I(X(7—kyx(@-1); Y| Xx1)

whereF = N(m+1)"+(M —1)m" andl' = (M —1)(N—1).
Y(j,4) € J x I (5) Through interference alignment, it can be shown that

From [L1], we have 1(X1%;) = nlog(P) + oflog(P)
I(X;:;Y;) = (m+1)" log(P) + o(log(P)) i=1
wheren = (m + 1)' wheni = 1 andn = m!' when
and t = 2,3,...,M. Then consider the secrecy penalty term
N o T . I(X(7_ _n: Y| Xexz). At each receiver, the interfer-
[(Xyi; Y5) = m log(P) + ollog(P)) & =2,.... M eglce({/e?t:)(ré f?om T|ransm?ttér3 ..., M are aligned perfectly
Next, consider the terrﬂ(X(j_k)XZ;?k|ka1) which de- with the interference vectors from Transmitter 1, i.e. guer
notes the secrecy penalty. Notice that all the interferamee terference signal vector from Transmit®ei3 . . ., M is aligned
tors are aligned within the space spanned by-1)(m+1)!' along the same dimension with one interference signal vecto
interference vectors from Transmitter 1. Therefore, theessy from Transmitter 1. Note that there afe: + 1)" interference

penalty is vectors for each message from Transmitter 1, but there dye on
_ mY interference vectors for each message from Transmitter
I(X(7-k)x7; Y| Xkx1) 2,3, M1 =1,1(X(7_pyxz-1); Y| Xixz) denotes the
= (N =1)(m+1)"log(P) + o(log(P)) Vk e J mutual information between the channel output at Receiver

k and channel inputs from Transmitt@r... M. Since all
vectors from Transmitte2, 3 ..., M are aligned perfectly with
interference vectors from Transmitter 1, it has zero degofe
freedom, i.e..](X(7_r)xz-1); Yr|Xrxz) = o(log(P)). For
Vvl # 1, the interference vectors from Transmitieoccupy a

Hence, [(b) can be written as

Rji = 2(m+1)"(1 ~ =) 10g(P) + o{log(P)) i =1

and
r (N — 1)m" dimensional subspace. Therefore, the remaining

Rji = l(mP_ (m+1) )log(P)+o(log(P)) i=2,...,M transmitters can get @V — 1)((m + DY —mh) dimensional

' F M space without interference vectors from TransmitteFhere-
As m — oo, we have fore, we have
Ru=—2=1 1og(P)+o(log(P)) V(i 7 7

i = L T N - 1) e Folles(P) Vi) € T o0 (X —iyse(z—y; Vel Xer)
As a result, each message can achieye = r—r = (N =1)((m+1)" —m")log(P) + o(log(P))
secure degrees of freedom for a total g~ secure V(j,i) €T xT

degrees of freedom. ]



Thus, [6) can be written as Consider the termI(X(j_k)Xsc;Yk|XkX50,XJX5). Fol-
lowing similar analysis in Theorem 1, ifS| < M — 2, it
(M — 1) — ((m + )T — mP) g 4 5] <

o= can be shown that
Vi=1,2,...,.M ke%l%xcl_l(x(J—k)xSC§Yk|Xk><SC7XJXS)
Whenm — oo, we have = (N = 1)(m +1)" log(P) + o(log(P))
C— bm (M —1)p—((m+1)F—m") 1 Therefore,
it = M F(M—1) T M+N-1 1 (m+1)°
. Rji = F(’Y - ﬁ) log(P) + o(log(P))
Therefore, each message can aChlﬁ){@}VTl secure degrees —[S]
of freedom for a total 0% secure degrees of freedom. V(j,i) € T x 8°

[ | r ) r .
) , wheren = (m 4+ 1)" wheni = 1 andn = m' wheni =
Next, we consider the achievable secure degrees of freedgrg g M (As m L o K

under the more conservative secrecy constraints to ensure’

i i : 1 1
secrecy of any subset of transmitters even if all other trés Ry = _ log(P) + o(log(P
ters are compromised. We present the result in the following” M + N — 1( M — |3|) 8(P) + ollog(P))
theorem. V(j,1) € J x S°¢

Theorem 3: For the M x N userX network with single Therefore, each message can achieyel— (1 — —1 )
antenna nodes, even if any subset of transmittés,C ’ g %')ng‘gPl)M*‘S'

{1,...,M} is compromised, the remaining/ — |S|) x N secure degrees of freedom for a total -6 —+~7— secure

users can still achieve a total S#4=I5I=1 secure degrees degrees of freedom under secrecy constraint 3.

M+N-1 . . . .
of freedom under secrecy constraint 3 aﬁ%ﬁ;ﬂ) secure S_lmllabrlly, toh satls;‘y setf:rfeci/h c?nﬁtra_mt 4, W? (.jet_S'gn an
degrees of freedom under secrecy constraint 4, as Ionga:gg'eva € scheme lo salisly the foflowing constraint.

S| <M —2. 1 .

. . . —HW (7_iyxse—n|YH, X,
Proof: To satisfy secrecy constraint 3, we design an nkF (Wig—gxs-nl¥j, (J‘J)X‘S)
achievable scheme to satisfy the following secrecy coimstra > § Ry—¢ YSCIZ, VieS§

1 Tnown (ri)e(T—35)x(Sc=1)

nF _ _ Then it can be shown that the following secure rate is
(r)€(T—j)xSe

VS C T achievable:
Ry = S 1(X,;: %) — — ! y
where e pT e T (M~ S| - 1)(N - 1)
(7-jxs =1XFi 1 V(j,i) € (T —j) x S} kej,?el%)c(,é‘czI(XU*’“)X(SC*”;YlekXSC’XJXS)

Y(j,1) € T x S°¢
X ~ denotes the codeword for messagéel;;. G ed
Note that this secrecy constraint is stronger thafollowing similar analysis in Theorem 2, || < M — 2, it
H(W(7_jjxse Y}, W(s_j)xs). Because can be shown that

HW (7_jyxs: Y], W(7_j)xs) I(X(7-kyx(se—1); Y| Xixse, Xgxs)

= " kej,gg%)c(ﬁcl
H(W (7-j)xse[Y] W78, X(7j)xs) = (N = D)((m+ 1T = m") log(P) + o(log(P))
= H(Wg_jxs|Y], X{7_j)xs)

Y

Therefore,

In other words, we want to ensure secrecy of any subset of r r
. i . M—|S|—-1)n— -

transmitters even if all other transmitters’ codewordheat R;; = ( | |F ]\)/;7 Es(‘m+1 ) —m )1og(P) + o(log(P))

than messages are revealed to the unintended receivess. Thi (M =8| - 1) o .

is possible because the achievability scheme encodes the v(j,1) € T xS

messages separ_atel_y :_;md each message has its codewords\,\_,]l{[g‘lfg-e77 = (m+ 1)T wheni = 1 andy = m wheni =

coding scheme is similar to that used in Theorem 1. Thenaits A7 Asm — oo,

can be shown that the following secrecy rate is achievable:

log(P) + o(log(P)) V(j,i) € T x S°¢

1 . 1 1 Ji =
Rj':FI(in;Yj)—F(M SN =D ¢ Y M+N-1
I(x T4IX X ) Therefore, each message can achigver— secure degrees
max _ cy c, _
keJ,SCI (T=k)xSs ThIAkxS ATxE of freedom for a total o A%N‘_Sl') secure degrees of freedom.

V(j,1) € J x 8¢ u



IV. THE K USERGAUSSIAN INTERFERENCE CHANNEL V1. APPENDIX
WITH CONFIDENTIAL MESSAGES

In this section, we consider thé& user Gaussian in- A. Proof of Theorem 1

terference channel with confidential messages. In [9], this pyoor: et T = (N — 1)(M - 1) and F =
interference channel with confidential messages is cormideN(m + )T + (M — 1)m!',¥Ym € N. Over the F' sym-

under secrecy constraint 1, i.e., bol extension channel, for each messd§e;, we generate

1 _ . onF(Ryi+ Ry +Rj -+ R+ codewords each of length
ﬁH(W(K*J’ﬂYj)Z Z Ri—e We’c:{L?"“’K}mmi, wherem; = (m + )Y, m; = m'', Vi = 2,3,..., M
i€(K—j) . Each element of the codewords is i.id. CA/(0, £=<) such

. e that the power constraint is satisfied. We denote the codkwor
It is shown that each user can achlezé%_—2 secure degrees ;4

of freedom. However, we consider the same channel under
secrecy constraint 2, i.e., " B
X" (wj;, b, b2 D=L b = [Xy5(1) -+ Xji(n)).

i Ui e oo 0555 04

1 _
—H(W —i—m Y?" Z Ri—E
ni Wies-m¥5) ie(,;j_m) wherew;; € {1,...,2" i}, bk € {1,... 2" FRiY vk =
VimeK={1,2,...,K},j#m 1,---,N — 1, b}i € {1,...,2"FRL} and X;;(t) is an
m; X 1 vector. This can be interpreted as the codebook is
and secrecy constraint 4, i.e., first partitioned into2"f' i message bins and then each bin
) is divided into 2"F R sub-bins which we refer to the first
—FH(W(SC,j,m)W;‘,Ws) > Z R, —¢ layer of sub-bin2s. Each sub-bin in the first layer is further
" i€(Sc—j—m) divided into2"#'%ji sub-bins which comprise the second layer.
YmeSe, j#£m, VScK={1,2,...,K} Such partition is repeated until thgv — 1)** layer. Each
sub-bin in the last layer contairF % codewords. Hence,
whereS is the set of users that are compromised. Interestingly,;, by, . . ., bﬁfl represent the message bin and the sub-bin
we show that for these two scenarios, each message gafexes of thek!" vk =1,--- ,N—1 layer respectively.

achieve% secure c_zlegree_s of freedom which is_ the same asNow, to send a message;;, Transmitteri looks into the
v;/]hat on? can ﬁcf}lel\lle Wlthohut secret':y constraint. We presg{{gssage binv;; and randomly selects a sub-bb@xi in the
the results In the following theorems: first layer, sub-birb?; in the second layer and so on according

‘Theorem 4: For the K user Gaussian interference channgh the uniform distribution. In the sub-bin of the last layer
with single antenna nodes, each user can ach?mcure
degrees of freedom for a total § secure degrees of freedo
under secrecy constraint 2.

. . T
a codewordb!; is chosen uniformly ovef1, ..., 2" "},

mHere, it obtains a codeworK”(wji,b}i,-u ,b%il,b;ﬁi) =
_ T [X,i(1),--+,X;;(n)]. For each time slot € {1,...,n},
d Proof._ttTgeh proof is similar to the proof of Theorem 2Transmitteri employs the interference alignment scheme
and I1s omitted here. L mapping X,;(t) to V;;(t)X;;(t) where V;; is the F x
Theorem 5: For the K’ user Gaussian interference channg|, =~ 4trix.” At last. Transmitteri sends signalX;(t) =
with single aqtenna node_s, even if any subse_t .of USErS, Z;VZI V.,:(t)X,;(t) into the channel. Note that the pre-coding
{1,2,. ..7K}_ is co_mpromlsed, then the remainirig — |S| matricesV ;;(¢) are chosen as given in [11].
users can still achlevé secure degrees of freedom for each Without loss of generality, we assume
message for a total o@ secure degrees of freedom as '
long as|S| < K — 2.

Proof: The proof is similar to the proof of Theorem 3 I(X(g-1)xz; Y1|Xixz) < I(X(g-2)xz; Y2|X2x1)

and is omitted here. ] < < I(X(g-nyx1 YN[ XNxz)
V. CONCLUSION where X(7_j)xz = {Xp : V(i) € (J — j) x
7} and X, xz = {X,; : Vi € I}. We choose rates
In this work, we obtain the achievable secure degrees &f;, R}, - - ,R%‘l,RL as follows
freedom for theM x N userX network under different secrecy
constraints. We also obtain the achievable secure degree 1 S 1 1 S
o = =1(X;Y) — = I(X7_ ;Y v|X
of freedom for the K user Gaussian interference channel ~“ F 1( J i .7)1 F M(N-1) X _N)XI N[ Xnxz)
under two different secrecy constraints. We can see another R = s mron o L (X (7-nyxz: YN [ XN xz)

advantage of interference alignment, i.e., interferengpads
are aligned along the same dimensions to assist secrecy in
wireless communications.

—I(X(ijJrl)xI; YN—I |X(N71)><I)]



Rk:l 1

ji = FM(N-1) X

(X (7-N+k-1)xT; Y N—k41| X(N—k41)xT)

—I(X (N1 xT; YNk X (N—k)x7)] (7)
Ry = e (X (g-2)x1 Yol Xax)
—I(X(7-1)x7; Y11 X1x7)] 8)
Rl = $ v I (X7 1)<z Y1 Xixz)) — )
Note thatR;; + Rj; +- ~-+RL- = +1(X;;; Y;) —e. Next, we

will show this scheme satisfies both the reliability reqoiest
and the secrecy constraint.

Since Rj; + RY; + -+ + R, +I1(X;Y;) —€ <
+1(X;i;Y;), each user can decode its desired streams
liably.

To ensure the secrecy constraint 1, we need to show

>

(ri)E(T—i)xT
N}, ZT=1{1,...,

H(W (52| Y}) > Ry —¢

J=1{1,...,
We consider the following equivocation lower bound
> H(W(7_jxz| Y7, X] 1)

where the inequality is due to the fact that conditioninguessbs
entropy.

H(W(J—j)xﬂY?a X?XI)
H(W (7_jyxz, Y} |1XF 1) —
H(W (7_jyxz, Y} X}y 1,

M}

H(W (7_jxzY7}) (10)

H(Y}|X) (11)
(Yn|X] ><I)
(12)

BgJ J)XI)

Y

N—
Bl jyxz Bl )

: Y(ri) € (T —j) X I},Vk =

j _ 1
where B, ).z = {B(z—jxz
and B

—HXT — {Bk
L--

T

bin index in thekt" layer for codewordX?; and is uniformly

distributed over{1,...,2" 5}, Then, the first term of{12)
can be written as

H(W(ij)xlaYﬂX?XIngj j)XI)
= HW (g jyxz, Y7 X072 Xz, Bl 7y oz)

_H(X?ij)xﬂW(J*j)XI’Y ijl’ngfj)xI)
H(W(jfj)xlaX?ij)xI|Xj><I’B(ij)xl')
+H(??|W(j—j)><1axz7 j)xIvX;'lleng j)><I)

— HX{7_jxz/Wg—jyxz, Y3, X2, B, 1)

H(W 7 j)xIvX?J—j)xﬂB(J—j)XI)
+H(Yn|Xj 7) ><1'7X;'l><I)
— H(X{s_jyxzIW(g—jyxz, Y} XJz. B

(7—i)x1)
(13)

where

H(W(J—j)xlv X?J—j)xI|X?><I’ ngfj)xl)

= H(W (7—j)xz X?j—j)xI|BJJ—7')><I)

sinceW 7_j)xz, X{'7_;) 7 are independent oX’, 7, and
(Y"|W (T-xT X7 jyxz Xix1> B(ij)xl)

- H(Yn|X(j —j)xD’ X?XI)
due to the Markov chain

(X?ij)xlv Xixz) = Y7

(W(J 7)XI?B(j g)xI) j

Hence, from[(10),[(T2)[(13), we obtain
H(W (g7 jxz|Y})

> H(W - j)xIaX?J—j)xﬂBjj j)XI)
+H(Yn|X(J XTI Xjxz) — (Yn|ngI)
—H(X{7_jyxzl Wiz, Y}, Xz Bl 1)

> H(X{7_; ><I|Bj pyxz) — 1(X{- iz YXT )
_H(X(ij)xI|W(.7—j)><ZaY X]XI) ng J)XI)(14)

We now bound each term i {114). Consider the first term.
Note that given the flrst toN — )" Iayers sub-bin indexes,

n (RY, I 4+ RN R
Xis .z has 2"
possible values with equal probability. Hence

H(X{7_jyxzBl7_jyx1)

=nF > (Ru+Ry7T4
(ri)E(T—)*T

>

(ri)e(T—4)xT

re-

(r,i)e{T —3}XT

+RN-V 4+ R1)
=nF R”‘-I—TLI(X(j,j)XI;YﬂXsz) — €

(15)

where the last step follows frorh](7) ard (9). — 0 asn —

— 1 denotes the set of all the sub-bin indexes of thg, Second, we can bound
kth Iayer for all codewordX{, ;. By; denotes the sub-

I(XP7 ez Y71 X ) < nl(Xg—jyxz, Y1 Xjxz) +2%2)

16
wherees — 0 asn — oo. Finally, the third term can be
bounded as follows

) S nes
(17)
wherees — 0 asn — oo. This is because Receivgrcan
decode the codeworX?, ., ; given the message, the first
to (N — )" layers’ sub-bin indexes and the observatif.
Then, Fano’s inequality implie§ (1L7). '
From [I5), [16) and(17) , we can write_{14) as

H(X07_ 52z Wg—jyxz, Y5, Xy 1, Bl; iz

1 Ve
ﬁH(W(J—j)xﬂYj)
1 _
> Z Ry + FI(X(J—J')XI;YHXJ‘XI)

(ri)e(T—j)xT

I(X(7-jx7: Y51 Xjxz) — €1 — €2 — €3

Bl



Hence, security condition is satisfied at ReceivefFherefore,
the following secrecy rate is achievable:

1 S 1 1

Rji = - 1(Xji; Yj)_FmI(X(JfN)Xlﬁ Yn|Xnxz)

F
From [11], we have
I(X Yj) = nlog(P) + o(log(P))

wheren = (m + 1)F wheni = 1 andn = m!' when

i = 2,3,...,M. At each receiver, the interference vectors
from Transmitter2,3..., M are aligned perfectly with the
interference from Transmitter 1. Then, we have

I(X(7-nyxz: Y| Xnxz) = (N=1)(m+1)" log(P)+o(log(P))

Hence,

1 - 1 1 _
Rj; FI(in;Yj) - FmI(X(JfN)XIQYNLXNXZ)
1 1
= F(m + D)1 - M) log(P) + o(log(P)) i=1
and
1 1t
Rji = f(mr—%) log(P)+o(log(P)) i=2,...,.M
As m — oo, we have
M—-1
i = ———— log(P log(P
Ryt = 371 3 =) 108(P) + oliog(P))
Y(j,i) € {1,....N} x {1,2,..., M}
As a result, each message can achigye = m

secure degrees of freedom. Therefore, for a totalMdiNV
messages, we can achieve a total%véf% secure degrees
of freedom. The proof is complete. [ ]
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