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Abstract

Region-based tracking in a temporal image sequence is 
described as a segmentation of current frame into a set of 
non-overlapping regions: the tracking regions and the 
non-tracking region. The segmentation is viewed to be a 
Markov labeling process. Based on the key idea of using a 
doubly stochastic prior model, the optimal estimation for 
the label field is found by the minimization of a differen-
tiable function. We exploit the feature-spatial probabilis-
tic representation of a region as the conditional distribu-
tion in the Bayesian framework, which makes our tracker 
robust to local deformation and partial occlusion. The 
continuity of the objective function leads to a much faster 
numerical implementation. Very promising experimental 
results on some real-world sequences are presented to 
illustrate the performance of the presented algorithm.  

1. Introduction 
In recent years, interest in tracking has increased with ad-
vances in computer vision methodology and video proc-
essing capabilities. Tracking of regions is often connected 
with difficult problems such as video surveillance and 
object-based coding. Generally, the approaches to region 
tracking can be divided into three dominant classes: ap-
proaches based on feature points [1] and edges [2], ap-
proaches based on region information [3], and the combi-
nation of both contour-based and region-based approaches 
[4]. Although numerous methods have been developed to 
date, most of them suffer from severe constrains imposed 
on the nature of the image sequence. Some assume the 
additional priori motion model, while others constrain the 
region tracked have uniform or sharp edge. To make the 
approach more applicable, Mansouri [5] proposes a track-
ing algorithm based on region-competition model and 
solves it via Level Set PDEs. The assumption used in [5] 
is the continuity of luminance/Chrominance, which is a 
very basic assumption for tracking problems, hence the 
avoidance of motion field or motion parameters computa-
tion. However, this approach is very sensitive to the initial 

contour that encloses the region to be tracked. In the mo-
tion tracking issues, background pixels may sometimes be 
mistracked.

In this paper, we further investigate tracking approaches 
without motion computation and we introduce the hidden 
Markov random field models to handle both spatial and 
appearance properties of the tracking and non-tracking 
regions. The tracked objects are located in each new frame 
by searching a label field of the pixel lattice that maxi-
mizes a post-probability. We exploit the Feature-Spatial 
distribution of a region representing a non-rigid object as 
a conditional distribution in the Bayesian framework. 
Given a sample from a region representing the objects, we 
estimate the Feature-Spatial joint distribution using kernel 
density estimation. The hidden measure vector field in-
troduced by the doubly stochastic model permits the 
characterization of the solution for complex field labeling 
problem in terms of a differentiable energy function, 
which can be solved efficiently by Newtonian descent 
scheme. The introduction of Feature-Spatial distribution 
and the exploitation of doubly stochastic model make our 
algorithm distinguish itself from other region-based track-
ing approaches.  

The structure of this paper is organized as follows: In 
section 2, we formulate the tracking problem in a prob-
abilistic framework. In section 3, we present the joint 
Feature-spatial representation and the tracking objective 
function. In Section 4, we discuss the scheme for the 
minimization of objective function. In section 5, some 
experimental results and comparisons with other tracking 
algorithms are provided. Finally, some conclusions are 
drawn in section 6. 

2. Hmmf Tracking Framework 

Let )( kI represents a sequence of images observed from 

the pixel lattice and indexed by k . Assume that there 

are 1M  tracking regions },,{ 11
n
M

n RR  and one 

non-tracking region ( or background ) n
MR  in image

nI ,
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such that n
l

M
l R1 ; n

j
n
i RR ji . The 

tracking of },,{ 11
n
M

n RR  from time interval n  to 

1n can be formulated as the problem of segmenting im-

age
1nI into },,{ 11

1
n
M

n RR , given
nI ,

1nI and },,{ 1
n
M

n RR . The way to achieve this goal can 

be naturally regarded as a labeling process. As is, to some 
extent, similar to the region-based static image segmenta-
tion. Some statistical approaches, such as Markov Ran-
dom Field (MRF) method, have been proposed in the last 
decades and proved to be powerful for such segmentation 

problem. Let l  be the label field associated with
1nI .

In classical MRF model Mrl ,,1)( , denoting that 

pixel r belongs to the region 1
)(

n
rlR . The estimation of 

l  is always described as a discrete optimization problem, 
which is normally solved, with very expensive computa-
tional cost by SA-like or EM-like algorithms. Recently 
Marroquin et al.[6] presented the HMMF model for image 
segmentation. HMMF constructs a doubly stochastic 
model with an additional hidden Markov random measure 
field. It has achieved great improvement over classical 
MRF model in both accuracy and computational complex-
ity. In this paper, we adopt HMMF model in the tracking 
labeling process. The formal description of the model is 
presented as follows: 

Let )}0,1|),,{(
1

1 i

M

i
iM eeee , f  is the 

hidden measure vector field associated with the discrete 
label field l , ),,()( 1

r
M

r ffrf  and r
if  is the 

probability that pixel r  belongs to region 1n
iR . Denote 

),,( 1
n
M

nn RRR . The goal of labeling is to compute a 

posterior probability distribution ),,|,( 1 nnn RIIfP .

Through Bayesian rule, we get 

)()(),,,|(
1

),,|,( 11 PfPfRIIP
Z

RIIfP f
nnnnnn

r
f

nnn PfPfRIrIP
Z

)()(),,,|)((
1 1    

r
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i
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1

1

1

r
f

M

i
i

n
i PfPrfrIP

Z
)()())()|)(((

1

1

1

, )|( iiP  is the probability distribution function that gen-

erate region 
iR  ( region n

iR  may be viewed to be a 

group of feature samples generated by this distribution) , 

i
 is the associated parameters. C

C fW

f
f e

Z
fP

)(1
)( .

)( fWC
 is given potential function and C  are the cliques 

of a given neighborhood system. If we consider cliques 
C  of size 2, a simple quadratic potential is expressed as: 

M

i

s
i

r
rsC ffsfrfWfW

k
1

2)())(),(()(

, where sr,  are neighboring sites in  and 

is some positive constant. )(P  is the prior distribution 

of , a non-informative (constant) prior may be used if 
there are no prior constrains on . Z  and 

fZ  are 

normalized constants.
Let’s denote ),(1 1

),,|,( fUnnn e
Z

RIIfP , then optimal 

estimation of f  must minimize the following energy 

function: 

r C
C PfWrfrvfU )(log)())()(log(),(

(1)                 

, where ),,()( 1
r
M

r vvrv , )|)(( 1
i

n
i

r
i rIPv ,   

To obtain the optimal estimator *l  for the label field, we 
use the following procedure: 

1. Minimize the ),( fU given by (1), subject to the 

constrains: )(rf , for all r ;

2. Find the mode for each discrete measure )(* rf  in 

a decoupled way: 

)(maxarg)( ** rfrl k
k

3. APPEARANCE REPRESENTATION 

Now we will define the distribution function )|( iiP .

To a given region 
iR , we view both the feature and the 

feature location to be probabilistic random variables . 

Given the tracked region of nRi
 in the frame nI , we 

can model the feature-spatial joint probability distribu-
tion of 

iR  as follows [7]:  

i

kk

N

k
ikik

i
iii uuGxxK

N
uxP

1
21 )()(

1
)),(|,(

21
 (2) 

, where 
iNkikik ux ,,1)},{(  are the samples that form 

n
iR , x  is the 2-dimensional location variable, )(xu

is the d -dimensional feature vector at location 
x .

1k
K  is a 2-dimensional kernel with a bandwidth 

1i  and 
2k

G  is a d -dimensional kernel with a 

bandwidth 2i . The bandwidth in the spatial dimen-

sions represents the variability in feature location due to 
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the local deformation or measurement uncertainty while 
the bandwidth in the feature dimensions represents the 
variability in the value of the feature. We absorb the 
normalization constants into the kernels for conven-
ience.
The outline of our tracking process is shown in fig. 1: 

Fig.1 Tracking based on HMMF via Joint Fea-
ture-Spatial distribution 

4. Energy Minimization Algorithm 

4.1 Estimation of The Distribution Functions 

From energy function (1), we can see that vector )(rv
has to be calculated for every pixel in current frame. Let 
N  be the total number of pixels on lattice , and we 

have NN
M

i
i

1

 . From expression (2) it is clear to see 

that the total calculation complexity for estimate v   is 
)( 2NO . This is extremely high for real-time tracking pur-

pose. We now make a major simplifying assumption 
which will allow us to approximate the probability distri-
bution )),(|,( 21 iii uxP . We assume that the distribu-

tion is highly peaked as a function on x . In other words, 
we assume that )),(|,( 21 iii uxP  is concentrate on a 

small neighborhood of x  (see Fig. 2), that is: 
                        

ik

ik

ik
xx

xxK
xxK k

k 0

sup
)( 1

1

Fig. 2 Approaching kernel function by bound function 

Then the joint feature-spatial distribution can be expressed 
as:

21 )(sup
1

)),(|,(
21

ik

ii
xx

ik
i

iii uuGK
N

uxP

With such simplification, the computational complexity 

for v  is reduced to )( 2NO , and typically we have 

N . )(
2k

G  is chosen to be the Gaussian distri-

bution function with zero-mean and variance 
i2

 in this 

paper. In natural tracking problems, the regions of the 
objects are always singly connected and the translation 
and deformation are small between successive frames. 
The HMMF model can be just applied on a rectangle area 
that surrounds the tracked region in current frame, as is 
illustrated in Fig. 3. If the tracking region is relatively 
smaller comparing to the whole image, the computational 
complexity can be further reduced. These rectangles need 
to be updated for every tacking object in each frame.  

Fig. 3 Tracking region and the local rectangle sur-
rounding it 

4.2 Energy Minimization Algorithm 

As soon as the vector field v  has been determined in 
the current frame, the minimization of (1) may be effected 
using any general purpose constrained optimization tech-
nique. We have found, however, that due to the simplicity 
of the constraint to f , by Lagrange multiplier,  the op-

timization goal may be expressed as maximizing follow-
ing energy function without additional constraints: 

)1)(()())()(log(),(
1

2

r

M

i

r
ir

r C
C ppWrprvpU  (3) 

, where Mifp r
i

r
i ,,1,)( 2

1

which is intro-

duced to guarantee that the resulting *)( r
if satisfies

0)( *r
if . )|( rr  is the set of Lagrange 

parameters. Here we consider a non-informative prior for 
, thus )(log P  can be ignored. The maximization of 

U  can be solved effectively by multi-scale gradient pro-
jection Newtonian descent (GPND) algorithm [4]: 

pUp p 2
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2U
The discretization of these equations gives an iterative 
gradient descent algorithm with inertia: 
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, where m  is the time interval of iteration  is a con-

stant weight. 

5. Experimental Results 

In this section, we illustrate our tracking algorithm on two 
real image sequences with natural motion. In our experi-
ments, initial tracking regions are manually selected in 

frame 0( 0I ) of the sequence. This region is then tracked 

from 0I  to 1I , from 1I  to 2I  and so on until the 
last frame in the sequence. The results are shown in form 
of the minimal bounding box (MBB) of the tracked region. 
The first tracking experiment is performed on the 
Fish-Tank sequence ( 240320  RGB images, 97 frames). 
In this case, we use five dimensional feature-spatial space 
(2D location and 3D RGB color). Firstly, we concentrate 
on tracking only one distinct fish in the scene and com-
pare the results with that of the condensation algorithm [8]. 
Fig.4 shows some tracking results of our HMMF-based 
algorithm. The bandwidth parameters are 

)10,8(),( 12  and 5. During the first 60 frames, 

the background is pure on the motion trajectory of the 
target white fish. From frame 70, the scenario is much 
more challenging for the tracker. Our algorithm performs 
well in both the simple and highly cluttered scenes and is 
adapted to the shape deformation of the target. As a com-
parison, we give the tracking results of the condensation 
tracker [8] on same sequence (Fig. 5). We choose gradient 
as the image feature. The tracker clearly fails after frame 
70. The features throughout the scenario draw the contour 
tracker away from the true target. 

   
         2                      40 

   
         60                    70 

   
         80                     95 
         Fig.4 Tracking a fish in the tank 

   
         2                        70 

   
          80                    95 

Fig.5 Mistracking of the condensation tracker  

Secondly, we will concentrate on the tracking of two 
fishes on the same sequence. The two red fishes begin to 
overlap from frame 60 and then separate again after frame 
80. Fig.6 shows the tracking results of the two targets. The 
tracker also performs well during the whole sequence in 
spite of the overlapping and deformation in the appear-
ance due to the flowing. The bandwidth parameters are 

)20,20,6(),,( 2212  and 5

    
        46                       60 
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         83                      96 
Fig.6 Tracking of two fish under mutual occlusion 

The second experiment is performed on a sequence called 
Bike-God ( 180240  RGB images, 199 frames). In this 
case, we still use five dimensional feature-spatial space 
(2D location and 3D RGB color). The bandwidth parame-
ters are )5.0,8(),( 12  and 8 . This sequence 

shows tracking where the target is moving fast and the 
camera is unfixed. The tracked motor undergoes different 
variant kinds of poses and the orientation of the camera 
lens is changing in the sequence. From fig.7 we can see 
that the tracker successfully located the target at each new 
frame. 

   
         2                      40 

   
         60                     80 

   
120                    150 

           
        160                    175  

Fig.7  Tracking a motor from moving camera  

6. Discussion  

In our paper, the tracking is driven by the region structure 
as well as the region appearance distribution. If we con-

sider 1i  and 02i , which means the  ignorance 

of the spatial constraint and the feature kernel )(
2k

G is
reduced to a kronecker delta function, then distribution 

)),(|,( 21 iii uxP  becomes the exact histogram of region 
n
iR . We have tried just a histogram representation of re-

gions in our experiments, the realization is rather simple, 
however, the results are not very satisfying. This is partly 
because histogram is a very simple global measurement 
and replies heavily on the samples. Further more, it may 
be quite similar for the pixel in the boarding area thus 
background pixels may sometimes be mistracked . Hence 

the asymptotic behavior of 1i  is not very suitable 
for tracking purpose. The rigorist spatial constraint is very 
essential for the success of our HMMF based tracker. 
                                                           
7. Conclusion 

We have presented a novel region-based image tracking 
approach. The novelty of the method lies in the fact that 
region is formulated as a labeling problem and solved 
through Bayesian estimation. No motion model is as-
sumed nor any dense motion field is computed. The shape 
of the region being tracked is not constrained to belong to 
a particular family of shapes, nor should the region exhibit 
strong contrast with respect to the background. The only 
basic assumption of this algorithm is that the object’s ap-
pearance is generated from some certain probability dis-
tribution. This distribution is formulated in the joint Fea-
ture-Spatial space via kernel function. The exploitation of 
doubly stochastic model makes the estimation of optimal 
labeling field much quicker and more accurate comparing 
to the traditional MRF method. The experimental results 
validate our proposed approach. Our current research is 
aimed at providing better simplification to the ker-
nel-based distribution function. 
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