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Abstract

The performance of low-latency video streaming with multipath routing over ad
hoc networks is studied. As the available transmission rate of individual links in an
ad hoc network is typically limited due to power and bandwidth constraints, a sin-
gle node transmitting multimedia data may impact the overall network congestion
and may therefore need to limit its rate while striving for the highest sustainable
video quality. For this purpose, optimal routing algorithms which seek to minimize
congestion by optimally distributing traffic over multiple paths are attractive. To
predict the end-to-end rate-distortion tradeoff, we develop a model which captures
both the impact of encoder quantization and of packet loss due to network conges-
tion on the overall video quality. The validity of the model is confirmed by network
simulations performed with different routing algorithms, latency requirements and
encoding structures.

Key words: video distortion model, video streaming, ad hoc network, multipath
routing

1 Introduction

In ad hoc networks, nodes self-organize to create a mesh, in which each node
can act as a source, a destination or a relay for traffic. The flexibility of such
networks may be leveraged in a variety of contexts where the deployment of a
fixed infrastructure may be unfeasible or impractical. For example, in search-
and-rescue operations, establishing connectivity between wireless terminals
would allow voice and data communication in a disaster area without the
presence of cellular base stations. By using an ad-hoc mesh, one can achieve
both better coverage and capacity as compared to two-way radios.
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There are many technical issues yet to be addressed to support real-time mul-
timedia applications over wireless ad hoc networks. The high data rates char-
acterizing voice and video streams, and the tight delay constraints required
for real-time communication and interactivity are difficult to accommodate in
a network where node mobility and multipath fading may lead to unfavorable
wireless channel conditions. In addition, limited power at wireless nodes and
interference between neighboring transmitters result in a bandwidth-limited
environment with relatively low capacity on each link.
Prior work on distortion models for packetized video streaming has analyzed
the impact of packet loss on video quality when a media stream is sent over
an error-prone channel. In [1], the performance of a generic video encoder is
modeled, as well as the effect of packet loss for a time-invariant channel. In [2],
the effect of specific loss patterns on decoded video quality is analyzed. These
models focus on the case when bandwidth is not the limiting factor, and have
not addressed how network congestion may affect the received video quality
and how the action of a single user may affect the overall network condition.
For ad hoc wireless networks, this problem cannot be overlooked. The goal of
this paper, therefore, is to model the rate-distortion tradeoff of low latency
video streaming over ad hoc networks, by incorporating both the impact of
encoder performance and the influence of network congestion.
Decoded video quality largely depends on the sustainable rate provided by
the network layer. While traditional routing algorithms have shared the goal
of minimizing the number of hops between source and destination, and main-
taining complete routing tables at the routers, for ad hoc networks routing
needs to be revisited. Source routing algorithms, in which one or multiple
routes are provided on-demand for each stream, are usually considered a bet-
ter alternative to table-based routing, as network conditions are constantly
changing [3,4]. In this case, new optimization criteria such as the quality of the
path(s) or the available bandwidth of the route(s) may prove more useful than
the number of hops [5,6]. Another routing strategy is to minimize the overall
network congestion by partitioning flows optimally over multiple paths [7].
The combination of multipath routing with multiple description video coding
has often been proposed to improve the error resilliency for video streaming
over both the Internet and ad hoc wireless networks [9–11]. Multipath rout-
ing can also aggregate link rate for a single video stream and hence sustain
higher video bit-rates while simultaneously avoiding congestion by load bal-
ancing [12–14]. In our work, the benefit of multipath routing is attained in
terms of a higher supportable video rate, as the route selection and video traf-
fic partitioning are both performed in a congestion-minimized fashion.
The rest of the paper is organized as follows. In the next section, we present a
video distortion model which captures the influence of both the encoder per-
formance and network congestion. The proposed congestion-optimized routing
is compared to a simpler load balancing approach in Section 3. Experimental
results for two video sequences over a simulated ad hoc wireless network are
presented in Section 4, where we discuss the impact of using different routing
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algorithms, coding structures and latency requirements on the reconstructed
video quality.

2 Video Distortion Model

In live streaming applications, compressed video is transmitted over a network
at a given rate. It is desirable to achieve end-to-end delays of no more than a
few hundred milliseconds. When a packet does not arrive at the receiver by its
playout deadline, to avoid interruptions, the decoder conceals the missing in-
formation and the playout continues at the cost of higher distortion. Decoded
video quality at the receiver is therefore affected by two factors: quantization
errors introduced at the encoder while compressing the media stream, and
packet loss either caused by transmission errors or due to late arrivals. These
two contributions have different characteristics. Typically, the distortion in-
troduced by quantization is evenly distributed across the encoded frames and
is determined by the encoding bit-rate. This contrasts with the impact of
packet loss which usually introduces decoding errors (i.e. higher distortion)
in the frame containing the missing packet(s). Because of the predictive na-
ture of the compressed video stream, this error will propagate to subsequent
frames. Usually, these errors tend to decay over time due to intra-macroblock
insertions and in-loop filtering (see e.g. [15]). Error propagation is eventually
stopped when an intra-coded frame is received.
Using Mean Square Error (MSE) as the criterion, a video distortion model
can be derived based on [1]. The decoded video distortion, denoted by Ddec,
comprises two terms:

Ddec = Denc + Dloss, (1)

where the distortion introduced by quantization at the encoder is denoted by
Denc, and the additional distortion caused by packet loss is denoted by Dloss.
The expressions for both factors are described in the following sections.

2.1 Encoder Distortion Model

The distortion introduced by encoder quantization is a decreasing convex func-
tion of the encoding rate. In [1], this rate-distortion tradeoff is modeled by the
simple formula:

Denc = D0 +
θ

(R − R0)
, (2)
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where R is the rate of the video stream, and D0, θ and R0 are model parame-
ters. Using nonlinear regression techniques, these parameters can be estimated
from empirical rate-distortion curves, with three or more trial encodings at dif-
ferent rates.
Note that the parameters D0, θ and R0 need to be estimated separately for
each video sequence and for different encoder settings, such as frame rate,
GOP length and encoding structure (e.g., with or without B frames). As an
illustration, Fig. 1 shows the fit for two QCIF sequences, Foreman and Mother
and Daughter, encoded with an H.264 encoder [16].

2.2 Distortion Induced by Packet Loss

The contribution of packet losses to decoded video distortion was also analyzed
in detail in [1], where this term was shown to be linearly related to the packet
loss rate, denoted by Ploss, assuming a small loss rate. Dloss can be written as:

Dloss = κPloss. (3)

The sensitivity of the sequence to packet loss, κ, depends on parameters re-
lated to the compressed video sequence, such as the proportion of intra-coded
macroblocks and the effectiveness of error concealment at the decoder. The
packet loss rate Ploss reflects the combined rate of random losses and late ar-
rivals of video packets. In a bandwidth-limited ad hoc network, this combined
loss rate can be further modeled based on the M/M/1 queuing model. In this
case, the delay distribution of packets over a single link is exponential:

Prob{Delay > T} = e−λT , (4)

where λ is determined by the average delay:

E{Delay} =
1

λ
=

L

C − R
. (5)

In (5), C is the capacity of the link, R is the traffic rate on that link, and L is
the average packet size. Note that in practice, video packets are transmitted
over the network at regular intervals along one or possibly several multi-hop
paths. This contrasts with our assumption of a single-link M/M/1 model,
where packet arrivals follow the Poisson process and each packet goes through
a single link with exponentially distributed service time. Nevertheless, in a
bandwidth-limited ad hoc network, the end-to-end delay of packet delivery
is dominated by the queuing delay at the bottleneck link. Hence the empir-
ical delay distribution for realistic traffic patterns can still be modelled by
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an exponential. We therefore derive the expression of packet loss ratio using
the M/M/1 model, and later fit the parameters with experimental data from
realistic traffic patterns:

Prob{Delay > T} = e−(C′
−R)T/L′

. (6)

In (6), T is the playout deadline for the video stream and R is the total
transmitted rate. The parameter C ′ is related to the maximum video rate
supported by the set of paths provided by the routing algorithm. It depends
on the link capacities and rate of background traffic over the selected routes.
L′ depends on the average packet size. These two parameters need to be deter-
mined empirically from end-to-end delay statistics over the network. They are
independent of the video content streamed by the source. Figure 2 illustrates
how to estimate L′ and C ′ from experimental packet delay distributions.
Together with a random packet loss rate Pr due to transmission errors, the
total packet loss rate is then:

Ploss = Pr + (1 − Pr)e
−(C′

−R)T/L′

. (7)

The total distortion from packet loss can be expressed as:

Dloss = κPloss = κ(Pr + (1 − Pr)e
−(C′

−R)T/L′

), (8)

where the sensitivity factor κ depends on the video sequence and the coding
parameters.

2.3 Total Distortion

Combining (1)-(8), the received video distortion can be expressed as:

Ddec =Denc + Dloss

=D0 +
θ

R − R0
+ κ(Pr + (1 − Pr)e

−(C′
−R)T/L′

). (9)

The proposed formula models the impact of the rate on the video distortion.
At lower rates, reconstructed video quality is limited by coarse quantization,
whereas at high rates, the video stream will cause more network congestion and
therefore will lead to longer packet delays. These, in turn, translate into higher
loss rates, hence reduced video quality. For live video steaming in bandwidth-
limited environments, we therefore expect to achieve maximum decoded qual-
ity for some intermediate rate. In fact, the optimal transmission rate R∗ can
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be numerically solved from the model by setting to zero the derivative of (9)
with respect to R, which reduces to:

√

θL

κT (1 − Pr)
e

(C′
−R

∗)T

2L′ − R∗ + R0 = 0. (10)

Figure 3 shows the rate-PSNR tradeoff when streaming the video sequence
Foreman or Mother and Daughter over the simulated ad hoc network described
in Section 4. The model is fit to experimental data for two cases. In the first
case, the only losses considered are due to late arrivals; in the second, an
additional end-to-end random loss rate of 1% is considered. The bell-shape
of the curves illustrates that the highest performance is obtained when the
streaming rate achieves the optimal tradeoff between compression quality and
self-inflicted congestion. The theoretical optimal operating rates computed by
numerically solving (10) from the models match closely with experimental
readings. The difference in decoded video quality caused by the additional
1% random packet loss is more pronounced in Foreman than in Mother and
Daughter. Indeed, the sensitivity to packet loss for Foreman, denoted by κ in
(3) is higher as the sequence contains more motion and losses are therefore
harder to conceal.

3 Multipath Routing

The model presented in Section 2 highlights the impact of congestion on the
performance of a low-latency video streaming application. For a given set of
paths, congestion limits the sustainable rate for low-latency video streaming.
To support higher rates, multiple routes achieving higher aggregate bandwidth
must be chosen at the network layer. This motivates the use of congestion-
aware routing which seeks to make efficient use of the network resources by
distributing traffic over the network. In the following, we describe and com-
pare two such routing algorithms of varying complexity: congestion-optimized
routing and load balancing.

3.1 Congestion-optimized routing

The problem of congestion-optimized routing on a generic network has been
studied extensively, see, e.g. [7]. Assuming the M/M/1 queuing model, the av-
erage delay over the network has a closed-form expression which only depends
on the capacity of the links and on the network traffic flows. This average
delay is a convex function of the flows and can be used as a measure of con-
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gestion. Minimizing the network congestion results in the following convex
optimization problem:

Min.
∑

(i,j)

fij + Fij

Cij − Fij − fij
. (11)

In (11), the sum is taken over all the links of the network. C is a constant ma-
trix denoting the available capacity between each directional link. The matrix
F indicates the rate of background traffic on each link and f is the variable
matrix indicating how new traffic are assigned to each link of the network. In
addition, the variables fij’s need to satisfy several linear constraints including
rate constraints at the source and at the destination, flow continuity at each
node and flow positivity.
Such formulations are attractive as they allow higher rates to be transmitted
over the network without causing excessive delay on any of the links. They can
be solved efficiently both by centralized or by distributed algorithms [17,18]. In
both cases, deriving the optimal solution requires that link state information
such as capacity and flow be dynamically estimated and exchanged between
nodes in the network. This may not be easily implementable in a mobile wire-
less network where conditions may change frequently and where information
exchange among the nodes creates additional interference. In addition, solu-
tions to (11) are often too complex to be implemented and need to be simplified
in practical systems. This is done, for example, by recursively extracting the
largest flows from the optimal flow assignment solution. Readers are referred
to [14] for greater details of the path selection process. Despite the practi-
cal limitations in complexity and scalability, congestion-optimized routing is
interesting as it offers an upper-bound on the achievable performance.

3.2 Load-balancing routing

A simple alternative to congestion-optimized routing is load-balancing in which
traffic flows are distributed proportionally over a given set of network paths. To
avoid overwhelming a link, traffic is distributed proportionally to the bottle-
neck residual capacity of each path. Compared to congestion-optimized rout-
ing, less information needs to be collected at the source. However, this kind
of traffic partitioning is not, in itself, a routing algorithm, as it relies on the
pre-computation of a set of routes. In practice, it could be applied in conjunc-
tion with an algorithm which performs this first step, such as Dynamic Source
Routing (DSR) [19] with one of its multipath extensions as proposed in [10]
and [6]. When the set of paths are independent, load-balancing approaches
the solution to congestion-minimized flow partitioning at high rates.
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4 Simulation Results

Simulations are performed in ns-2 [20] over a network with 15 stationary nodes
randomly placed in a 100m-by-100m square. As an example, Fig. 4 shows
the routing and traffic partitioning results for streaming 100 kbps of video
between two nodes. Link capacity (Cij) from Node i to Node j are computed
as a function of the signal-to-interference-plus-noise-ratio (SINRij):

Cij =
B

2
log(1 + γSINRij), (12)

where B is the bandwidth and the coding gain γ < 1 indicates the perfor-
mance gap of a practical channel coder with respect to Shannon’s information-
theoretical limit. Here, the network model assumes that the underlying media
access control follows a fixed CDMA procedure, where multiple nodes can si-
multaneously transmit and receive, and the effect of interference is captured in
the calculation of the SINR values. For a more realistic network such as one
operating under the IEEE 802.11b protocol, the link capacities also depend
on the traffic rate and contention from adjacent flows and therefore it will be
a more challenging task to determine their values. The investigation of such
network models is part of future research.
Video traffic is streamed from Node 1 to Node 5. For simplicity, we use the
Constant Bit Rate (CBR) model to represent video traffic and assume each
frame fits in one packet. Background traffic is specified as a random process
with exponentially distributed packet sizes and arrival intervals. The average
rate of background traffic on each link is randomly selected in the range of
0− 50% of the link capacity. The impact of using different traffic patterns for
both the video and background flows is shown to be small, as in Table 1.
The QCIF video sequences Foreman and Mother and Daughter are encoded
and decoded with H.264 at 30 frames per second, using various quantization
levels and for different Group of Pictures (GOP) lengths. For most of the fol-
lowing experiments, no random packet loss is introduced. Packets are dropped
only if they do not arrive at the receiver by the playout deadline. In this case,
previous-frame concealment is used. Decoded video quality is measured in
terms of peak-signal-to-noise-ratio (PSNR) of the luminance component. For
each experiment, the video sequence is looped for more than 400 times, and
the average values of all realizations are calculated, which can be interpreted
as the expected performance of the algorithm in a snapshot of time for the
given network.
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Table 1
Comparison of average packet loss ratio and end-to-end delay for two different traffic
patterns. In scenario A, the background traffic follows the CBR model whereas
actual encoded packet sizes are used to represent the video traffic; in scenario B, the
background traffic has exponentially distributed arrival intervals and packet sizes
(with an average of 100 bytes) whereas the video traffic follows the CBR model.
The simulation is performed with the Foreman sequence, using single-path routing
and setting the playout deadline at 350ms.

Rate (kbps) Loss ratio (%) End-to-end delay (ms)

Scenario A Scenario B Scenario A Scenario B

28.3 0 0 32.9 31.1

31.6 0 0 37.8 36.1

35.2 0 0 44.2 42.4

39.9 0 0 52.7 50.8

43.6 0 0 60.0 58.2

49.7 0 0 74.3 72.4

54.8 0 0 85.3 83.2

61.8 0 0 104.9 102.6

70.3 0.1 0.1 126.9 124.3

78.6 2.7 2.5 165.9 163.5

89.1 99.1 99.1 1302.1 1195.8

102.3 99.5 99.5 1765.7 1576.2

114.5 99.8 99.8 1982.7 1868.7

4.1 Influence of routing

Figure 5 shows the effect of multipath routing and traffic partitioning on net-
work congestion, which is measured in terms of average link delay. The result
for exponentially distributed traffic is plotted together with the curves from
the M/M/1 model. Both the congestion-optimized scheme and load balancing
are tested with various number of paths.
The benefit of multipath routing is illustrated by the fact that a higher data
rate can be supported with an increased number of paths. Compared to single-
path routing, the supported data rate is tripled for 3-path routing and is
increased four times when using 6 paths. The performance gain of congestion-
optimized traffic partitioning over load balancing is also demonstrated in the
figure. When only one path is used, both schemes are equivalent. For 3-path
routing, the links of the paths are largely independent. In this case, the op-
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timal traffic partitioning strategy reduces to load-balancing at high rates, as
illustrated in Fig. 6, which shows the traffic partitioning results for both algo-
rithms at different rates. This is because network congestion is dominated by
the backlog at the bottleneck link of each path. In the case of 6-path routing,
however, due to the presence of shared links, the network cannot be accu-
rately modeled as a set of parallel paths. Therefore, load balancing can no
longer maintain a good performance, while the congestion-optimized scheme
still makes use of network resources efficiently and supports a significantly
higher data rate without causing excessive network congestion.
The relative performance of the different routing and traffic partitioning algo-
rithms is reflected in Fig. 7, which plots the tradeoff of decoded video quality
versus transmission rate for Foreman. The playout deadline is set to 500 ms.
The individual points obtained from experiments are fitted with the solid lines
predicted from the proposed distortion model. While the low rate region of
the curve follows closely the encoder rate-PSNR performance as few packets
experience excessive delays, there is a sharp degradation when the rate exceeds
a certain threshold, as predicted by the model. This is the region where some
bottleneck link is overwhelmed by the video stream, and received video qual-
ity is predominantly affected by late packet arrivals. By using more paths for
routing and by partitioning traffic in a congestion-optimized fashion, the video
stream can be transmitted at higher rates without incurring excessive network
congestion, hence decoded with better quality. Compared to the single-path
case, 6-path routing improves the performance by up to 6 dB in terms of
PSNR. Congestion-optimized routing also outperforms load-balancing by 1
dB in PSNR.

4.2 Influence of the playout deadline

Figure 8 shows the decoded video quality as a function of transmission rate
for both sequences. Video packets are streamed over 6 paths and the playout
deadline is set to 350 ms or 500 ms. When the transmitted rate exceeds a
certain threshold, self-inflicted congestion causes too much delay on the net-
work to meet the delay constraint and the received video quality eventually
degrades. For a lower latency tolerance, this degradation occurs for rates well
below the capacity. In this case, even a slight increase in queuing delay affects
the performance. In other words, effective capacity is reduced as the delay
constraint becomes tighter. When the delay tolerance is lax, the drop off is
sharper and occurs at rates closer to the total available transmission rate.
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4.3 Influence of Coding Structure

The model can also be used to study the impact of the coding structure
on the performance of video streaming. For example, Fig. 9 illustrates the
rate-distortion performance when the interval between successive intra-coded
frames is varied between 5 frames and 25 frames. Not surprisingly, the coding
efficiency of the encoder increases for longer group of pictures (GOP). This
is conveyed in Fig. 9 by the relative placement of the curves at low bit-rates,
which also illustrates the diminishing returns of the gain. On the other hand,
longer GOPs also cause an increase in the sensitivity to packet loss. Indeed,
due to predictive coding, a decoding error will propagate until the next intra-
coded frame, which leads to higher quality degradation for longer GOPs. This
effect translates into a sharper performance degradation at higher rates for the
curves representing longer GOPs in Fig. 9. Higher performance is achieved for
longer GOP length. Note however, that this is only true when there are no
random losses on the network and the only quality degradation is caused
by self-inflicted congestion. When an additional 1% end-to-end loss rate is
considered, the relative performance for the three coding structures changes,
as illustrated in Fig. 10. In this case the stream with an intermediate GOP
length of 15 performs slightly better. The performance in all cases is accurately
predicted by the distortion model.

5 Conclusion and Future Work

We propose a video distortion model for live video streaming in wireless ad
hoc networks. The model incorporates contributions from both encoder dis-
tortion and packet loss due to network congestion. The optimal rate for video
streaming achieves the optimal tradeoff between compression quality and self-
inflicted congestion. The total available rate can be increased, provided an
optimized routing algorithm is used to distribute traffic wisely over the net-
work. Experimental results for two video sequences over a simulated ad hoc
wireless network are presented for different routing scenarios, packet loss rates,
coding structures and playout deadlines. The model captures the influence of
these different parameters and can be used to predict the end-to-end rate-
distortion performance.
Further work is needed for an online estimate of the model parameters, so
that the optimal video rate can be determined on-the-fly by actively prob-
ing the network conditions. Experiments with multiple sender-receiver pairs
are in progress to investigate how the video streams influence each other. It
is also part of future research to extend the work to other types of wireless
networks, and to consider the effect of mobility for the proposed multipath
routing algorithm.
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Fig. 1. Fitting the encoder distortion for the Foreman (top) and Mother and Daugh-
ter (bottom) QCIF sequences at 30 frames per second and GOP length of 15.
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Fig. 5. Average network congestion for data transmission using routing over 1 path,
3 paths and 6 paths.
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Fig. 6. Traffic partition for 3-path routing using the congestion-optimized algorithm
(in solid lines) and the load balancing approach (in dashed lines). At higher rates,
the congestion-optimized solution reduces to that of load balancing.
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Fig. 7. Rate-PSNR performance for live video streaming using single-path, 3-path
and 6-path routing with different traffic partitioning algorithms.
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Fig. 8. Rate-PSNR performance for live video streaming of Foreman (top) and
Mother and Daughter (bottom) using 6-path routing with congestion-minimized
traffic partitioning.
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Fig. 9. Rate-PSNR performance for live video streaming of Foreman (top) and
Mother and Daughter (bottom) using 3-path routing with congestion-minimized
traffic partition and different GOP lengths.
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Fig. 10. Rate-PSNR performance for live video streaming of Foreman using 3-path
routing with congestion-minimized traffic partition and different GOP lengths with
an additional end-to-end packet loss rate of 1%
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