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Abstract
Diabetes is a chronic disease that severely degrades the human health. Hence, the blood glucose
estimation plays an important role for monitoring the diabetic condition. In order to better estimate the
blood glucose values, the multi-regression models are employed. It is worth noting that increasing the
total number of the regression models would decrease the regression error. Therefore, this paper proposes
a method for fusing the various regression models together based on the histogram information of the
blood glucose values in the training set. The computer numerical simulation results show that the
regression error yielded by our proposed method is signi�cantly lower than those yielded by the existing
methods. Also, our proposed method is also applicable for other regression applications.

1 Introduction
Diabetes is a disease resulted to the abnormal blood glucose values caused by the dysfunction or the
loss of the insulin secretion of the human pancreas. The long term hyperglycemia or the blood glucose
�uctuations can lead to many serious complications including the cardiovascular disease, the diabetic
foot, the pathological changes in the eye tissue as well as the structural and functional damage of the
kidneys. These complications may also lead to the mental harm to the patients [2]. It is the third most
serious chronic disease after the tumor and the cardiovascular disease that threatens the human health.
The 2021 IDF Diabetes Atlas (10th Edition) stated that 537 millions of the adults in the worldwide had the
diabetes in 2021, in which 6.7 millions of them were died from the diabetes or its complications. This
mortality contributed 12.2% of the mortality due to all the reasons. Overall, an average of 1 person was
died due to the diabetes or its complications in every 5 seconds [1]. According to the report issued by the
IDF Diabetes Atlas (10th Edition), the total number of the adults in the worldwide having the diabetes will
reach 783 millions at 2045. At that time, there will be one eighth of the adults in the worldwide having the
diabetes [1]. It is worth noting that this corresponds to the 46% of the increment relative to the
corresponding �gure at 2021. Since the estimated population growth at the same period of time is just
20%, the rapid increase of the adults in the worldwide having the diabetes will introduce a lot of the
�nancial and medical burdens to the government.

However, about 240 millions of the adults having the diabetes in the worldwide are undiagnosed [1]. This
corresponds to 44.7% of the whole diabetic population. Since the early symptoms of the diabetes are not
obvious, many patients do not have the timely physical examination or the screening. This results to the
delays of the diagnosis of the diabetes and the occurrence of the irreversible complications. It is worth
noting that the medical o�cers perform the diagnosis of the diabetes mainly by detecting whether the
blood glucose values are within the normal range or not. Nevertheless, the blood glucose values are
highly dependent on the amount of intaken carbohydrates and the duration between the measurement
and the meal time. However, the eating habits of different individuals are very different. Hence, the
detection of the abnormal health conditions of the diabetic patients only via monitoring their blood
glucose values is not enough.
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Besides, only a limited amount of the blood glucose data is available from an individual diabetic patent
and this limited amount of the blood glucose data provided by them may not re�ect the real situation of
their diabetic conditions. The American Diabetes Association and the other associations have conducted
a ten year study on the intensive treatment for the type 1 diabetes. This intensive treatment is with the
long term monitoring of the blood glucose values. Compared to the conventional therapy, the results
showed that the intensive treatment can reduce the ocular complications by 76%, the renal complications
by 54% and the neurological complications by 60% [3]. Overall, the long term monitoring of the blood
glucose values is critical and essential for the health monitoring of the potential diabetic patients and the
diabetic patients.

Since it is necessary to observe the health conditions of the diabetic patients for a period of time and
combine the multiple blood index data together to perform the diagnosis of the diabetes, the statistical
analysis of the various data on the human health indices over a period of time is essential. The
conventional statistical analysis includes the study on the conditional probability of having a particular
disease for a given value of the human health index. This statistical analysis can help the early detection
of the signs as well as the timely intervention and the control of the disease. Hence, the statistical
analysis on the various data over a period of time plays an important role in the prevention and the
control of the diabetes. Besides, there are many factors affecting the blood glucose values. Nevertheless,
these factors are unknown and unexplainable from the medical viewpoints. To �nd out these factors and
establish a model governing the relationship between these factors and the blood glucose values, the
machine learning approach is employed. In particular, a set of measurements is �rst taken from the
diabetic patients. These measurements form a training set. Then, a regression model is established using
the measurements in the training set. Finally, for a given new measurement in the test set, the regression
model is used to estimate the blood glucose values. In fact, many machine learning based models have
been developed for performing the blood glucose estimation. For examples, a fusion of the linear
regression model and the support vector machine model [4] was developed for performing the blood
glucose estimation using the diabetes dataset. Moreover, an autoregressive (ARX) model [5] was
proposed for handling the various exogenous inputs. The computer numerical simulation results showed
that the algorithm can improve the accuracy of the blood glucose estimation. Furthermore, the XGBoost
algorithm based on the ensemble learning [6] was proposed for performing the diabetes prediction. In
particular, the model adopted the CART regression tree as the base learner as well as employed the
acquired real data to train and test the model. Finally, the main parameters in the XGBoost algorithm were
adjusted. Besides, an improved algorithm for performing the feature combination based on the XGBoost
approach [7] was proposed. More precisely, the algorithm extracted the numerical features from the
textual features of the acquired real data. The computer numerical simulation results showed that the
diabetes prediction model established based on the data feature splicing XGBoost algorithm yielded a
high prediction accuracy. Also, this algorithm was robust to the acquired data and the required executed
time was short. In addition, the deep learning model was proposed for predicting the subcutaneous
glucose concentration [8]. This model consisted of several prediction layers. Hence, the prediction
accuracy was improved for the majority datasets. Although the above methods can achieve the certain
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levels of the estimation accuracies, the obtained results based on the single estimation approach is still
very limited.

In fact, the more the individual regression models would result to the lower the estimation error [9].
Therefore, this paper proposes a method for fusing the multi-regression models together based on the
histogram information of the blood glucose values in the training set. Our proposed algorithm is
evaluated using the Azure open dataset [10]. The computer numerical simulation results show that our
proposed method can signi�cantly improve the accuracy of the blood glucose estimation compared to
the existing methods. The outline of this paper is as follows. Section 2 presents our proposed method.
Section 3 presents the computer numerical simulation results. Finally, the conclusion is drawn in Section
4.

2 Our Proposed Method
Figure 1 shows the block diagram of our proposed method. First, ten features are extracted from each
measurement. Then, the dataset is divided into the training set, the validation sets and the test set. Next,
all the feature vectors are normalized to the unit vectors. Finally, the multi-regression models are fused
together based on the histogram information of the blood glucose values in the training set for
performing the blood glucose estimation.

2.1 Dataset
The diabetes dataset used in this paper is downloaded from the Azure open dataset created in North
Carolina State University. This dataset contains 442 measurements.

2.2 Feature extraction
10 features including the age, the gender, the body mass index, the mean of the blood pressure value and
six features related to the serum are extracted from each measurement. Figure 2 shows the box plot
diagram of these features. In particular, the center of the box corresponding to each feature is located at
their mean and the range of the box is from its plus and minus one standard deviation. Besides, there is a
quantitative measure of the progression of the diabetes one year after the baseline.

2.3 Segmentation of dataset
The dataset is divided into the training set, the �rst validation set, the second validation set and the test
set. The ratio of the total number of the feature vectors in these four subsets is approximately equal to
2:1:1:1.

2.4 Normalization
Let  be the feature vector of the  measurement in the training set. Then,  is normalized to the unit
energy vector. Let  be the normalized gain. Let  be the normalized vector. That is, 
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. Likewise, the feature vectors in the �rst validation set, the second validation set and the test
set are also multiplied by  to obtain the normalized feature vectors.

2.5 Fusion of the multi-regression models
This paper proposes a method for fusing the multi-regression models together based on the histogram
information of the blood glucose values in the training set. Figure 3 shows the procedures of our
proposed algorithm. The details of the algorithm are as follows.

Step 1: Fig. 4 shows the histogram of the blood glucose values in the training set. The centers of the
second column, the third column, the fourth column, the �fth column and the sixth column in the
histogram are found. For this training set, these centers are 68.1mg/dl, 96.8mg/dl, 126mg/dl, 154mg/dl
and 183mg/dl.

Step 2: The random forest regression model is established using the training set.

Step 3: The feature vectors in the �rst validation set are used for performing the blood glucose

estimation. Let   be the Cartesian coordinate of the pair of the  reference blood glucose value
and the  estimated blood glucose value in the �rst validation set. Figure 5 shows these coordinates. At
the same time, the ideal coordinates based on the centers of these 5 columns in the histogram of the
blood glucose values in the training set found in Step 1 are also plot in the �gure. In particular, these 5
ideal coordinates are (68.1, 68.1), (96.8, 96.8), (126, 126), (154, 154) and (183, 183). They are on the
straight line with the slope equal to one and passing through the origin as shown as the black dots in
Fig. 5.

Step 4: Let a1, a2, a3, a4 and a5 be 5 non-overlapped subsets in the �rst validation set de�ned based on

these 5 ideal coordinates. In particular, the Euclidean distances between each  and these 5 ideal
coordinates are computed. The  feature vector and the  reference blood glucose value are assigned
to one of these 5 subsets using the minimum Euclidean distance rule.

Step 5: An individual random forest regression model is established using each subset of the �rst
validation set. Hence, 5 random forest regression models are established in total.

Step 6: For each feature vector in the second validation set, the blood glucose values are estimated using
these 5 random forest regression models established in Step 5. Hence, they are 5 estimated blood
glucose values for each feature vector in the second validation set.

Step 7: Let b1, b2, b3, b4 and b5 be 5 non-overlapped subsets in the second validation set based on these 5
random forest regression models established in Step 5. In particular, the Euclidean distances between the
reference blood glucose value and these 5 estimated blood glucose values for each measurement in the
second validation set are computed. The  feature vector and the  reference blood glucose value are
assigned to one of these 5 subsets using the minimum Euclidean distance rule.

yi = giŷi

gi

ith

ith

ith ith

ith ith
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Step 8: A random forest classi�cation model is established using all the feature vectors in the second
validation set and all the classi�cation labels obtained in Step 7. Here, the classi�cation label refers to the
index of the regression models established in Step 5.

Step 9: For each feature vector in the test set, the index of the regression models is found using the
random forest classi�cation model established in Step 8.

Step 10: For each feature vector in the test set, the blood glucose value is estimated using the regression
model de�ned in Step 5 indexed by Step 9.

3 Computer Numerical Simulation Results

3.1 Performance metrics
This paper employs the squares of the Pearson’s correlation coe�cient (R2), the mean absolute error
(MAE) and the mean squares error (MSE) as the metrics for evaluating the performance of the blood
glucose estimation.

3.1.1 R2

The R2 is de�ned as follow:

1
.

The closer the value of R2 to 1 refers to the higher the correlation between the estimated blood glucose
values and the reference blood glucose values.

3.1.2 MAE
The MAE is de�ned as follow:

2
.

The smaller the value of MAE refers to the smaller error of the blood glucose estimation.

3.1.3 MSE
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The MSE is de�ned as follow:

3
.

The smaller the value of MSE refers to the smaller error of the blood glucose estimation.

3.2 Comparisons to the existing results
In order to evaluate the effectiveness of our proposed method, various models including the linear
regression based model, the k nearest neighbor (kNN) based model, the support vector regression (SVR)
based models with the various kernel functions, the decision tree based model, the random forest based
model, the gradient boosting decision tree (GBDT) based model and the three layer back propagation
neural network (BPNN) based model are employed for performing the comparisons. These models are
employed because they are commonly used in the machine learning community. For the linear regression
based model, the least squares approach is employed for performing the training. This is because the
training problem is convex and the global optimal solution can be found analytically. For the kNN based
model, it is worth noting that the pattern recognition problems in the algorithm are the 5 class recognition
problems. As the value of k is usually chosen as 2 to 3 times of the total number of the classes of the
recognition problems, the value of k in this paper is chosen as 13. For the SVR based model, since the
Gaussian kernel function is characterized by the mean vectors and the covariance matrices, it can
achieve a good result for the clustering based dataset. Besides, since the structure of the linear nuclear
function is simple, it can be implemented easier. In addition, as the polynomial nuclear function can map
the low dimensional feature vectors to the high dimensional feature vectors, it can achieve a better result
for a more general nonlinear separable data. Therefore, this paper employs the linear nuclear kernel
function, the polynomial nuclear kernel function and the Gaussian kernel function as the kernel functions
of the SVR based model. On the other hand, this paper employs the linear nuclear kernel function, the
polynomial nuclear kernel function and the Gaussian kernel function as the kernel functions because of
having the fair comparisons to the SVR based model.

All the comparisons are under the same simulation conditions. Table 1 shows the values of the R2, the
MAE and the MSE as well as the required execution time based on different methods. It can be seen from
Table 1 that our proposed method with the Gaussian kernel function yields the highest value of R2 as well
as the lowest values of the MAE and the MSE compared to the other methods. Although the required
execution time of our proposed method is a little bit higher than that of the kNN based model, the required
execution time of our proposed method isstill affordable for the practical applications. Overall, our
proposed method is effective for performing the blood glucose estimation.

MSE =
m

∑
i=1

|~y i − yi|
21

m
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Table 1
The values of the R2, the MAE and the MSE as well as the required execution time based on different

methods.
Methods R2 MAE MSE Required

execution
time (s)

Linear regression based model 0.3377 66.8721 3799.0142 0.031146

kNN based model 0.2857 51.2667 4097.4209 0.001000

SVR based model with the linear nuclear
kernel function

0.4616 43.3352 2897.5281 0.002000

SVR based model with the polynomial
nuclear kernel function

0.3286 49.16248 3850.7486 0.001001

SVR based model with the Gaussian kernel
function

0.4860 42.5893 2766.3166 0.002000

Decision tree based model 0.400697 47.072093 3464.255544 0.001000

Random forest based model 0.405216 50.230415 3669.034373 0.001050

GDBT based model 0.383300 45.802121 3564.819113 0.117000

BPNN based model 0.363624 51.110924 3678.557617 1.427433

Our proposed method with the linear nuclear
kernel function

0.552595 41.132454 2577.136501 0.037608

Our proposed method with the polynomial
nuclear kernel function

0.586695 37.953387 2380.714121 0.036821

Our proposed method with the Gaussian
kernel function

0.615004 36.887529 2217.649565 0.037922

4 Conclusion
This paper proposes a fusion of the multi-regression models based on the histogram information of the
blood glucose values in the training set. In particular, the training set is used to establish a preliminary
random forest regression model. Then, the blood glucose values in the �rst validation set can be
estimated using this preliminary random forest model. By using the histogram information of the blood
glucose values in the training set, the �rst validation set can be partitioned into 5 subsets. Hence, an
individual regression model can be established using the data in each subset of the �rst validation set.
Next, for each feature vector in the second validation set, 5 blood glucose values can be estimated using
these 5 random forest models established using the �rst validation set. By comparing to their reference
blood glucose values, the second validation set can be partitioned into 5 subsets. This treats as the labels
of the regression models established using the �rst validation set. As a result, a random forest based
classi�cation model is established using the feature vectors in the second validation set and the obtained
labels of the regression models established using the �rst validation set. Finally, by using the random



Page 9/14

forest based classi�cation model established using the second validation set, each feature vector in the
test set is categorized into one of these 5 classes corresponding to these 5 regression models established
using the �rst validation set. Lastly, the blood glucose value estimated using the corresponding
regression model established using the �rst validation set is employed as the �nal estimated blood
glucose value. Since our proposed method enjoys the advantages of using both the multi-regression
models and the classi�cation model for performing the blood glucose estimation, a better regression
result is obtained compared to the existing methods under the same simulation conditions.

In future, our proposed method will be applied to estimate other human health indices such as the blood
pressure values and the blood lipid values.
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The block diagram of our proposed method.

Figure 2

Box plot of the features.
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Figure 3

The procedures of our proposed algorithm.
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Figure 4

The histogram of the blood glucose values in the training set.
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Figure 5

The Cartesian coordinates of the pairs of the reference blood glucose values and the estimated blood
glucose values in the �rst validation set


