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Abstract. The dual camera calibration measurement method can realize low-

cost and high-precision bolt dimension measurement by using two microscope 

cameras. But the height difference between the thread crest and root exceeds the 

depth of field, and the thread image becomes defocus, which seriously affects 

the measurement accuracy. For this reason, a super-resolution method for defo-

cus thread image based on cyclic generative adversarial networks is proposed. 

We collected focus thread images and defocus thread images as training data. 

Two encoders are used in the generation network to extract image defocus fea-

tures and content features. And a sub-pixel convolution layer is added to the de-

coder to achieve image super-resolution. A loss function based on adversarial 

loss and cycle-consistent loss is constructed to realize unsupervised training of 

the network, thereby achieve super-resolution of defocus thread images. The 

experimental results show that, in the simulated defocus images, the method has 

superiority in image detail preservation, sharpness improvement and peak sig-

nal to noise ratio. In the bolt dimension measurement task, it can effectively re-

construct the clear thread image and thus provide the measurement accuracy to 

0.01mm. 

Keywords: Bolt, Dimension Measurement, Defocus Image, Super-Resolution, 

Cyclic Generative Adversarial Networks. 

1 Introduction 

Bolts are an important part of industrial products and represent the country's basic 

industrial level. Bolt dimension parameters determine the degree of stability of indus-

trial products, among which the major diameter, minor diameter and pitch are the 

most important. At present, the dimension measurement methods of bolt are mainly 

based on three measurement methods: manual, laser and machine vision. Among 

them, manual measurement method is the most common, but this method has low 

accuracy, poor consistency, time-consuming and labor-intensive, and easily leads to 

bolt damage. The laser measurement method has high precision, but the cost is very 
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high, so it is difficult to apply in a large range. The bolt dimension measurement 

method based on machine vision collects the bolt image using a camera, then estab-

lishes the conversion model between the size in pixel and the size in millimeter, and 

finally locates the thread edge to calculate the bolt size in pixel, and combines the 

conversion model to obtain the bolt size in millimeter. Compared with other meas-

urement methods, it has significant advantages of high precision, high efficiency, 

low cost, and non-contact. Modern industry has higher and higher requirements for 

bolt size measurement accuracy, and the accuracy requirements of some enterprises 

have reached 0.01mm. But limited by the spatial resolution of the camera and the 

field of view, if the diameter of the bolt exceeds 10mm, it can't achieve high meas-

urement accuracy. The width of the lens field of view of the microscope camera is 

about 3 mm. Using the microscope camera and the dual-camera calibration dimension 

measurement method [1,2] to realize the bolt dimension measurement can ensure that 

the measurement accuracy can reach more than 0.01mm. Due to the small depth of 

field of the microscope camera, the height difference between the thread crest and 

root bottom exceeds the range of the depth of field, and there is a certain degree of 

defocus blur on the edge of the thread in the collected bolt image. This will widen the 

bolt edge transition area, cause the edge location algorithm to be misaligned, and 

severely reduce the bolt dimension measurement accuracy. Therefore, removing defo-

cus blur and improving thread image quality are of great significance for bolt dimen-

sion measurement. The schematic diagram of the bolt dimension measurement and 

the thread image are shown in Fig. 1. 

 
(a) 

 
(b) 

 Fig.  1 The schematic diagram of the bolt dimension measurement and the thread image. 

(a) Bolt structure and bolt dimension measurement items.  

(b) Thread image taken by microscope camera. 
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The current methods to improve image quality mainly include traditional deblur-

ring methods based on defocus models, image deblurring methods based on deep 

learning, and super-resolution (SR) methods based on deep learning. The traditional 

deblurring method based on the defocus model represents the defocus blur process as 

the result of the convolution of the original clear image and the point spread function 

under random noise. The point spread function can be approximately described as the 

disc defocus model and the gaussian defocus model [3,4]. These methods first esti-

mate the point spread function, and then uses inverse filtering [5], Wiener filtering 

[6], Lucy-Richardson [7] and other algorithms to estimate a clear image. These meth-

ods can improve the image quality to a certain extent, but they are very computation-

ally intensive and prone to ringing. Not only does it fail to recover effectively, but it 

also caused damage to a certain extent, and it is difficult to apply it to dimension 

measurement tasks. The image deblurring method and super-resolution method based 

on deep learning use convolutional neural network (CNN) to directly learn the best 

mapping of the image from the blurry domain to the clear domain, which can effec-

tively restore the high-frequency details of the image. The difference between the 

super-resolution method and the image deblurring method is that the super-resolution 

method can improve the defocus image quality and increase the image resolution, 

which can theoretically increase the single pixel accuracy of the dimensional meas-

urement system and improve the dimensional measurement accuracy, and is more 

valuable for research.  In the bolt dimension measurement task, only the edge features 

of the image are extracted, so only the super-resolution of the thread edge image is 

needed, and for the other parts, the bicubic linear interpolation is performed to enlarge 

the image resolution and the edge image is stitched. In the bolt dimension measure-

ment task, only extract the image edge features. Therefore, it is only necessary to 

achieve thread edge image super-resolution, and for the other parts, using bilinear 

interpolation to enlarge the image resolution and stitching with edge images.  

The biggest problem with the super-resolution of the defocus thread image is that 

the degree of defocus is unknown, and because the image acquisition equipment 

needs to be adjusted during the process of acquiring the real thread defocus and focus 

image, the acquired bolt defocus image and focus image can't be guaranteed It is 

completely spatially aligned, and paired dataset can't be obtained. However, most of 

the existing super-resolution methods use paired dataset for supervised training. This 

paper starts from the real defocus thread image, proposes a super-resolution method 

of defocus thread image based on cyclic generative adversarial networks (Cy-

cleGAN), constructs a CycleGAN to realize the mutual conversion from blurry do-

main to clear domain for unpaired defocus and focus threaded images. In the genera-

tion network, two encoders are used to extract the image defocus feature and content 

feature respectively to improve the network's adaptability to different defocus de-

grees, and a sub-pixel convolutional layer is added to the decoder to achieve image 

super-resolution. The defocus thread images and focus thread images collected by the 

industrial camera are used as the dataset for model training, and the super-resolution 

result is used to measure the bolt dimension to verify the effectiveness of the method 

in this paper. 
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2 Related Work 

The super-resolution of the defocus thread image in the task of bolt dimension 

measurement belongs to the real-world single image super-resolution. This section 

will introduce two parts: single image super-resolution and real-world super-

resolution.  

2.1 Single Image Super-Resolution 

CNN has achieved great success in low-level vision tasks with their powerful rep-

resentation capabilities. The most advanced super-resolution methods at present use 

CNN to learn to reconstruct high-resolution images from low-resolution images. 

SRCNN [8] first applied the CNN to super-resolution, using only three convolutional 

layers to learn the mapping from low-resolution images to high-resolution images, 

and achieved a leapfrog performance improvement in peak signal to noise ratio 

(PSNR) and structural similarity (SSIM). ESPCN [9] proposes a sub-pixel convolu-

tional layer, which realizes end-to-end learning from low-resolution images to high-

resolution images. In order to further improve the effect of super-resolution, research-

ers extract more image information by increasing the depth or width of the network, 

such as a deeper network with residual learning [10], Laplacian pyramid structure 

[11], recursive learning [12], deep back projection network [13] and residual dense 

network [14]. In addition, the EDSR [15] removes unnecessary batch normalization 

layers (BN) layers in the residual block, enlarges the model size, and the performance 

has been significantly improved. The innovation of SRGAN and its improved method 

[16,17] lies in the application of a generative adversarial network (GAN) to achieve 

super-resolution, which combines pixel loss and adversarial loss, and uses the genera-

tion network and the discriminant network to confront each other to improve the clari-

ty of the image, and the reconstructed image is in the texture details and visual per-

ception are more real.  

2.2 Real-World Super-Resolution 

There are two major problems in real-world super-resolution. One is that the deg-

radation of the real blurred image doesn't follow the bicubic degradation model, and 

the other is that the real blurred image lacks the corresponding high-definition image. 

Although single image super-resolution has powerful performance in dealing with 

bicubic degradation, it is difficult to apply to actual degraded images. The paired 

training data is obtained by sampling high-definition images, but the degradation of 

real blurred images doesn't follow the bicubic degradation model, and the results ob-

tained by inputting real images are not reliable. Literature [18] proposes a dimension-

ality extension strategy, which takes different degrees of blur kernels as input to im-

prove the applicability to real images. Literature [19] trains a network that converts 

high-definition images into low-resolution blurred images firstly, and then uses the 

synthesized low-resolution blurred images and high-definition images to form a pair 

of training data for network training. ZSSR [20] trains a small model for each image 

separately, but its training time is too long to be applied to actual scenes. Literature 

[21] constructed a dataset by means of optical zoom, but it still can't guarantee com-

plete alignment. After the CycleGAN [22] is proposed, there are effective methods to 
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solve the learning problem of unpaired data. However, there are few researches on 

real-world super-resolution using CycleGAN at present. This paper starts from the 

defocus thread image in the bolt dimension measurement system, and uses the Cy-

cleGAN to learn the mapping from low-resolution defocus thread image to high-

resolution focus thread image to enhance the sharpness of the thread edge and im-

prove the measurement accuracy of bolt dimension measurement system. 

3 Dual Camera Calibration Measurement 

The principle of 2-D measurement based on machine vision is to establish a con-

version model from size in pixel to size in millimeter by calibrating the internal and 

external parameters of the camera, that is, to calculate the single pixel accuracy of the 

image at the working distance of the lens, and then calculate the size in pixel of the 

object to be measured by extracting the edge features of the image to achieve two-

dimensional size measurement. Single-pixel accuracy 𝐴𝑝 is generally calculated by 

standard part, and its calculation formula is： 

𝐴𝑝 =
𝐿𝑟

𝐿𝑝
， (1) 

where 𝐿𝑟 is the size in millimeter of the standard part, and 𝐿𝑝 is the size in pixel of 

the standard part. The single pixel accuracy is affected by the camera resolution and 

the field of view of the lens. Generally, the larger the camera resolution, the smaller 

the field of view of the lens, and the higher the single pixel accuracy. The field of 

view of a single camera is restricted by the camera's resolution, and it is difficult to 

cover the entire bolt under the premise of ensuring the measurement accuracy. There-

fore, it is necessary to use the dual camera calibration measurement method to 

achieve bolt dimension measurement. This method uses two cameras to collect imag-

es at both ends of the size to be measured, and then accurately calibrates the positions 

of the two cameras to obtain the camera spacing 𝐿1, then locates the edge of the im-

age, calculates the relative distances 𝐿2 and 𝐿3 between the edge and the camera cen-

ter line. Measurement result L is equal to 𝐿1 + 𝐿2 + 𝐿3. The schematic diagram of 

the dual camera calibration measurement method is shown in Fig. 2. 

 
Fig. 2. Schematic diagram of dual camera calibration measurement method. 
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4 Method 

Since the measurement system parameters need to be adjusted in the process of ac-

quiring real thread defocus and focus images, the defocus images and the focus imag-

es can't achieve complete spatial alignment. Therefore, we choose to use a CycleGAN 

to learn the mapping from low-resolution defocus images to high-resolution focus 

images. The overall structure of the network is shown in Fig. 3. The CycleGAN con-

tains two generative adversarial networks, one is applied to the forward process of 

learning the image from the blurry domain to the clear domain, and the other is ap-

plied to the reverse process of learning the image from the clear domain to the blurry 

domain. The super-resolution network takes the low-resolution defocus image 𝑥 as 

input, and obtains the high-resolution output ℎ𝑟 through the generation network 𝐺𝐻; 

then inputs ℎ𝑟 into second generation network 𝐺𝐿 to obtain the low-resolution com-

posite image 𝑙𝑟, finally uses the discriminant network 𝐷𝐻 and 𝐷𝐿 to determine wheth-

er ℎ𝑟 and 𝑙𝑟 are true. 

 
Fig. 3. Overview of the super-resolution method for defocus thread image. 

4.1 Network Structure 

Generate Network. The role of the generative network is to generate a pseudo 

sample similar to the real data distribution according to the input data distribution. 

The generation network is composed of an image defocus information encoder 𝐸𝑆, an 

image content encoder 𝐸𝐶, and a decoder 𝐷𝐿2𝐻 (replaced by 𝐷𝐻2𝐿 in the reverse pro-

cess), and its network structure is shown in Fig. 4. 

 
Fig. 4. Generate network. 
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The image defocus information encoder 𝐸𝑆 uses VGG16 as the backbone network, 

and combines 1 convolutional layer, 1 activation layer and 1 mean pooling layer. Its 

network structure is shown in Fig. 5. The structure finally outputs an 8-dimensional 

feature vector 𝑆, whose role is to extract the defocus information in the image. 

 
Fig. 5. image defocus information encoder. 

The role of the image content encoder 𝐸𝐶 is to extract the content information in 

the image. In order to better extract the multi-scale information in the image, the im-

age content encoder adopts the Res2Net [23] structure, and its network structure is 

shown in Fig. 6. 

                  
(a)                                               (b) 

Fig. 6. image content encoder and Res2Net. 

(a) image content encoder. (b)Res2Net. 

The decoder network structure is shown in Fig. 7. In the forward loop of recon-

structing a high-resolution clear image from a low-resolution defocus image, the im-

age defocus feature and image content feature extracted from the encoder are input to 

the decoder for feature fusion and use sub-pixel convolutional to achieve 2 times 

magnification of image resolution, and finally output high-resolution results. In the 

reverse process of synthesizing a high-resolution clear image into a low-resolution 

defocus image, the sub-pixel convolution layer is changed to a maximum pooling 

layer to reduce the image resolution by half. 
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Fig. 7. Decoder network. 

Discriminant Network. The role of the discriminant network is to distinguish be-

tween real data and generated data so that the generation network can generate more 

realistic target domain images. The network structure is shown in Fig. 8, where 𝑘 

represents the size of the convolution kernel in the convolution layer, 𝑛 represents the 

number of output feature maps,  𝑠 represents the step size of the convolution kernel. 

The discriminant network consists of 8 convolutional layers, and each convolutional 

layer uses a 3×3 size convolution kernel. In the calculation process, the number of 

feature maps is gradually increased from 64 to 512, each time the feature map is dou-

bled, a convolution kernel with a step size of 2 is used to reduce the size of the output 

feature map. Finally, the binary adaptive mean convergence layer and the sigmoid 

activation function are used to judge the authenticity of the input image. 

 
Fig. 8. Discriminant network. 

4.2 Loss Function 

The loss function is very important to the network performance, and the essence of 

the network model training process lies in the continuous optimization of the loss 

function. For paired dataset, the loss function usually uses pixel domain loss, that is, 

using mean square error (MSE) loss or perceptual loss [24] in the pixel domain, by 

comparing the two types of images pixel by pixel to ensure a higher PSNR. Since the 

defocus image and the focus image can't be completely aligned in space, the loss 

function in the pixel domain can't be used to optimize the network model. Therefore, 

the cyclic consistency loss function is introduced in this method to realize the optimi-

zation of the super-resolution network. The overall network loss function 𝑙𝑡 is 

𝑙𝑡 = 𝑙𝐻(𝐺𝐻 , 𝐷𝐻, 𝑥, 𝑦) + 𝑙𝐿(𝐺𝐿 , 𝐷𝐿 , 𝑦, 𝑥) + 𝜆𝑙𝐶(𝐺𝐻 , 𝐺𝐿 , 𝑥, 𝑦), (2) 

where 𝑙𝐻 is the loss of the generation network 𝐺𝐻 from low-resolution defocus image 

to high-resolution focus image and its discriminant network 𝐷𝐻; 𝑙𝐿 is the loss of the 

generation network 𝐺𝐿  from high-resolution focus image to low-resolution defocus 

image and its discriminant network 𝐷𝐻 ; 𝑙𝐶  is the cyclic consistency loss; 𝜆  is the 

weight of 𝑙𝐶. The loss function 𝑙𝐻 is defined as 
𝑙𝐻(𝐺𝐻 , 𝐷𝐻 , 𝑥, 𝑦) = 𝐸𝑦−𝑃𝑑𝑎𝑡𝑎(𝑦)[𝑙𝑜𝑔𝐷𝐻(𝑦)] + 𝐸𝑥−𝑃𝑑𝑎𝑡𝑎(𝑥)[log (1 − 𝐷𝐻(𝐺𝐻(𝑥)))], (3) 

where 𝐸 is the mathematical expectation function, ~ represents the obey relationship, 

𝑃𝑑𝑎𝑡𝑎(𝑦) is the distribution of the focus high-resolution image 𝑦. The purpose of the 

loss function is to make the generated high-resolution clear image and the focus im-

age as similar as possible. Similarly, the loss function 𝑙𝐿 can also be constructed. 

𝑙𝐿(𝐺𝐿 , 𝐷𝐿 , 𝑦, 𝑥) = 𝐸𝑥−𝑃𝑑𝑎𝑡𝑎(𝑥)[𝑙𝑜𝑔𝐷𝐿(𝑥)] + 𝐸𝑦−𝑃𝑑𝑎𝑡𝑎(𝑦)[log (1 − 𝐷𝐿(𝐺𝐿(𝑦)))]. (4) 

The cyclic consistency loss function 𝑙𝐶 is defined as 



9 

𝑙𝐶(𝐺𝐻 , 𝐺𝐿 , 𝑥, 𝑦) = 𝐸𝑥−𝑃𝑑𝑎𝑡𝑎(𝑥) [‖𝐺𝐿(𝐺𝐻(𝑥)) − 𝑥‖
1

] + 𝐸𝑦−𝑃𝑑𝑎𝑡𝑎(𝑦) [‖𝐺𝐻(𝐺𝐿(𝑦)) − 𝑦‖
1

] . (5) 

5 Experiment and Analysis 

Since the method in this paper is aimed at unpaired defocus thread image and can't 

directly quantitatively analyze the super-resolution results, this experiment will first 

construct a paired simulated defocus image datasets to analyze the performance of the 

method, and then the method in this paper is applied to the bolt dimension measure-

ment to test its influence on the measurement accuracy. 

In this experiment, the hardware configuration is Inter I5-9600KF CPU with RTX-

3060Ti GPU, and the software uses OpenCV image processing library and PyTorch 

deep learning framework. 

5.1 Super-Resolution Experiment of Simulated Defocus Image 

Dataset. In this part of the experiment, the DIV2K dataset is used as the experi-

mental data. First, we crop the high-resolution clear images in the DIV2K dataset to 

obtain a clear image with a size of 512×512, and then apply different degrees of defo-

cus blur with a blur kernel size of 3, 4, 5 to the clear image, then apply a defocus blur 

with blur kernels size of 3, 4, 5 to the clear image to obtain 3 defocus images, and the 

shape of the blur kernel is as shown in Fig. 9. Finally, we reduce the resolution of 

defocus images to 256×256 to obtain low-resolution defocus images and form 3 pairs 

of paired data. The number of images in the training set is 3000, and the number of 

images in the test set is 600. 

 
Fig. 9. The shape of the blur kernel. 

Experimental Results and Analysis. In order to compare the performance of the 

methods in this paper, the methods of EDSR, SRGAN, and ESRGAN are introduced 

for comparison. Because these methods use pixel domain loss functions in the training 

process, in order to ensure fairness, in this part of the experiment, the method in this 

paper also adds the pixel domain mean square error loss and the perceptual loss to 

optimize the network. The square error loss 𝑙𝑚𝑠𝑒 and the perceptual loss 𝑙𝑝 are de-

fined as 

𝑙𝑚𝑠𝑒 =
1

𝑚𝑛
∑ ∑‖𝐼(𝑖, 𝑗) − 𝐾(𝑖, 𝑗)‖2

𝑛−1

𝑗=0

𝑚−1

𝑖=0

, (6) 

𝑙𝑝 =
1

𝑢𝑣
∑ ∑‖𝑉𝐼(𝑖, 𝑗) − 𝑉𝐾(𝑖, 𝑗)‖2

𝑣−1

𝑗=0

𝑢−1

𝑖=0

, (7) 

where 𝐼 is the label image, 𝐼(𝑖, 𝑗) is the pixel value in the i-th row and j-th column of 

the label image, 𝐾 is the super-resolution result, 𝐾(𝑖, 𝑗) is the pixel value in the i-th 

row and j-th column of the label image, 𝑉𝐼 is the output of 𝐼 input VGG16, 𝑉𝐼(𝑖, 𝑗) is 
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the value in the i-th row and j-th column of 𝑉𝐼, 𝑉𝐾 is the output of 𝐾 input VGG16, 

𝑉𝐾(𝑖, 𝑗) is the value in the i-th row and j-th column of 𝑉𝐾. 

The result of super-resolution of the simulated defocus images is shown in Fig. 10. 

The first column is the low-resolution defocus images, the second column is the high-

resolution clear images, the third column, the fourth column, the fifth column, the 

sixth column, and the seventh column are the results of Bicubic, EDSR, SRGAN, 

ESRGAN and the method in this paper. 

 
Fig. 10. Super-resolution results of simulated defocus images. 

In order to be able to compare several methods more fairly, we use PSNR and 

SSIM to quantitatively evaluate the image quality. The calculation formula of PSNR 

is 

𝑀𝑆𝐸 =
1

𝑚𝑛
∑ ∑‖𝐼(𝑖, 𝑗) − 𝐾(𝑖, 𝑗)‖2

𝑛−1

𝑗=0

𝑚−1

𝑖=0

, (8) 

𝑃𝑆𝑁𝑅 = 10 ∗ 𝑙𝑜𝑔10 (
𝑀𝐴𝑋𝐼

2

𝑀𝑆𝐸
) , (9) 

where 𝐼 is the label image, 𝐾 is the super-resolution result, MSE is the mean square 

error between the label image and the super-resolution result, MAX is the maximum 

value of the pixel color. 

The calculation formula of SSIM is 

𝑙(𝐼, 𝐾) =
2𝜇𝐼𝜇𝐾 + 𝐶1

𝜇𝐼
2 + 𝜇𝐾

2 + 𝐶1

, (10) 

𝑐(𝐼, 𝐾) =
2𝜎𝐼𝜎𝐾 + 𝐶2

𝜎𝐼
2 + 𝜎𝐾

2 + 𝐶2

, (11) 

𝑠(𝐼, 𝐾) =
𝜎𝐼𝐾 + 𝐶3

𝜎𝐼𝜎𝐾 + 𝐶3

, (12) 

𝑆𝑆𝐼𝑀 = 𝑙(𝐼, 𝐾) ∗ 𝑐(𝐼, 𝐾) ∗ 𝑠(𝐼, 𝐾), (13) 
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where 𝑙(𝐼, 𝐾), 𝑐(𝐼, 𝐾), 𝑠(𝐼, 𝐾) represents the similarity of the two images in terms of 

brightness, contrast, and structure, 𝜇𝐼 ,𝜇𝐾  represent the mean values of 𝐼  and 𝐾 , 
𝜎𝐼,𝜎𝐾represent the variances of 𝐼  and 𝐾, 𝜎𝐼𝐾  represents the covariance of 𝐼 and 𝐾 ,  
𝐶1 , 𝐶2 , and 𝐶3  are constants, usually 𝐶1 = (𝑘1 ∗ 𝑙)2 , 𝐶2 = (𝑘2 ∗ 𝑙)2 , 𝐶3 = 𝐶2/

2 ,where 𝑘1 = 0.01 , 𝑘2 = 0.01, 𝑙 = 255. The calculation formula of mean 𝜇𝐼, vari-

ance 𝜎𝐼
2 and covariance 𝜎𝐼𝐾 is 

𝜇𝐼 =
1

𝐻 × 𝑊
∑ ∑ 𝐼(𝑖, 𝑗)

𝑊

𝑗=1

𝐻

𝑖=1

, (14) 

𝜎𝐼
2 =

1

𝐻 × 𝑊 − 1
∑ ∑(𝐼(𝑖, 𝑗) − 𝜇𝐼)2

𝑊

𝑗=1

𝐻

𝑖=1

, (15) 

𝜎𝐼𝐾 =
1

𝐻 × 𝑊 − 1
∑ ∑(𝐼(𝑖, 𝑗) − 𝜇𝐼

𝑊

𝑗=1

𝐻

𝑖=1

)(𝐾(𝑖, 𝑗) − 𝜇𝐾), (16) 

where 𝐼 and 𝐾 are the target image, 𝐻 and 𝑊 are the height and width of the image, 

𝜇𝐼 and 𝜇𝐾 are the average values of 𝐼 and 𝐾. 

The following Table 1 gives super-resolution evaluation on simulated defocus im-

ages of all methods. 

Table 1. super-resolution evaluation on simulated defocus images. 

Methods PSNR SSIM 

Bicubic 25.96 0.8193 

EDSR 29.12 0.8563 

SRGAN 31.79 0.8762 

ESRGAN 32.19 0.8968 

Ours 32.74 0.9182 

It can be seen from the visual comparison, the image quality produced by the bicu-

bic interpolation method is poor, high-frequency information is seriously lost, and 

even artifacts appear. Compared with the bicubic interpolation image, the super-

resolution method based on deep learning can improve the quality of reconstruction 

and make the image clearer. It can be seen from Table 1 that the super-resolution 

method based on deep learning all achieve high performance in terms of PSNR and 

SSIM. Among them, the methods with the generative adversarial structure are able to 

better recover high-frequency information in defocus images. Compared with other 

methods, the method in this paper obtains higher values, which means that the method 

in this paper can generate better reconstructed images. 

5.2 Super-Resolution Experiment of Defocus Thread Image 

Experiment Platform. In order to verify the effectiveness of the method in this 

paper, a bolt dimension measurement platform is built to conduct experiments, and a 

laser rangefinder is used to calibrate the experimental platform. The experimental 

platform is shown in Fig. 11. The camera is MER2-1800-32U3M, and its resolution is 



12 

4912× 3684. The lens is MML3-ST40D, and the light source is a forward point light 

source matching the lens. 

 
Fig. 11. Experimental platform. 

Experimental Results and Analysis. In this part of the experiment, this method is 

applied to the bolt dimension measurement task. First, the defocused thread images 

and the focused thread images are collected through the experimental platform, and 

then the edge images of the thread crest and root are intercepted, their size is 

640*640. Finally the defocused thread images are down-sampled by 2 times to obtain 

low-resolution defocus images for super-resolution model training. The number of 

training sets is 600. The visualization results of super-resolution of the defocus thread 

images are shown in Fig. 12.  

The bolt dimension measurement results are shown in Table 2. Taking the standard 

bolts of known size as the measurement object, the method in this paper is used to 

measure the dimensions of 5 different positions. The measurement items are the major 

diameter, minor diameter and thread spacing of the bolt. The results are shown in 

Table 2. In order to test the stability of the method, 10 repeated experiments were 

carried out for the major diameter, minor diameter and pitch of the No. 1 position, and 

the results are shown in Fig. 13. 

 
Fig. 12. Super-resolution results of defocus thread images. 
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Table 2. Results of bolt dimension measurement. 

Position Item Real 

 value 

Measurement results 

(no SR) 

Error 

(no SR) 

Measured value 

(SR) 

Error 

(SR) 

No. 1 major diameter 10.0052 9.9928 -0.0124 9.9990 -0.0052 

 minor diameter 8.8003 8.7924 -0.0079 8.7962 -0.0041 

 pitch 1.0034 1.0002 -0.0032 1.0050 0.0016 

No. 2 major diameter 10.0012 10.0245 0.0233 10.0104 0.0092 

 minor diameter 8.7954 8.8007 0.0053 8.8008 0.0054 

 pitch 0.9941 0.9972 0.0031 0.9960 0.0019 

No. 3 major diameter 9.9978 10.0016 0.0038 10.0013 0.0035 

 minor diameter 8.7967 8.8359 0.0392 8.8006 0.0039 

 pitch 1.0060 1.0067 0.0007 1.0067 0.0007 

No. 4 major diameter 10.0102 9.9903 -0.0199 10.0079 -0.0023 

 minor diameter 8.8505 8.8534 0.0029 8.8530 0.0025 

 pitch 1.0032 0.9937 -0.0095 1.0023 -0.0009 

No. 5 major diameter 10.0081 10.0491 0.0338 10.0183 0.0102 

 minor diameter 8.8223 8.8286 0.0063 8.8274 0.0051 

 pitch 9.9921 9.9983 0.0062 9.9994 0.0073 

 
Fig.13. Repeated measurement results of major diameter, minor diameter   

and pitch at position No. 1. 

It can be seen from Fig. 12 that the method in this paper effectively restores the 

edge details of the thread image and reconstructs a clear thread image. It can be seen 

from Table 2 and Fig.13 that the method in this paper reduces the edge positioning 

error by about 15 pixels, greatly reduces the measurement error, and can effectively 

improve the measurement accuracy of the bolt dimension. It can basically ensure that 

the measurement accuracy is within 0.01mm and can maintain good stability in re-
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peated experiments, which is of great significance to the task of bolt dimension meas-

urement. 

6 Conclusion 

In this paper we have proposed a super-resolution method for defocus thread image 

based on CycleGAN in bolt dimension measurement. This method utilizes CycleGAN 

to solve the problem of the lack of paired data in defocus thread images. In the gener-

ative network, two encoders are used to extract the defocus feature and content fea-

ture of the image respectively to increase the adaptability to different degrees of defo-

cus blur, and the sub-pixel convolutional layer is used to achieve image resolution 

enlargement. The results show that this method can effectively reconstruct a clear 

thread image in the bolt dimension measurement task, improve the edge positioning 

accuracy, and effectively improve the bolt dimension measurement accuracy. Howev-

er, the calculation of this method is slightly complicated. In the next step, we will 

simplify the network to improve the efficiency of bolt dimension measurement.  
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