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Abstract.Having considered the mapping of logical traffic and control channels onto physical 
channels, speech and error correction coding, interleaving as well as the TDMA hierarchy and syn- 
chronisation problems in Part I of this contribution, here mainly transmission issues are addressed 
[ I  - 61 and some performance figures are provided. Constant envelope partial response Gaussian 
Minimum Shift Keying (GMSK) with a channel spacing of 200 kHz is deployed to support 125 
duplex channels in the 890 - 91 5MHz uplink and 935 - 960 MHz downlink bands, respectively. At 
a transmission rate of 271 kbitls 1.35 bitlslHz spectral efficiency is achieved. The controlled 
GMSK-induced and un-controlled channel-induced inter-symbol interferences are removed by the 
channel equaliser. The set of standardised wide-band GSM channels is introduced in order to pro- 
vide bench-markers for performance comparisons. Efficient power budgeting and minimum co- 

- - 

channel interferences are ensured by the combination of adaptive power- and handover-control 
based on weighted averaging of up to eight uplink and downlink system parameters. Discontinu- 
ous transmissions (DTX) assisted by reliable spectral-domain voice activity detection (VAD) and 
comfort-noise insertion further reduce interferences and power consumption. Due to ciphering, no 
unprotected information is sent via the radio link. As a result, spectrally efficient, high-quality mo- 
bile communications with a variety of services and international roaming is possible in cells of up 
to 35km radius for signal to noise- and interference-ratios in excess of 10 - 12 dBs. 

1. INTRODUCTION 

As an organic extension of Part I, where the construc- 
tion of speech, data and signalling channels was consid- 
ered, in this treatise we focus o n  transmission issues of 
the G S M  system. T h e  channel coded information of 
eight users is multiplexed to yield a stream of about 271 
kbitfs, which is transmitted using constant envelope 
Gaussian minimurn shift keying (GMSK) modulation 
[6]. The system operates under wide-band conditions in 
the range of 890-915 MHz for  uplink and 935-960 
MHz for downlink directions, using 125 paired duplex 
channels with 200 kHz channel spacing in each band 
with a spectral efficiency of 1.35 bit/s/Hz. 

In subsequent sections we briefly consider aspects of 
G M S K  m o d u l a t i o n  b a s e d  o n  R e c o m m e n d a t i o n  
\R05.04.] in section 2 and the associated problems of 
wideband transmissions and the standardised set of 
wideband GSM channel models [R05.05] in section 3. 
Although the equalisation algorithm itself is not speci- 
fied, its required performance is. The potentially best 
scheme is the maximum likelihood Viterbi equalisation 

(VE) discussed in section 4. Adaptive radio link control 
[R.05.08] ,  d i s c o n t i n u o u s  t ransmiss ion  [R.06.3 1.1 
(DTX), voice activity detection [R.06.32] (VAD) and 
comfort noise insertion (CNI) along with ciphering is- 
sues [R.03.20.] are going to be highlighted in sections 
5-8, respectively. System performance requirements 
based o n  [R.05.05.] a n d  s o m e  experimental  perfor- 
mance figures are presented in section 9 ,  while a param- 
eter summary is given in section 10. 

GLOSSARY 

A 3 
A 5 
A8 

AB 
ACCH 
ADC 
AGCH 
A UC 

Authentication algorithm 
Cyphering algorithm 
Confidential algorithm to com- 
pute the cyphering key 
Access burst 
Associated control channel 
Administration centre 
Access grant control channel 
Authentication centre 
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AWGN 
BCCH 
B ER 
BFI 
BN 
B S 
BS-PBGT 

BSIC 
CC 
CCCH 
CELL-B AR-ACCESS 

CNC 
CNI 
CNU 

DB 
DL 
DS I 

DTX 

EIR 
EOS 

FACCH 
FCB 
FCCH 
FEC 
FH 
FN 
GMSK 
GP 
HGO 
HLR 
HO 
HOCT 
HO-MARGIN 

HSN 

IMSI 

ISDN 
LA1 
LAR 
LTP 
MA 

Additive gaussian noise 
Broadcast control channel 
Bit error ratio 
Bad frame indicator flag 
Bit number 
Base station 
BS power budget to be evaluat- 
ed for power budget motivated 
handovers 
Base station identifier code 
Convolutional codec 
Common control channel 
Boolean flag to indicate, wheth- 
er the MS is permitted to access 
the specific traffic cell 
Comfort noise computation 
Comfort noise insertion 
Comfort noise update state in 
the DTX handler 
Dummy burst 
Down link 
Digital speech interpolation to 
improve link efficiency 
Discontinuos transmission for 
power consumption and inter- 
ference reduction 
Equipment identity register 
End of speech flag in the DTX 
handler 
Fast associated control channel 
Frequency correction burst 
Frequency correction channel 
Forward error correction 
Frequency hopping 
TDMA frame number 
Gaussian minimum shift keying 
Guard space 
Hangover in the VAD 
Home location register 
Handover 
Hangover counter in the VAD 
Handover margin to facilitate 
hysteresis 
Hopping sequence number: fre- 
quency hopping algorithm's in- 
put variable 
International mobile subscriber 
identity 
Integrated services digital network 
Location area identifier 
Logarithmic area ratio 
Long term predictor 
Mobile allocation: set of legiti- 
mate RF channels, input vari- 
able in the frequency hopping 
algorithm 
Mobile allocation index: output 
variable of the FH algorithm 

MA10 Mobile allocation index offset: 
initial RF channel offset, input 
variable of the FH algorithm 

MS Mobile station 
MSC Mobile switching centre 
MSRN Mobile station roaming number 
MS-TXPWR-MAX Maximum permitted MS trans- 

mitted power on a specific traf- 
fic channel in a specific traffic 
cell 

MS-TXPWR-MAX(n) Maximum permitted MS trans- 
mitted power on a speci f ic  
channel in the n-th adjacent 
traffic cell 

NB Normal burst 
NMC Network management centre 
NUFR Receiver noise update flag 
NUIT Noise update flag to ask for SID 

frame transmission 
OMC Operation and maintenance 

centre 
PARCOR Partial correlation 
PCH Paging channel 
PCM Pulse code modulation 
PIN Personal identity number for 

MSs 
PLMN Public land mobile network 
PLMN-PERMITTED Boolean flag to indicate, wheth- ' 

er the MS is permitted to access 
the specific PLMN 

PSTN Public switched telephone net- 
work 

QN Quarter bit number 
R Random number in the authen- 

tication process 
RA Rural area channel impulse re- 

sponse 
RACH Random access channel 
RF Radio frequency 
RFCH Radio frequency channel 
RFN Reduced TDMA frame number: 

equivalent representation of the 
TDMA frame number, which is 
used in the synchronisation 
channel 

RTNTABLE Random number table utilised 
in the frequency hopping algo- 
rithm 

RPE Regular pulse excited 
RPE-LTP Regular pulse excited codec 

with long term predictor 
RS-232 Serial data transmission stan- 

dard equivalent to CCITT V24. 
interface 

RXLEV Received signal level: pararne- 
ter used in hangovers 

RXQUAL Received signal quality: param- 
eter used in hangovers 
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SACCH 
SB 
SCH 
SCPC 
SDCCH 

SE 
SID 
SIM 

SPRX 
SPTX 

STP 
T A 
TB 
TCH 
T C H F  
TCHF2.4 

TCHFS 
TCHM 
TCHF2.4 

TDM A 
TMSI 

TXFL 

UL 
VAD 
VE 
VLR 

Signed response in the authenti- 
cation process 
Slow associated control channel 
Synchronisation burst 
Synchronisation channel 
Single channel per carrier 
Stand-alone dedicated control 
channel 
Speech extrapolation 
Silence identifier 
Subscriber identity module in 
MSs 
Speech received flag 
Speech transmit flag in the D 
TX handler 
Short term predictor 
Timing advance 
Tailing bits 
Traffic channel 
Full-rate traffic channel 
Full-rate 2.4 kbit/s data traffic 
channel 
Full-rate 4.8 kbit/s data traffic 
channel 
Full-rate 9.6 kbit/s data traffic 
channel 
Full-rate speech traffic channel 
Half-rate traffic channel 
Half-rate 2.4 kbit/s data traffic 
channel 
Half-rate 4.8 kbit/s data traffic 
channel 
Time division multiple access 
Temporary mobile subscriber 
identifier 
Time slot number 
Typical urban channel impulse 
response 
Transmit flag in the DTX han- 
dler 
Up link 
Voice activity detection 
Viterbi equaliser 
Visiting location register 

2. MODULATION 

The GSM system uses GMSK modulation specified 
in Recommendation [R.05.04.]. Constant envelope, 
continuous phase modulation schemes are robust 
against signal fading as well as interference and have 
good spectral efficiency. The slower and smoother are 
the phase changes, the better is the spectral efficiency, 
since the signal is allowed to change less abruptly. 
However, the effect of an input bit is spread over sever- 
al bit periods, leading to a so-called partial response 
system, which requires a channel equaliser in order to 
remove this controlled, deliberate intersymbol interfer- 
ence (ISI) even in the absence of uncontrolled channel 
dispersion. 

Spreading phase changes with zero initial and final 
slopes over a number of modulation intervals yields a 
partial response system. The widely deployed Gaussian 
Minimum Shift Keying (GMSK) is derived from the 
full response Minimum Shift Keying (MSK) scheme. In 
MSK the phase changes between adjacent bit periods 
are piecewise linear, which results in discontinuous 
phase derivative, i.e., instantaneous frequency, and 
hence widens the spectrum. However, smoothing the 
phase by a filter having a Gaussian impulse response, 
which is known to have a minimum bandwidth, this 
problem is circumvented, as seen in Fig. 1, where the 
GMSK signal is generated by modulating and adding 
two quadrature carriers. The key parameter of GMSK in 
controlling both bandwidth and interference resistance 
is the 3 dB-bandwidth - bit interval product (B . T) re- 
ferred to as normalised bandwidth. It was found that as 
the B . T product is increased from 0.2 to 0.5, the inter- 
ference resistance is improved by approximately 2 dB at 
the cost of increased bandwidth occupancy, and best 
compromise was achieved for B . T = 0.3. The spectral 
efficiency gain due to higher interference tolerance and 
hence more dense frequency reuse was found to be 
more significant than the spectral loss caused by wider 
GMSK spectral lobes. 

The channel separation at the TDMA burst-rate of 
27 1 kbitis is 200 kHz and the modulated spectrum must 
be 40 dB down at both adjacent carrier frequencies. 
When TDMA bursts are transmitted in an on-off keyed 
mode, further spectral spillage arises, which is mitigated 

phase pulse shaplng 

frequency 
pulse s h a p ~ n g  

sin [ +(I. a,) I / -sin-L 

Fig. 1 - GMSK modulator schematic diagram. 
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by a smooth 70 dB power ramp-up and down at the 
leading and trailing edges of the transmission bursts 
during a 28 p s  and 18 p s  interval, respectively. 

3. WIDEBAND CHANNEL MODELS 

The GSM Recommendation [R.05.05.] specifies a set 
of typical wideband channel impulse responses for ur- 
ban, rural and hilly environments, as well as an artifi- 
cially contrived equaliser test response, which will be 
highlighted in this section. 

If the transmission bandwidth is narrower than the 
channel's coherence bandwidth (B,), all transmitted fre- 
quency components encounter nearly identical propaga- 
tion delays, i.e., the so-called narrow band condition is 
met and the signal is subjected to non-selective or flat 

envelope fading. When the signal bandwidth is in-  
creased, for example, to accommodate several TDMA 
time slots as in the GSM system, the channel becomes 
more dispersive which results in intersymbol interfer- 
ence.The channel's coherence bandwidth (B,) is defined 
as the frequency, where the correlation of two received 
signal components' attenuation becomes less than 0.5 
and (B,) is inversely proportional to the delay-spread 
(d) ,  i.e., B, = 112 ri-d. 

The wideband propagation channel is the superposi- 
tion of a number of dispersive fading paths, suffering 
from various attenuations and delays, aggravated by the 
phenomenon of Doppler shift caused by the MS's  
movement. The maximum Doppler shift CfDmax) is 
given by fb max = v I il, = u ' f, I c, where v is the ve- 
hicular speed, Ac is the wavelength of the carrier fre- 
quency f, and c is the velocity of light. The momentary 

TYPICAL URBAN (TU) IMPULSE RESPONSE HILLY TERRAIN (HTI IMPULSE RESPONSE 

R E I  POWER REL POWER 

i.2 1 l-Z 1 

RURAL AREA (RA) IMPULSE RESPONSE EQUALISER TESTIEQI IMPULSE RESPONSE 

REL. POWER R E I  POWER 
1.2 , 

I 1 

Fig. 2 -Typical C;SM c h n ~ ~ n s l  ~ ~ l l p u l \ s  re\pon\c\ 
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Doppler shift fD depends on the angle of incidence a, 
which is uniformly distributed, i.e., fD = fDmax . C O S ~ ,  
which has hence a random cosine distribution with a 
Doppler spectrum limited to - fDmax < f < fDmax. Due to 
time-frequency duality, this 'frequency dispersive' phe- 
nomenon results in 'time-selective' behaviour and the 
wider the Doppler spread, i.e., the higher the vehicular 
speed, the faster is the time-domain impulse response 
fluctuation. In order to provide exactly specified, identi- 
cal test conditions for different implementations of the 
GSM system, in particular for various Viterbi equalis- 
ers, a set of 12-tap and 6-tap typical channel impulse re- 
sponses were defined. 

The set of 6-tap GSM impulse responses is depicted 
in Fig. 2. The wideband channel simulator's schematic 
is depicted in Fig. 3, where the delay D represents the 
finest possible propagation path resolution and the indi- 
vidual propagation paths are independent Rayleigh fad- 
ing paths, weighted by the appropriate coefficients hi 
corresponding to their relative powers. In simple terms 
the wideband channel's impulse response is measured 
by transmitting an impulse and detecting the received 
echos at the channel's output in every D- spaced so- 
called delay bin. In some bins no delayed and attenuated 
multipath component is received, while in others signifi- 
cant energy is detected, depending on the typical reflect- 
ing objects and their distance from the receiver. The 
path-delay can be easily related to the distance of the re- 
flecting objects, since radio waves are travelling at the 
speed of light. For example, at a speed of 300 000 kmls a 
reflecting object situated at a distance of 0.15 km yields 
a multipath component at a round-trip delay of 1 ,US. 

standardised responses, decaying fast inside one bit inter 
val and therefore is expected to be easily combated b: 
the Viterbi Equaliser (VE). In fact it behaves as a single 
path non-dispersive channel, where there are no signifi 
cant reflectors and hence no VE is required. The las 
standardised impulse response is artificially contrived tc 
test the VE's performance and is constituted by six equi 
distant unit-amplitude impulses representing six equal 
powered independent Rayleigh-fading paths with a de. 
lay-spread over 16 ps. With these impulse responses ir 
mind the required channel is simulated by summing tht 
appropriately delayed and weighted received signal com 
ponents. In all but one cases the individual component: 
are assumed to have Rayleigh amplitude distribution. Ir 
the RA model the main tap at zero delay is supposed tc 
have Rician distribution with the presence of a dominan 
path. 

In summary, we highlighted four dispersive channel 
models, three of which represent realistic propagatior 
environments, wh~le  the most hostile equaliser test re- 
sponse is worse than any practical channel. If reliable 
communications is expected, the uncontrolled IS1 intro- 
duced by the mobile channel, as well as the controlled 
IS1 introduced in the partial response modulator have to 
be removed, which requires a channel equaliser. The Bit 
Error Rate (BER) is minimised if a 'Maximum Likeli- 
hood Sequence Estimator' (MLSE) is deployed to de- 
cide upon the most likely transmitted sequence, rather 
than deciding on a 'maximum likelihood decoded 
symbol' basis. The Viterbi Algorithm (VA) is a well- 
suited efficient method for MLSE and is deployed in 
most proposed implementations of the GSM system, al- 
though other implementations are allowed by the stan- 
dards, as long as they satisfy the performance require- 
ments set out in [R.05.05.]. D 

4. VITERBI EQUALISER 

D 

The different VE implementations proposed in the lit- 

RAYLEIGH FADING 

PATHS 

I , RX  

I + erature have different complexities and performances 
17, 8, 9, 10, 121. Since the equaliser's algorithm is no1 

Fig. 3 - Widrhand channel ~iinularur. 

The Typical Urban (TU) impulse response spreads 
over a delay interval of 5 ps, which is almost two 3.69 ps 
bit intervals duration and therefore results in serious 
Intersymbol Interference (IST). Whence in simple terms 
it can be treated as a two-path model, where the reflected 
path has a length of 0.75 km, corresponding to a reflector 
located at a distance of about 375 m. The Hilly Terrain 
(HT) model has a sharply decaying short-delay section 
due to local reflections and a long-delay part around 15 
,US due to distant reflections. Therefore inpractical terms 
it can be considered a two- or three-path model having 
reflections from a distance of about 2 km. The Rural Ar- 
ea (RA) response seems the least hostile amongst all 

standardised, in a multi-vendor environment the MS 
and BS might use a different equaliser scheme, which 
both fulfil the performance requirements of [R.05.05. 
summarised in section 9.  

A simple general VE block diagram is shown in Fig 
4. Once a call is set up, communications is maintainec 
using Normal Bursts (NB) incorporating the 26 bit mid- 
amble in the centre of the burst, of which 16 bits consti. 
tute the frame synchronisation word and 5 bits are qua. 
si-periodically repeated at both ends to keep autocorre. 
lation function and frequency domain oscillations low 
As mentioned before, there are eight different, speciallj 
selected synchronisation words associated with eigh 
different adjacent BS colour codes. These special syn- 
chronisation sequences have been found by computel 
search, evaluating the autocorrelation functions of a1 
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Modrllaled 
ref. waves 

Extract 1 Sounding 1 
inl. 7-I 

Funct~on --- .- 

Fig. 4 - MLSE block d~apram. 

possible 216 sequences. Favourable are those sequences, 
which have the highest autocorrelation function main- 
to side-lobe ratio with near-zero values around the sam- 
pling instants ?T, 2 2 T ,  &3T, ?4T, etc., when quasi- 
periodically extended at both ends. It is highly desirable 
that both MSs and BSs use the same VE to keep devel- 
opment and production costs low, which additionally 
requires the recognition of synchronisation (SB) and ac- 
cess bursts (AB) as well, where 64- and 41 bit long syn- 
chronisation words are used, respectively. However, for 
the sake of simplicity, we only consider NBs with 26 bit 
midambles. 

The modulated NB with the channel sounding se- 
quence s ( t )  in its centre is convolved with the channel's 
impulse response h,(t) and corrupted by noise. 

Neglecting the noise for simplicity, the received 
sounding sequence becomes: 

s, ( t )  = s ( t )  . h, ( t )  

which is then matched-filtered using the impulse re- 
sponse hMF(t)  to derive an estimate of the channel's im- 
pulse response: 

he ( t )  = s, ( t )  . hMF ( t )  = s ( t  1. h, ( I ) .  h,, ( t )  = 
(2) 

4 0). h, 0 )  

where R,(t) is the sounding sequence's autocorrelation 
function. Clearly, if R,( t )  is a highly peaked Dirac im- 

E r l ~ ~ a l ~ s e d  
-- .- 

Signal 

pulse-like function, then its convolution with hc( t )  be- 
comes he( t )  = h,(l). With s( l )  in the middle of the NB 
the estimated h,( t )  is quasi-stationary for the 0.577 ms 
burst duration, and can be used to equalise the 114 bits 
of useful information on both sides of it, although the 
time-variant channel precipitates higher error rates to- 
wards the burst edges. Since the complexity of the VE 
grows exponentially with the number of signalling 
intervals in the legitimate modulated reference sequenc- 
es generated from all possible transmitted sequences for 
metric comparisons, the estimated channel response 
h,(t) has to be windowed to a computationally manage- 
able length, while having sufficiently long memory to 
compensate for the typical impulse responses of the pre- 
vious section. 

Specifically, in addition to the duration Lo,, of the 
controlled ISI, also the channel's delay-spread L, has to 
be considered in calculating the required observation 
interval Lo = Lclsr + LC of the 2Lo-1 -state VE. In practi- 
cal terms, using a bit interval of 3.69 ps and maximum 
channel impulse durations of around 15-20 ,us, a VE 
with a memory of 4-6 bit intervals is a good compro- 
mise, where h,(t) is retained over that 4-6 bit interval 
of its total support length, where it is exhibiting the 
highest energy. Lo consecutive transmitted bits give 
rise to 2Lo possible transmitted sequences, which are 
first input to a local modulator to generate the modulat- 
ed waveforms, and then convolved with the windowed 
estimated channel response h,(r) to derive the legiti- 
mate reference waveforms for metric calculation, as 
portrayed in Fig. 4. 
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Recall that he([) = h,(t) only, if R,(t) is the Dirac del- 
ta function, which is not possible when finite-length 
sounding sequences are used. The true channel response 
h,(t) could only be computed by deconvolution from 
eq. 2 upon neglecting the rectangular window w(t). Al- 
ternatively, the received signal can be convolved for the 
sake of metric calculation with the windowed autocorre- 
lation function w(r) . R,(t) often referred to as ambigu- 
ity function, which is more practical. This filtered signal 
is then compared to all possible reference signals and 
the incremental metrics mi, i = 0 . . . (2Lo-') are comput- 
ed, which are utilised by the Viterbi algorithm (VA) to 
determine the maximum likelihood received sequence, 
as highlighted in [ 1 I]  and [I 21. 

5. LINK CONTROL 

The adaptive link control algorithm specified in 
(R.05.08.1 allows for the system to favour that specific 
traffic cell, which provides the highest probability of reli- 
able communications associated with the lowest possible 
path loss. It also decreases interference with other co- 
channel users and, through dense RF frequency reuse, 
improves spectral efficiency, whilst maintaining an ade- 
quate communications quality and facilitates a reduction 
in power consumption, which is particularly important in 
hand-held MS's. The handover process maintains a call 
in progress as the MS moves between cells, or when 
there is an unacceptable degradation of quality caused by 
interference, in which case an intra-cell handover to an- 
other carrier in the same cell is performed. A radio link 
failure occurs when a call with an unacceptable voice or 
data quality cannot be improved either by RF power con- 
trol or by handover. The reasons for the link failure may 
be loss of radio coverage or very high interference levels. 
The link control procedures rely on measurements of the 
received RF signal strength (RXLEV), the received sig- 
nal quality (RXQUAL), and the absolute distance 
between base and mobile stations (DISTANCE). 

The received signal level measurements are per- 
formed on the broadcast control channel (BCCH) carri- 
er which is continuously transmitted by the BS on all 
time slots and without variations of the RF level. A MS 
measures the received signal level from the serving cell 
and from the BS's in all adjacent cells by tuning and lis- 
tening to their BCCH carriers. The rms level of the re- 
ceived signal is measured over a dynamic range of -103 
to -41 dBm for intervals of one SACCH multiframe 
(480 ms). The received signal level is averaged over at 
least 32 SACCH frames (=I5 s) and mapped to give 
RXLEV values between 0 and 63 to cover the range 
-103 ... -41 dBm in steps of 1 dB. The RXLEV param- 
eters are then coded into 6 bit words for transmission to 
the serving BS via the SACCH. 

The received signal quality (RXQUAL) is estimated 
by measuring the BER before channel decoding, using 
the Viterbi channel equaliser's metrics and/or those of 
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the Viterbi convolutional decoder. Eight values of 
RXQUAL span the logarithmically subdivided BER 
range of 0.2% . .. 12.8% before channel decoding. 

The absolute distance between base and mobile sta- 
tions is measured using the "timing advance" parameter. 
The timing advance is coded as a 6 bit number corre- 
sponding to a propagation delay from 0 to 63 . 3.69 ps = 
232.6 ps, characteristic of a cell radius of 35 km. 

While roaming, the MS needs to identify which po- 
tential target BS it is measuring and the BCCH carrier 
frequency may not be sufficient for this purpose, since 
in small cluster sizes the same BCCH frequency may be 
used in more than one surrounding cell. To avoid ambi- 
guity a 6 bit Base Station Identity Code (BSIC) is trans- 
mitted on each BCCH carrier in the synchronisation 
burst(SB). Two other parameters transmitted in the 
BCCH data provide additional information about the 
BS. The binary flag called PLMN-PERMITTED indi- 
cates whether the measured BCCH carrier belongs to a 
PLMN which the MS is permitted to access. The second 
Boolean flag, CELL-BAR-ACCESS, indicates whether 
the cell is barred for access by the MS, although it be- 
longs to a permitted PLMN. A MS in idle mode, i.e., af- 
ter it has just been switched-on, or after it has lost con- 
tact with the network, searches all 125 RF channels and 
takes readings of RXLEV on each of them. Then it tunes 
to the carrier with the highest RXLEV and searches for 
frequency correction bursts (FCB) in order to determine 
whether or not the carrier is a BCCH carrier. If it is not, 
then the MS tunes to the next highest carrier, and so on, 
until it finds a BCCH carrier, synchronises to it and de- 
codes the parameters BSIC, PLMN-PERMITTED and 
CELL-BAR-ACCESS in order to decide whether to 
continue the search. The MS may store the BCCH carri- 
er frequencies used in the network accessed, in which 
case the search time would be reduced. The process de- 
scribed is summarised in the flowchart of Fig. 5. 

The adaptive power control is based on RXLEV 
measurements. In every SACCH multiframe the BS 
compares the RXLEV readings reported by the MS, or 
obtained by the base station, with a set of thresholds. 
The exact strategy for RF power control is determined 
by the network operator with the aim of providing an 
adequate quality of service for speech and data trans- 
missions and keeping interferences low. Clearly, 'ade- 
quate' quality must be achieved at the lowest possible 
transmitted power to keep cochannel interferences low, 
which implies contradictory requirements in terms of 
transmitted power. The criteria for determining the ra- 
dio link failure are based on the measurements of 
RXLEV and RXQUAL performed by both the mobile 
and base stations and the procedures for handling link 
failures result in the re-establishment or the release of 
the call, depending on the network operator's strategy. 

The handover process involves the most complex set 
of procedures in the radio link control. Handover deci- 
sions are based on results of measurements performed 
both by the base and mobile stations. The base station 
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for all CSM carriers 

carrier 

r------------ 
Synchronlae 

awalt BCCH data 
y h  1 , i , 1 1 , 

await BCCH data 

1 coiour bits) 1 
Time Out 

I il I 

d 1 HOP to svongeot BCCH 1 
T I 

,- 
idle Uade 

Fig. 5 - Initial call selection by the MS. 

measures RXLEV, RXQUAL, DISTANCE, and also 
the interference level in unallocated time slots, while 
the MS measures and reports to the BS the values of 
RXLEV and RXQUAL for  the serving cel l ,  and 
RXLEV for the adjacent cells. When the MS moves 
away from the BS, the RXLEV and RXQUAL parame- 
ters for the serving station become lower,  while 
RXLEV for one of the adjacent cells increases. 

6. DISCONTINUOUS TRANSMISSION 

Discontinuous transmission issues are standardised in 

Recom~nendation [R.06.3 I], while the associated prob- 
lems of voice activity detection are specified by 
[R.06.32.]. Assuming an average speech activity of 50% 
and a high number of interferers combined with fre- 
quency hopping to randomise the interference load, sig- 
nificant spectral efficiency gains can be achieved, when 
deploying discontinuous transmissions via decreasing 
interferences, while reducing power dissipation as well. 
Due to the reduction in power consumption full DTX 
operation is mandatory for MSs, but in BSs only receiv- 
er DTX functions are compulsory. Earlier adaptive 
VAD designs were proposed for PCM speech codecs, 
stationary hand sets and indoors background noise [15, 
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161. The fundamental problem is how to differentiate 
between speech and noise, while keeping false noise 
triggering and speech spurt clipping as low as possible. 
In vehicle-mounted MSs the severity of the speech/- 
noise recognition problem is aggravated by the exces- 
sive vehicle background noise. This problem is resolved 
by deploying a combination of threshold comparisons 
and spectral domain techniques [17, 181, Another im- 
portant associated problem is the introduction of noise- 
less inactive segments, which is mitigated by comfort 
noise insertion in these segments at the receiver, which 
is also addressed in [ 17, 181. 

The DTX transmitter's operation relies on the VAD 
differentiating between speech and noise. If speech is 
deemed to be present, the VAD flag is set to one, while 
for noise VAD = 0. If the VAD stops detecting speech, 
the DTX-handler does not immediately disable the 
speech transmission, but first enters the so-called Hang- 
over (HGO) state, designed to prevent negligibly short 
silence periods from disabling transmissions as well as 
to minimise final talk spurt clipping. The HGO delay is 
of four speech frame durations, i.e., 4 . 20 = 80 ms long. 
Even if the HGO delay has elapsed, the current frame 
must not be disabled, if it was stolen for the FACCH. 
With the HGO elapsed the system enters the Comfort 
Noise Update (CNU) state, where a so-called Silence 
1Dentifier (SID) frame is sent to the receiver to update 
its comfort noise parameters. The SID frame is than 
sent during further silent periods in each SACCH multi- 
frame, i.e., at intervals of 480 ms. From the CNU state, 
if VAD = 1 is encountered, the DTX transmitter state 
machine returns to its normal speech transmit (SPTX) 
state, otherwise it enters the Comfort Noise Computa- 
tion (CNC) state, sets the VAD flag to zero and disables 
transmissions. Detecting VAD = 1 forces the system to 
SPTX state, while on VAD = 0 further SID frames have 
to be transmitted in CNU mode, whenever a SACCH 
message is due for transmission. 

The D7X receiver closely collaborates with the entire 
receiver, since it uses soft and hard decision information 
from the Viterbi channel equaliser, Viterbi channel de- 
coder and cyclic error detecting block decoder to gener- 
ate the so-called Bad Frame Indicator (BFI) flag. When 
the BFI flag signals a corrupted speech or SID frame, 
the Speechlnoise Extrapolation (SE) functions are in- 
voked to improve the perceived link quality. If, howev- 
er, several adjacent frames are damaged, the received 
signal is gradually muted to  zero. The interplay of 
system elements is completed by the comfort noise gen- 
erator activated upon reception of SID frames for natu- 
ral sounding Comfort Noise Insertion (CNI) in inactive 
speech intervals. 

Firstly the DTX receiver decides, whether the re- 
ceived frame is a speech or  an SID frame and, after 
evaluating the received signal quality, forms the pair 
(BFI, SID). The S1D-detector is extremely reliable, 
since in SID frames all of the 95 FEC coded RPE exci- 
tation bits are set to zero at the transmitter and the re- 

ceived frame is only deemed to be an SID sequence, i: 
at most 16 out of the 95 corresponding bits are non-zero 
The normal operation is described by (BFI = 0, SID = 
0), when an uncorrupted speech frame is received anc 
duly decoded by the speech decoder. 

If a corrupted frame with BFl = 1 flag has arrived, irre. 
spective of whether speech or noise is deemed to bc 
present, the receiver switches into speechjnoise extrapola. 
tion mode to improve the subjective link assessment, ir 
case a single speech frame is corrupted or stolen by thc 
FACCH. Several consecutive BFI = 1 flags render the re. 
ceiver to mute its output gradually to zero. When the link. 
quality improves, BFI = 0 is encountered and upon SID = 
0 the receiver returns to its normal speech decoding state. 

Upon reception of an uncorrupted SID frame, thc 
DTX receiver inserts comfort noise to the speech de. 
coder, based on the noise spectral parameters (LARS: 
received in the SID frame, which are updated by receiv. 
ing fresh SID frames via the SACCH every 480 ms ir 
each new multiframe. When detecting BFI = 0, SID = 0. 
normal speech decoding is invoked, while if this frame 
happens to be corrupted, i.e., BFI = I, SID = 0, agair 
the receiver enters the extrapolation mode (SE). 

Experiments carried out by GSM have shown that si- 
lent gaps inserted by the DTX system are extremely an. 
noying and degrade speech intelligibility. Best subjective 
and objective results are achieved, if comfort noise of a p  
propriately matched level and spectral envelope is insert- 
ed and updated via sending an SID frame at each 480 m! 
interval through the SACCH. when no speech is trans. 
mitted. The 456 bit SID frame is a 'speech-like' framc 
transmitted every 24- th 20 ms speech frame to charac. 
terise the cutrent background noise spectral envelope us. 
ing the Logarithmic Area Ratio (LAR) parameters. 

The level of the noise is represented by the subseg. 
ment maxima computed by the speech encoder, but tht 
Regular Excitation Pulses (RPE) are set to zero at thc 
transmitter to aid the SID frame recognition at the re. 
ceiver. The Long Term Predictor (LTP) is disabled bj  
setting its gain to zero, while erratic noise level change: 
are mitigated by limiting subsequent subsegment maxi. 
ma increments to 50% of the previous maximum value 
Furthermore, the LARS and block maxima are averagec 
over the last four speech frames, before inclusion in ar 
SID frame. At the receiver the decoded LARS and block 
maxima are used with locally injected uniformly distrib 
uted pseudo-random RPE samples and grid positions tc 
represent the background noise at the transmitter. 

Whenever the BFI flag signals a corrupted speech o 
noise frame, the previous 20 ms frame is input to tht 
speech decoder. This repetition is hardly perceptible, i 
only one frame is lost in every ten, but becomes inade 
quate when encountered more frequently. In subsequen 
corrupted frames therefore their level is gradually mut 
ed to zero by decreasing the maximum 64-valued (6 bi 
logarithmically quantised) subsegment maxima eaci 
time by four. Hence it is set to zero in at most 16 subse 
quent 20 ms speech frames, i.e. in 320 ms. 
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7. VO[CE ACTIVITY DETECTION 

As we have seen in the previous section, the VAD 
imposed by Recommendation [R.06.32.] is the key ele- 
ment in controlling DTX functions. The VAD design 
deployed depends on the level and statistics of the typi- 
cal background noise as well as on the implementation 
of the speech codec utilised, but differences between 
noise and speech properties can be exploited both in 
time [I51 and frequency domain [17]. When using the 
GSM RPE codec in the high car-noise environment, a 
combination of spectral envelope, pitch periodicity and 
energy differences is utilised in the VAD decision pro- 
cess. The VAD's operation relies on an optimum com- 
promise between minimum initial and final talk-spurt 
clipping and minimum on-air time, which are inherently 
contradictory requirements. 

As seen in Fig. 6, the input SNR is first improved by 
'adaptive noise filtering' using filter coefficients derived 
during noise-only periods, which is ensured by checking 
the 'stationary' and 'pitch' flags before filter coefficient 
adaptation. The filtered signal's energy PvAD is then 
compared in the block 'VAD decision' against an adap- 
tive threshold ThVAD for a speechlnoise decision repre- 
sented by the VVAD flag. Finally, mid-spurt and end-spurt 
clipping of speech bursts is prevented by deploying a 
'VAD hangover' (HGO) mechanism, delaying premature 
disabling of transmissions in case of mini-gaps during 
active speech spurts by 80 ms, yielding the VAD flag. 

The adaptive noise-filtering of the input signal is car- 
ried out using the set of filter coefficients a;, i = 0 . . . 8 
derived during noise-only periods. The filtered signal's 
energy PVAD is compared against an adaptively adjusted 
threshold ThVAD to derive a speechlnoise indicator sig- 
nal VAD, which after being subjected to hangover 
yields the VAD flag utilised by the transmitter's DTX 
handler to enableldisable transmissions. The rest of the 
block diagram is concerned with the adaptive adjust- 
ment of the filter coefficients a i  and that of the threshold 

%AD. 
The 'adaptive block filtering' operation of the 160 in- 

put signal samples s (n )  using an 8 - th order filter ai  
yields 168 samples of sf(n), as follows: 

s f ( n ) = ~ a i s  (n-i). n = O  ... 167. 

The energy of the current 20 ms (160 samples) fil- 
tered input signal extended by the filter's 8-sample 
memory is given by: 

After expanding the operations in the expression of 

Periodicity "14 deleel ion Tl~reshold a<lapldLlon ' r h ~ ~ o  

Predictor Spectral 

compulat lon c o n ~ p a r ~ s o n  

Fig. 6 - Func~ional block diagram of the VAD 

E r r  

d 
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PVAD above and substituting the expressions 

and 

for the input signal's and the filter coefficient's autocor- 
relations, respectively, we have: 

The result of the 'VAD decision' is the Boolean flag 
VvAD, which is one if PvAD > ThvAD, zero otherwise. 
The HGO is implemented to prevent the VAD from pre- 
maturely curtailing the end of low-energy speech-spurts 
or removing short mid-speech silent gaps. The principle 
is that speech is continued to be transmitted for four 
more 20 ms frames, even if VvAD = 0 indicates the pres- 
ence of noise, in case at least three previous 20 ms 
speech segments were deemed to be present. Should, 
however VVAD = 1 be set during the HGO period, the 80 
ms hangover period is resumed. 

With the principles of VAD known, we now embark 
upon the description of the adaptive adjustment of the 
VAD-threshold, that of the filter coefficients a,  and 
their correlations ri. To get a stationary estimate of the 
input signal's statistics, each input signal autocorrela- 
tion coefficient R, i = 0 ... 8 is averaged over four 
frames, i.e., 80  ms to derive the averages nvO,(n) = 
C:=oR,(n - j), i = 0 ... 8, a v  li(n) = avOi(n - 4), i = 

0 . . . 8, where n is the 20 ms frame index. The averaged 
autocorrelation coefficients avli(n) are input to the 
'Predictor values computation' block using the Schur 
recursion [I91 and the reflection coefficients ki(n) are 
computed exactly, as in the RPE-LTP speech codec. In 
determining the noise envelope's reflection coefficients 
av 1 ,(n), the averages i = 0 . . . 8 are used, since avO;(n) 
might still contain the end of a speech burst. In a subse- 
quent step the reflection coefficients ki are converted to 
simple finite impulse response (FIR) LPC filter coeffi- 
cients a,, i = 0 .. . 8 and their autocorrelation is comput- 
ed as follows: 

The LPC filter coefficient autocorrelations ri, as 
well as the averaged input signal autocorrelation co- 
efficients avO, are then compared using the simple 

distance measure dm defined as: 

in order to derive a statistical similarity flag called 
'Stationary' in the 'Spectral Comparison' block of 
Fig. 6. The spectral distance of the consecutive 20 ms 
input segments is evaluated by computing d = (dm - 
dm-,), and Stationary = 1 is set if d <: 0.05, i.e., the 
spectrum is deemed stationary, while Stationary = 0, 
if the spectral difference d 5 0.05, i.e., the spectrum is 
non-stationary. 

The 'Threshold Adaptation' process is based on the 
input parameters Stationary, r, and PvAD derived so far, 
as well as on the Boolean flag 'Pitch', indicating the 
presence of voiced input. This process has two output- 
variables, the VAD decision threshold ThvAD and the 
updated adaptive filter coefficient set a,, i = 0 ... 8 de- 
termining the updated set rvAD = r,. The threshold adap- 
tation updates ThvAD every 20 ms in two basic scenar- 
ios. Whenever the signal energy is very low, a fixed 
value of ThvAD = Constant is selected, since any further 
threshold adjustment would be unreliable due to the 
course quantisation at such low signal level. If, howev- 
er, the signal energy is higher, further threshold adjust- 
ments in harmony with [R.06.32.] are possible. Finally, 
by forcing rVAD,; = r;, i = 0 . . . 8, the set of filter coeffi- 
cient correlations is updated for consecutive power 
computations. 

The Pitch-flag, updated also every 20 ms, becomes 
true if periodic input signal is detected, which is charac- 
teristic of speech but not noise. Note that the threshold 
ThVAD is only updated, if the input is stationary but not 
periodic, i.e. when noise is deemed to be present. 

In summary, the GSM VAD strikes a good compro- 
mise between lowest possible on-air time, i.e., activity 
and unobjectionable talk-spurt clipping. The typical 
channel activities vary from 55% in quiet locations 
through 60% in office noise to 65-70% in strong airport 
or railway station noise. 

8. CIPHERING 

The GSM communications security aspects are de- 
scribed in Recommendations 02.09, 02.17, 03.20 and 
03.21, while an overview is given in [20]. The GSM se- 
curity issues focus around the Authentication Centre 
(AUC) and the Subscriber Identity Module (SIM) re- 
ceived at subscription. The SIM is preferably a remov- 
able plug-in module with a Personal Identification 
Number (PIN). These features facilitate the production 
of identical hand sets with PIN protection against unau- 
thorised use, while allowing GSM access through any 
GSM handset. The SIM contains, amongst a number of 
parameters, the International Mobile Subscriber Identity 
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(IMSI), the Individual Subscriber Authentication Key 
(K,) and the Authentication Algorithm (A3). On at- 
tempting to access the PLMN the MS identifies itself to 
the network, receives a random number (R), which to- 
gether with Ki is used to calculate the Signed response 
(S) by invoking the confidential algorithm (A3): S = [Ki 
(A3) R]. The result S is sent back to the network and 
compared with the locally computed version to author- 
ise access. In addition to the random number (R) the 
network sends a key number (K,) to the MS, which is 
related to the ciphering key Kc and serves to avoid using 
different Kc keys at the receiver and transmitter. This 
key number K, is then stored by the MS and is included 
in its first message to the network. Besides S, the MS 
computes the ciphering key (Kc) using another confi- 
dential algorithm (A8) stored in the SIM, and the input 
parameters Ki and R: Kc = [K,  (A8) R]. The ciphering 
key K, is also computed in the network and hence no 

confidential information is sent unprotected via the ra- 
dio path. 

Once authentication is confirmed and both the net- 
work and the MS know Kc, the network issues a cipher- 
ing mode command and from now on all messages are 
ciphered at the transmitter and deciphered at the receiv- 
er, using the confidential algorithm (A5). Confidential- 
ity is further enhanced by protecting the user's identity, 
when identification takes place, assigning a Temporary 
Mobile Subscriber Identity (TMSI) valid for a specific 
location area. This TMSI uniquely describes the IMSI 
in a specific location area, but outside the area it must 
be associated with the Location Area Identity (LAI). 
The network, more precisely the Visitor Location Reg- 
ister (VLR) keeps track of the TMSI-IMSI association 
and allocates a new TMSI in each new location area up- 
date procedure, i.e., in each new VLR. 

The following representative example is provided to 

MS ( RF path  MSC/BS Network VLR 1 Network I HLR 

Fit!. 7 - Lucation area updare using the confidential algorithms A3, A5 and A8. 

'Authentlcatmn 

Cipherinq 
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describe one out of a variety of specific scenarios, 
where the authentication and ciphering algorithms de- 
scribed are utilised. We assume that the MS is regis- 
tered in the VLR and the TMSI is available. All re- 
quired MS characteristics are stored in the VLR and 
identification is based on the LA1 and TMSI parame- 
ters. As mentioned, authenticatioli is carried out upon 
each location updating and the set [IMSI, TMSIO, Kc, 
K,, R, S] is available in the VLR. The process is de- 
scribed with reference to Fig. 7. 

The MS stores its own set of [IMSI, TMSI,,, LAI, K,, 
Kc, K,] parameters and requests location update via the 
radio path by sending its [TMSI, LAI,. K,] parameters 
to the MSCIBS. The MSCIBS forwards these via the 
network to the VLR, which issues an authentication re- 
quest through the network to the MSCBS and via the 
radio link to the MS by sending K,, and R. The MS com- 
putes Kc and S from K, and R utilising the algorithms 
A3 and A8, which are stored in its SIM. The signed re- 
sponse S is transmitted back to the MSCIBS and from 
there via the network to the VLR, where authentication 
ensues by comparing the received and locally generated 
S parameters. The VLR updates the MS's location in its 
own HLR at the appropriate IMSI entry and assigns a 
MS Roaming Number (MSRN). The MSRN stored in 
the MS's HLR is then used by incoming calls to find 
the MS and route the calls to the appropriate VLR. 
where the momentary TMSI and LA1 parameters locate 
and identify the called subscriber. 

Simultaneously, the VLR also generates the new 
TMSI, and forwards it to the MSC/BS and from now on 
TMSI,,, LAI,, and K,, are used to identify the MS. The 
HLR acknowledges the location update to the VLR and 
to the MSCBS that, in turn, issues a 'ciphering mode 
command' to the MS. The MS responds with a 'cipher- 
ing mode complete' message and therefore ciphers all 
its messages by the algorithm A5 using Kc, while the 
MSCIBS deciphers and vice-versa. The MSC/BS in- 
forms the MS using a ciphered message that 'location 
update is accepted' by the system and also sends out the 
new TMSI,, which is acknowledged by the MS via 
sending the 'TMSI reallocation complete' message. Fi- 
nally, this is accepted by the MSCBS in that it sends a 
'channel release' command to the MS and a 'TMSI 
acknowledge' to the old VLR to discard TMSIo. 

9. GSM SYSTEM PERFORMANCE 

The error rate performance of the RF subsystem is 
specified in Recommendation [R.05.05] for various 
propagation conditions, referred to as NAMEx, where 
NAME is the name of the propagation model and x is 
the vehicle speed in km/h. The models for rural area, 
hilly terrain, typical urban area and the profile for 
equalisation testing are referred to as f i x ,  HTx ,  TU.r 
and EQx channels, respectively. An additive white 
Gaussian noise channel, i.e., a static channel, is also 

considered. Depending on the type of traffic or control 
channel, the performance is described in terms of frame 
erasure rate (FER), bit error rate (BER), or residual bit 
error rate (RBER). The RBER is defined as the ratio of 
the number of errors detected due to unprotected Class 
2 bits over the frames defined as "good", to the number 
of transmitted bits in the "good" frames, where a frame 
is deemed to be good for example, if the (53, 50) cyclic 
error detecting block code protecting the Class l a  
speech bits does not indicate code overload. 

In GSM parlance there are three different types of er- 
ror rates. One is concerned with the conditions of opera- 
tion at reasonable signal levels and in the absence of 
interference. Another applies when the receiver is oper- 
ating with signal levels close to its noise floor, and the 
third category applies for operation in the presence of 
interference. The nominal error rates (NER) apply to 
propagation conditions, when there is no interference 
and the received RF signal level is equal to -85 dBm. 
Under these conditions the chip error rate (channel 
BER), which is equivalent to the bit error rate of the 
non-protected C2 bits of a full rate traffic channel for 
speech (TCHFS),  is specified as I loJ for the static 
channel, I 4 x 10-3 for the rural channel RA250, 1 4  x 
lo-' for the typical urban channel TU3 and 5 1 % for the 
channel used for the equaliser testing. 

Table 1 - Reference sensitivity pe@ormance 
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The reference sensitivity performance is the error rate 
performance when a received RF signal level is equal to 
the reference sensitivity level of -102 dBm for hand- 
portables and -104 dBm for all other mobile and base 
stations and when no interference is present. The refer- 
ence sensitivity performance specifications are shown 
in Table 1, while the reference interference figures are 
summarised in Table 2 for the different types of chan- 
nels and propagation conditions. 

The reference interference performance is the error 
rate limit when the wanted input RF signal level is -85 
dBm and a random GSM modulated interfering signal is 
present. The signal-to-interference ratio is I 9 dB, while 
the signal-to-adjacent channel ratios at 200 and 400 kHz 
from the camer are < -9 dB and -4 1 dB, respectively. 
This interference ratio is called the "reference interfer- 
ence ratio" and is identical for all types of base and mo- 
bile stations. In the tests, the wanted and interfering sig- 
nals are subject to the same propagation profiles, and 
when frequency hopping is used, they have the same 
hopping sequence. Under these conditions the error 
rates for the various types of channels and propagation 
conditions satisfy the limits shown in Table 2. 

The performance of a complete GSM speech channel 
simulator has been reported in [13] for the various GSM 
channel models using vehicular speeds ranging from 0 
km/h (AWGN) through pedestrians walking at 3 k m h  
to 250 kmlh high-speed trains. The standardised typical 
urban (TU), rural area (RA), hilly terrain (HT) and 
equaliser test (EQ) GSM impulse responses were de- 
ployed, as characterised earlier in Fig. 2 of section 3 for 

BER 
l . O E + O O  I 

- AWGN - ' T U 3  % T U 3 l F H  E TU5O 

x TU5OlFH RAlOO R A 2 5 0  

Fig. 8 - Speech CI BER vs. E,,/N,, pa-t'ormance, Hodges et. al. [13\ .  

various mobile speeds described in terms of km/h fig- 
ures associated with the GSM channel acronyms. In 
some cases also the stationary AWGN results as flat 
Rayleigh-fading (RAY) results are quoted. For slowly 
walking pedestrians results are portrayed both with and 
without frequency hopping (FH). The concatenated cod- 
ed C 1 speech BER vs. Eb / No results are reproduced in 
Fig. 8, where we observe virtually error free operation 
for the AWGN channel for Eb / No in excess of 4 dB 
and for most of the fading channels above 12 dB. When 
using the typical urban (TU3) channel for pedestrians, 
the MSs are idling in deep fades and so the interleaving 
memory is not sufficiently long to randomise error 
bursts before channel decoding, which yields a high re- 
sidual BER. This is seen being effectively combated by 
FH. The higher residual BER of the rural area (RA250) 
channel is due to the higher Doppler shift and lack of 
'diversity effect' engendered by the sharply decaying 
impulse response. The unprotected C2 bits have a high 
residual BER in Fig. 9, which is unaffected by FH. In 
fact, this residual C2 BER is higher than that of the VE 
implementations proposed in [9, 101. Similar tendencies 
are recognised as regards to Frame Error Rates (FER) 
depicted in Fig. 10. The interference resistance of the 
system expressed in carrier to interference ratio [CII 
(dB)] is also characterised in /13], which is again simi- 
lar in its tendencies to the noise resistance, as seen in 
Fig. 11, 12 and 13. 

All in all, the reported VE in~plementations reduce 
the channel BER to values sufficiently low for the 
concatenated channel coding/interleaving scheme to 

BER 
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Fig. 9 - Speech C2 BER vs. EJN, ,  prrfv~~mclncs, Hodges et. al. 1 1  31 
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BER 
1.OE+00 

Fig. 10 - Speech FER vs. EJN,, performance. Hodges et. al. [13]. 

BER 

l.OE+OO E 

Fig. 12 - Speech CZ BER vs. Cfl  performance, Hodges et. al. [13]. 
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Fig. 11 - Speech C1 BER vs. CII performance, Hodges et. al. [ I  31. Fig. 13 - Speech FER vs. CII performance, Hodges et. al. 1131. 
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remove most of the errors for Eb 1 No and C/I ratios in 
excess of 12-14 dB, a value providing higher robust- 
ness and spectral efficiency than current analogue 
systems. 

enced, whence the authors are indebted to all 'GSM 
contributors'. 

M~l~llrscript received on June 6, 1993 
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