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Abstract

In the 2017 TREC (Text Retrieval Conference)
Real-Time Summarization (RTS) track, we explored
supervised methods for identifying relevant tweets
based on a user’s interest profile. We primarily
focused on two approaches: profile-specific and
profile-independent. For profile-specific, we trained
a model for each interest profile with features spe-
cific to the target profile. In case of profile-
independent, a single model was trained with fea-
tures that were general across all profiles. For train-
ing the supervised models, we used labeled data
from the previous year’s challenge. We addition-
ally introduced a novel method for automatically la-
beling tweets with relevance scores. The method
treated keywords from titles as an essential informa-
tion and penalized the relevance score for a tweet
when the keywords were absent; while treating key-
words from description as supporting information,
and rewarding the relevance score when these key-
words were present. In scenario A (real-time push
notification), our best run yielded 9.95% EG-p and
11.11% nDCG-p improvements over the median
in batch evaluation. In scenario B (daily digest),
our best run achieved 25.43% nDCGp improvement
over the median.

1 Introduction

For TREC Real-Time Summarization (RTS) track,’
the challenge of training supervised models arises
due to 1) a large collection of interest profiles, 2)

'http://trecrts.github.io/

diversity of topics, and 3) limitations for generating
labeled data for new interest profiles. For a given
set of interest profiles, human experts can manually
label some training data and train one supervised
model per profile. This solution is difficult to scale
if new interest profiles are introduced since a trained
model would only be tied to a specific interest pro-
file that the framework has been exposed to. An al-
ternative approach can be to create a single profile-
independent supervised model to determine profile
relevance of a tweet, which would then be appli-
cable for any interest profile. In this case, feature
modeling needs to be carefully designed so that the
extracted features are not tied to any specific profile.

For the TREC-2017 RTS challenge, we ex-
plored the use of both profile-specific and profile-
independent supervised models for recognizing
tweet relevance. We used the labeled data from the
past year’s challenge (Lin et al., 2016) as the train-
ing data to build a single profile-independent super-
vised regression model. In this method, we created
training instances by pairing up tweets with interest
profiles and the trained regression model predicts a
real-valued relevance score. As features, different
overlap statistics between a tweet and a profile were
used (e.g., number of overlapping words, phrases,
parts-of-speech tokens, etc.). We additionally ex-
plored an attention-based deep learning model that
learns semantic characteristics of the words in a pro-
file that may be important for recognizing relevance.
For making push decisions we used a threshold rel-
evance score.

We also introduced a novel method for automat-
ically labeling new data to train a dedicated super-
vised model for each profile (profile-specific). In
this method, we collected tweets using keywords ex-



tracted from the profiles, and assigned a relevance
score based on a method that penalized for any miss-
ing title keywords, but gave a reward for additional
keywords from profile descriptions.

We submitted a total of six automatic runs, three
for real-time push notification (scenario A) and three
for daily digest (scenario B). For scenario A, our
three runs corresponded to 1) our best method in
scenario A from the 2016 challenge, 2) a profile-
independent supervised regression model trained on
labeled data from the past challenges which ex-
ploits features based on different overlap statistics
between a tweet and a profile, and 3) a combi-
nation of (1) and (2). For scenario B, our three
runs corresponded to 1) our best method in sce-
nario B from the RTS 2016 challenge, 2) a profile-
dependent supervised regression model trained on
data that were automatically labeled with our novel
method of reward/penalty-based relevance scoring,
and 3) a profile-independent attention-based Con-
volutional Neural Network model that automatically
determines which profile words may need more fo-
cus when searching for relevant tweets, trained on
the data from the past challenges. In scenario A, our
best run yielded 9.95% EG-p (+0.0104) and 11.11%
nDCG-p (+.0185) improvements over the median
in batch evaluation. In scenario B, our best run
achieved 25.43% nDCGp (+0.0558) improvement
over the median.

2 System Description for Scenario A

2.1 Real-Time Push Notification for Run 1

For our run 1 in scenario A, we used our best method
from the 2016 TREC RTS challenge (scenario A)
(Lee et al., 2016). This method uses a set of as-
sorted textual features extracted from the interest
profiles and determines relevance of a tweet based
on a weighted relevance score. The seven categories
of textual features that we used are:

* Title words: we extract all unigrams (individ-
ual words) from the profile title after excluding
stopwords and punctuations.

* Title phrases: we extract all noun phrases and
verb phrases that only appear in the title of an
interest profile.

* Noun phrases: we identify all noun phrases
from the title, description and narrative fields
of the interest profiles.

* Phrases within quotations: we extract phrases
from title, description, and narrative that appear
within quotation marks. Intuitively, phrases
within quotation carry special importance, and
tweets that mention these phrases exactly,
could be highly relevant to the profiles.

* Named Entity Phrases: we extract phrases
that contain a named entity. For extracting
named entities, we use the NLTK toolkit.

* Location Named Entity Phrases: We extract
all named entity phrases that mention locations.

* TF-IDF phrases from narrative: We calcu-
late TF-IDF scores for words in profile narra-
tives, considering each narrative of an inter-
est profile as a document. We take the top
10 words with the highest TF-IDF scores (ex-
cluding stopwords), and extract noun phrases
and verb phrases that contain one of these high
scoring TF-IDF words.

The textual feature categories are further ex-
panded to include paraphrases of the extracted
phrases so that phrases that are synonymous can also
contribute towards measuring relevance. We use
the PPDB Paraphrase Database (Ganitkevitch et al.,
2013) (L-size) for the paraphrase-based feature ex-
pansion. We do not expand the named entity phrases
and phrases within quotations. For the other textual
features, we create four new categories with only the
paraphrase terms. After feature expansion, we have
a total of 11 categories of textual features.

To identify relevant messages from the Twitter
feed, messages are first filtered based on language,
minimal number of title words, presence of named
entity or quoted phrase, etc. Finally, relevance with
respect to feature categories and profiles are deter-
mined using the equations:
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Here, x is an input tweet, C; is the set of tex-
tual features for the i*" textual feature category, I
is the maximum number of rightmost words from
phrase c that appears in the tweet consecutively and
in the same order, n. is the total number of words
in ¢, and max, (C;) is the maximum phrase length
(in terms of words) among all of the phrases in C;.
Weights w; are feature category weights estimated
from the TREC RTS 2015 data, maximizing the Ex-
pected Gain (EG). The tweet that is assigned a high
relevance score is then checked for novelty using a
semantic similarity model (Hasan et al., 2015) and
pushed to user if above a threshold of 0.75. More de-
tails on the method can be found in Lee et al. (2016)

2.2 Real-Time Push Notification for Run 2

For our run 2 in scenario A, we design a profile-
independent supervised regression model. One of
the important considerations in scenario A is when a
tweet can be pushed to a user. So instead of a cate-
gorical relevant vs. not relevant decision, we use a
regression model that allows us to directly predict a
real-valued relevance score. As our regression algo-
rithm, we use L2-regularized L2-loss support vector
regression from the LIBLINEAR library (Fan et al.,
2008). To create training instances, we use tweets
from the 2016 TREC RTS challenge where each
tweet is assigned a relevance score using batch eval-
uation. As our training instances, we pair a tweet
with its respective interest profile and use the rele-
vance score as the data label.

For this profile-independent regression model, the
textual features described in Section 2.1 could not
be directly used because they are lexical features
closely tied to the respective interest profiles. For
example, in profile RTS2, a user is interested in in-
formation related to Zica virus in Ecuador. One of
our assorted feature types would identify Ecuador as
a key named entity feature (among others) for find-
ing tweets relevant to RTS2. But such lexical fea-
tures are ideally useful for training a model specif-
ically for RTS2, which limits the ability to train a
new model for a profile if labeled training data is not

readily available.

To create a profile-independent model, we instead
determine how much these features overlap between
an interest profile and a tweet in their respective fea-
ture categories, and derive statistics with respect to
the categories instead of the features themselves so
that they can be generalized across all profiles. For
the above example, instead of relying on specific
features such as “Ecuador”, our new general features
would now try to assess the importance of having
an overlap between a tweet and a profile for differ-
ent feature categories (e.g. named entity) to deter-
mine the tweet-topic relevance. To achieve this, for
each feature type described in Section 2.1, we create
five binary overlap features to use in our regression
model. These features are:

* Full overlap: If all of the phrases from a fea-
ture type are present in a target tweet, we set
this feature to 1 (or O otherwise).

* Much overlap: If more than half of the phrases
from the feature type are present in a target
tweet but not all, we set this feature to 1 (or
0 otherwise). We require that a minimum of
three phrases are in the respective feature type.

* Moderate overlap: If half of the phrases from
a feature type are present in a target tweet, we
set this feature to 1 (or O otherwise).

* Some overlap: If less than half of the phrases
from the feature type are present in a target
tweet but more than one, we set this feature to 1
(or 0 otherwise). We require that a minimum of
three phrases are in the respective feature type.

¢ Bare-minimal overlap: If one of the phrases
from a feature type are present in a target tweet,
we set this feature to 1 (or O otherwise). We
require that a minimum of three phrases are in
the respective feature type.

In addition to the feature types described in
Section 2.1, we additionally use person, organi-
zation, nouns, verbs, adjectives and unigrams,
bigrams, and trigrams when deriving the over-
lap features. From the profile, we only use ti-
tle. We also experimented with descriptions
and narratives but found the title part of the pro-
file to be more effective with this modeling.



Once the support vector regression model is
trained on the paired tweets and profiles, as
we monitor the twitter stream, for a candidate
tweet, we pair the tweet with each interest pro-
file and apply the trained model. If the pre-
dicted relevance score for a profile-tweet pair is
above a threshold value 0.5, we push the tweet
to the respective user.

2.3 Real-Time Push Notification for Run 3

For run 3, we combined outputs of our run 1 and run
2 models.

3 System Description for Scenario B

3.1 Daily Digest for Run 1

For run 1 in scenario B, we use our last year’s best
run for scenario B (Runl from 2016), the details of
which can be found in Lee et al. (2016).

3.2 Daily Digest for Run 2

For the run 2 in scenario B, we build profile-
dependent supervised models trained for each pro-
file separately. The major obstacle for building such
models is the availability of training data with re-
spect to all interest profiles. Past challenge data are
insufficient for this purpose since they do not have
relevance judgment for the new profiles. To this
end, we devise a method to automatically generate
labeled training data allowing us to train supervised
models for a given profile.

The main assumption of our automatic data label-
ing method is that the information present in the title
of an interest profile is the most important part of the
profile, while the information from the description
provide additional supporting information. Under
this assumption, we design a reward-penalty driven
method for assigning a relevance score to a tweet
for a given profile. First, we create an initial set
of candidate relevant tweets (streamed from Twit-
ter during the week before the challenge) for a given
profile where each tweet contains at least one title
word (limited to nouns, verbs and adjectives) from
the profile. We assign a zero score to each tweet in
the candidate tweets set as the initial relevance score.

We then make an assumption that if all words
from this target profile’s title are present in a tweet,
then the tweet is a relevant tweet for that profile. For

these tweets, we do not update the relevance score.
But for the tweets that do not have all of the words
from the profile’s title, we want to penalize the as-
signed relevance score to reflect that the tweet may
be missing some key information for establishing
relevance. As the penalty, we remove 1 point from
the relevance score for each missing title word. For
example, if a profile title is “Zica virus in Ecuador”,
and the only common words in the tweet are ‘“Zica”
and “virus”, but “Ecuador” is missing, then the score
is updated to -1 from O to reflect the missing title
word “Ecuador” (we only judge overlap or missing
words with respect to nouns, verbs and adjectives).

Finally, whenever a tweet has additional words
from the description of an interest profile, we want
to reward these cases. This is because, although the
title generally specifies the main topic of an inter-
est profile, a user may be interested in more specific
information on the topic which can be reflected in
the description. For example, for the profile title
“heating pad recommendations”, it becomes clear
that the user is interested in knowing about which
heating pads other consumers prefer and suggest.
However, the description “What heating pads are
recommended for treating low back pain?” further
reveals that the user is mainly interested in heating
pads in the context of back pain. Although an expe-
rience with a general heating pad may also apply in
this case, when a tweet mentions a heating pad rec-
ommendation in the context of back pain, the tweet
should be judged as more relevant.

To achieve this, when all of the title words are
already present in a tweet, but the tweet also has ad-
ditional words from the description of the interest
profile, for each additional word from the descrip-
tion, we reward 1 point to the relevance score. For
the above example profile, if a tweet mentions all of
the title words “heating”, “pad”, “recommendation”,
and has the additional words from description such
as “back” and “pain”, the assigned relevance score
is updated from O to +2 to reflect the presence of the
supporting context “back” and “pain”.

Once a set of tweets are automatically labeled
with a relevance score using the method above, we
train a L2-regularized L.2-loss support vector regres-
sion from the LIBLINEAR library (Fan et al., 2008).
As features for regression, we use bag-of-words.

To create a daily digest for a given interest pro-



file, we first use an initial filtering of all the streamed
tweets to create a set of candidate tweets to rank. As
the filtering method, we check for the following two
conditions: 1) total number of unique title and de-
scription keyword overlaps are more than total num-
ber of unique title keywords from the profile, and 2)
total number of unique title keywords overlaps are
more than a half of total number of unique title key-
words from the profile. After creating the candidate
tweets set, the trained model is run on the new tweets
to predict a relevance score. The tweets are sorted
based on the predicted score and the top 100 ranked
tweets above a threshold of -1.5 are selected to put
in the batch/digest to send to the user.

3.3 Daily Digest for Run 3

For run 3, we employed an Attention-Based Con-
volutional Neural Network (ABCNN) model (Yin
et al., 2015) which was designed to model sen-
tence pairs by taking into account the interdepen-
dence between the two sentences, and has shown to
achieve state-of-the-art performance in tasks such as
paraphrase identification, answer selection and tex-
tual entailment. This model is profile-independent
since it does not require profile-specific labeled data
for training and can predict profile-tweet relevance
score for previously unseen profiles. Evaluation data
from past two years (RTS2016, Microblog2015) was
used to train the model by setting a tweet and a
user profile (topic title plus description) as a sen-
tence pair. We used ABCNN-3 model with 2 con-
volution layers which computes attention weights
on both the input representation and the output of
convolution. For hyperparameters, we used 0.08 as
the learning rate, 0.0004 for L2 regularization, batch
size of 64, 20 epochs, and support vector machine
(SVM) as classifier. If the final relevance score by
SVM is above a threshold value, the model classi-
fies the tweet-profile pair as relevant (i.e., the tweet
is relevant to the user profile).

4 Evaluation

4.1 Post Hoc Batch Evaluation in Scenario A

For scenario A, tweets pushed are evaluated with the
following evaluation metrics:?

http://trecrts.github.io/
TREC2017-RTS—-guidelines.html

* Expected gain (EG) (for an interest profile on
a particular day) is defined as follows:

1
EG = > G (3)

where N is the number of tweets submitted by
a system and G/(t) is the gain of each tweet.

¢ Normalized Cumulative Gain (nCG) (for an
interest profile on a particular day) is defined as
follows:

1
nCG =~ > G (4)

where Z is the maximum possible gain (given
the ten tweets per day limit).

In determining gain G(t), not relevant, relevant,
and highly-relevant tweets receive a gain of 0, 0.5,
and 1.0, respectively. EG and nCG metrics have two
variations each. For the EG-1 and nCG-1 variation
of the metrics, on a silent day when there are no rele-
vant tweets for a particular interest profile, a system
receives a score of 1 (i.e., perfect score) if it does
not push any tweet. That is, if the system pushes 0
tweets, it receives a score of 1. However, under the
EG-p and nCG-p metrics, there is a penalty propor-
tional to how “quiet” the system is. The score is one
minus the fraction of the ten-tweet daily quota that
is used. If it pushes 1 tweet, it gets a score of 0.9, if
it pushes 2 tweets, it gets a score of 0.8, and so on,
such that if a system uses up its quota of ten tweets
for a silent day, it receives a score of zero. EG-p is
the primary metric for judging systems in scenario
A.

¢ Gain Minus Pain (GMP), defined as follows:

GMP=axG—-(1—a)xP (5

Here G (gain) is computed in the same manner as
above; and P (pain) is the number of non-relevant
tweets that are pushed, and controls the balance
between the two. Evaluations are done at three «
settings: 0.33, 0.5, and 0.66. The EG, nCG and



Table 1: Scenario A batch evaluation results. EG = Expected Gain (1 = with silent day reward, p = proportional silent
day reward), nCG1 = Normalized Cumulative Gain (1 = with silent day reward, p = proportional reward on silent day),

GMP = Gain Minus Pain (at = 0.33, 0.5 and 0.66).

Evaluation | g | g5 | hcGp | nCG1 | GMP33 | GMPS | GMP.66

Metrics

Median 0.2194 | 0.1951 | 0.2095 | 0.1826 | — | -0.1707 | -
PRNA Systems

PRNA Run I | 0.2090 | 0.1951 | 0.2052 | 0.1913 | -0.1330 | -0.0780 | -0.0262

PRNA Run 2 | 0.2066 | 0.1914 | 0.2058 | 0.1906 | -0.2630 | -0.1707 | -0.0839

PRNA Run 3 | 0.2298 | 0.2016 | 0.2280 | 0.1998 | -0.3278 | -0.2052 | -0.0899

GMP metrics are used in a post hoc batch evalu-
ation where relevant tweets are semantically clus-
tered into groups containing tweets that share sub-
stantively similar information and judged as not-
relevant, relevant, or highly relevant by the pools.

Table 1 presents the results of our three runs in
scenario A and compares them with the median
results among the participating teams. For both
variations of the EG and nCG metrics, our run 3,
which combines our last year’s best run with this
year’s profile-independent supervised support vec-
tor regression model, performed the best among the
three runs. Run 3 also outperformed the median re-
sults on these metrics. On the official EG-p metric,
our run 3 improved the results by +0.0104 (9.95%
of the median). Individually, run 1 and 2 could only
perform better than the median results for the nCG-
1 metric. However, on the GMP.5 metric, run 1 still
achieved the best result among our three runs, which
is +0.0927 higher than the median result (54.31% of
the median).

4.2 Live User-in-the-loop Assessments for
Scenario A

In a live user-in-the-loop assessments, tweets sub-
mitted by the participating systems are immediately
routed to the mobile phone of a human assessor to be
judged as relevant, not-relevant or redundant. Preci-
sion is calculated as the ratio of the relevant tweets
to the judged tweets. In strict precision, relevant but
redundant tweets are excluded. In lenient precision,
relevant but redundant tweets are still included.
Table 2 presents the evaluation by mobile asses-
sors for scenario A. Run 1 had the best results among
the three runs. Our run 1 and run 3 both performed
better than the median results where run 1 achieved

+0.0737 and +0.0609 better strict and lenient pre-

cision respectively, compared to the median results
(21.66% and 14.59% of the median).

Table 2: Evaluation by mobile assessors in scenario A.

Strict Strict Lenient | Lenient

Precision | Utility | Precision | Utility

Median 0.3403 -805 0.4174 -456
PRNA Systems

PRNA Run 1 0.4140 -262 0.4783 -66

PRNA Run 2 0.3346 -678 0.3912 -446

PRNA Run 3 0.3625 -852 0.4264 -456

Table 3: Top 5 scenario A runs evaluated by mobile as-
SEessors.

Team (Run) Strict Precision
WUWien (Run 1) 0.4337
IRIT (Run 1) 0.4200
PRNA (Run 1) 0.4140
udel fang (Run 1) 0.4096
udel fang (Run 2) 0.3980

For scenario A, a total of 41 runs were submitted
from 15 participating teams. Table 3 shows the top 5
runs and strict precision based on evaluation by the
mobile assessors. Our best model (PRNA Run 1)
ranked third among the 41 runs.

Table 4: Time Latency in Scenario A.

latency (seconds) ‘ mean | median
PRNA Systems

PRNA Run 1 50612.7 69.0

PRNA Run 2 29994.0 78.0

PRNA Run 3 39366.4 74.0

Table 4 shows the time latency of the runs. The
average latency is very high but median latency is



low. The main reason for the high average latency
is the semantic similarity checking method we used
to remove duplicate contents, which increases over-
all latency as the runs progress and the queue of the
streamed tweets increases, resulting in very high la-
tency in the later days of the challenge.

4.3 Post Hoc Batch Evaluation in Scenario B

For scenario B runs, Normalized Discounted Cu-
mulative Gain nDCG@10 is used as the eval-
uation metrics with two variants as the scenario
A. nDCG@10-1 rewards a system for not pushing
tweets on a silent day when there are no relevant
tweets, and nDCG @ 10-p proportionally rewards de-
pending on how quite a system is on a silent day.

Table 5: Scenario B batch evaluation results. nDCG =
Normalized Discounted Cumulative Gain (1 = with silent
day reward, p = proportional reward on silent day).

Eﬁi‘iﬁg:n nDCGp | nDCGI
Median 0.2194 | 0.1865
PRNA Systems
PRNA Run 1 0.2071 0.1914
PRNA Run2 | 0.2752 | 0.2400
PRNA Run3 | 0.2143 | 0.1686

Table 5 compares the results of our runs with
median results. Among our three runs, run 2, the
profile-dependent support vector regression model
trained with automatically labeled data, achieved the
best results. This run yielded +0.0558 nDCG-p and
+0.0535 nDCG-1 results over the median (25.43%
and 28.69% of the median).

4.4 Evaluation of Scenario B Runs as Scenario

A Runs

Table 6: Top 5 scenario B runs evaluated as scenario A
runs by the mobile assessors.

Team (Run) Strict Precision
PRNA (Run 1) 0.4811
IRIT (Run 1) 0.4666
PKUICST (Run 3) 0.4625
IRIT (Run 3) 0.4560
IRIT (Run 2) 0.4497

For scenario B, a total of 40 runs were submitted
from 15 participating teams. Table 6 shows the top 5

scenario B runs and strict precision when evaluated
as scenario A runs by the mobile assessors. Our best
run (PRNA Run 1) ranked first among the 40 runs.

Table 7: Top 5 scenario B runs evaluated as scenario A
runs by NIST assessors.

Team (Run) EG-p
PKUICST (Run 1) | 0.2959
adv_lirmm (Run 1) | 0.2676

PRNA (Run 2) 0.2674
adv_lirmm (Run 2) | 0.2641
adv_lirmm (Run 3) | 0.2620

Table 7 presents the top 5 scenario B runs and
EG-p when evaluated as scenario A runs by NIST
assessors. Our best run (PRNA Run 2) ranked third
among the 40 runs.

5 Conclusion

In this paper, we explored the use of both profile-
specific and profile-independent supervised models
for recognizing tweet relevance. In scenario A, our
run 3, which combines our last year’s best run with
a new supervised regression model, yielded +0.0104
EG-p and +.0185 nCG-p improvements over the me-
dian. In scenario B, our run 2, a profile-dependent
support vector regression-based model trained with
automatically labeled training data, obtained nDCG-
p of 0.2752, achieving +0.0558 nDCG-p improve-
ment over the median. In future work, we will ex-
plore the use of automatic data labeling methods to
label training data in large quality for training deep
learning-based models to retrieve relevant tweets.
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