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6 Ancestral Particle filtering of data association

and object occlusions

The posterior pdf on {at,ot} is simulated by a set of
Nsam unweighted samples, also called particles, as

p(at,ot|z1:t) =

Nsam
∑

k=1

δ
(

at − akt ,ot − ok
t

)

, (22)

where δ(x) is a Kronecker delta function, and {akt ,o
k
t |k =

1, . . . , Nsam} are the samples, which are drawn from

p(at,ot|z1:t) ∝ p(zt|z1:t−1,at,ot)·

·

Nsam
∑

k=1

p(at,ot|z1:t−1,a
k
t−1,o

k
t−1), (23)

where the sampled-based approximation of the posterior
pdf in the previous time step has been used. All the
probability terms haven been already defined in previous
sections, therefore substituting their expressions

p(at,ot|z1:t) ∝ p(at)

∫

p(zt|at,xt)p(xt|z1:t−1,ot)dxt·

·

Nsam
∑

k=1

∫

p(ot|xt−1)p(xt−1|z1:t−1,a
k
t−1,o

k
t−1)dxt−1.

(24)

The process to draw samples from the previous prob-
ability is based on a hierarchical Monte Carlo technique,
called ancestral sampling [30]. This technique hierarchi-
cally draws samples from the random variables accord-
ing to their conditional dependencies. Thus, the pro-
cess to obtain a new sample starts by drawing a sam-
ple {akt−1,o

k
t−1} from the sample-based approximation

of p(at−1,ot−1|z1:t−1) computed in the previous time
step. Conditioned on the previous sample, a sample ok

t

is drawn from

ok
t ∼

∫

p(ot|xt−1)p(xt−1|z1:t−1,a
k
t−1,o

k
t−1)dxt−1.

(25)

Since the previous integral integral has not analytical
form, a suboptimal solution is computed. This consists
in approximating the Gaussian p(xt−1|z1:t−1,a

k
t−1,o

k
t−1)

by its mean, obtaining

ok
t ∼ p(ot|µt−1), (26)

which is a discrete probability defined in Sec. 4.
Lastly, a data association sample is drawn from

akt ∼ p(at)

∫

p(zt|xt,at)p(xt|z1:t−1,o
k
t )dxt (27)

conditioned to the rest of sampled variables. The com-
putation of the integral is based on the fact that the
integral of any function f(x) proportional to a Gaussian

is equal to maximum of that function f(x)∗ times a pro-
portionality constant [24]. In this case, p(xt|z1:t−1,o

k
t )

is Gaussian since it is the prediction step of the Kalman
filter, and the expression of p(zt|xt,at) is proportional
to a Gaussian function. And as the product of Gaus-
sian functions is another Gaussian function, the above
integral can be computed as

f(xt;at) = p(zt|xt,at)p(xt|z1:t−1,o
k
t ), (28)

∫

f(xt;at)dxt =
√

det(2πΣf )f(xt;at)
∗, (29)

where at acts as a parameter of f(xt;at), det() is the
determinant function, and Σf is the covariance matrix
of f(xt;at).

As a result, data association samples are drawn from

akt ∼ p(at)
√

det(2πΣf )f(xt;at)
∗, (30)

where all the involved probability terms are discrete, and
whose mathematical expressions are defined in Secs. 4
and 5.

7 Results

The proposed Bayesian tracking model for interacting
objects has been evaluated using the public database
‘VS-PETS 2003’ [31], which contains sequences of a foot-
ball match. Given the great number and variety of player
interactions, this dataset is very suitable for testing pur-
poses.
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Fig. 5 Detected players of the read team.

Two different object detectors [26] are used to detect
the players of each team, which characterize each object
category by means of its color distribution. Although
these detectors are not very complex, they are suitable
for the detection of players in the considered dataset.
Nonetheless, whatever visual object detector can be used
with the presented tracking algorithm provided that at
least positional information is given. In this sense, the


