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Each factor computes the association likelihood of one
detection as

p(zt,j |xt,at,j) =

=

{

N(rzt,j ; r
x
t,i,Σ

lh) if object association,

dclu if clutter association,
(18)

where i ∈ {1, . . . , Nobj}, r
z
t,j and rxt,i are the positional

information of the detection and the object respectively,
dclu is the clutter probability density, and Σlh is the co-
variance matrix of the Gaussian function. The previous
expression is only applicable between detections and ob-
jects of the same category, since the object association
probability is zero otherwise.

The last probability term p(zt|z1:t−1) in Eq. 10 is
just a normalization constant.

As occurred with p(xt,at,ot|z1:t), the posterior pdf
p(at,ot|z1:t) has not analytical form. To overcome this
problem, an approximate inference method based on a
particle filtering framework is used to obtain a subopti-
mal solution, which is described in the Sec. 6.

5 Conditional Kalman filtering of object

trajectories

The Kalman filter recursively computes p(xt|z1:t,at,ot)
in two steps: prediction and update. The prediction step
estimates the object trajectories at the current time step
according to a dynamic model for interacting objects.
This model considers that an interacting behavior mainly
occurs when two or more objects are involved in an oc-
clusion event. In case of interaction, one object remains
totally or partially occluded behind the occluding ob-
ject until the interaction ends. This behavior simulates
a situation where the occluded object seems to be follow-
ing the occluding one, changing its trajectory. Another
possibility is that the occluded object is not interacting
with anyone. In this case, the occluded object keeps its
trajectory constant according to a piecewise constant ve-
locity model. Since a priori it is not possible to know if
an object is interacting or not in the presence of an oc-
clusion, both hypotheses are propagated along the time.
When the occlusion event has ended and there are new
detections, these are used to determine which hypothesis
was the correct. On the other hand, objects that are not
involved in an occlusion move independently according
to a piecewise constant velocity model. This approach is
very efficient since detections are used to rectify object
trajectories, being able to locally approximate non-linear
behaviors. Fig. 4 illustrates the previous kinds of situa-
tions that the interacting dynamic model can handle.

According to the previous interacting dynamic model,
and noting that xt is conditionally independent of at, the
prediction of the object trajectories is expressed by the

Non occluded objects: piecewise constant velocity model

Occluded objects without interaction:

piecewise constant velocity model

Occluded objects with interaction:
occluded object follows occluding one

Fig. 4 Illustration depicting the object dynamic model.

multivariate Gaussian function

p(xt|z1:t−1,at,ot) = p(xt|z1:t−1,ot) =

= N

(

xt; µ̂t, Σ̂t

)

, (19)

where µ̂t is the mean, and Σ̂t is the covariance matrix.
If the ith object is not occluded, determined by ot,i = 0,
its mean is computed by µ̂t,i = Aµt−1,i, where A is a
matrix simulating a constant velocity model. In the case
that the object is occluded, determined by ot,i = l, there
are two different hypotheses

µ̂t,i =

{

A
µt−1,i+µt−1,l

2
if interaction

Aµt−1,i if not interaction,
(20)

depending if the object is assumed to undergo an inter-
action or not. The event of interaction is managed by a
Bernoulli distribution, whose parameter can be adjusted
according to the expected number of interactions per oc-
clusion.

The covariance matrix Σ̂t is computed using the stan-
dard equations of the Kalman filter, taking into account
that the prior covariance for occluded objects should be
higher than that for non occluded ones, since the uncer-
tainty in the trajectory of an occluded object is usually
higher.

The second step uses the set of available detections at
the current time step to update the previous prediction

p(xt|z1:t,at,ot) = N (xt;µt,Σt) , (21)

where the parameters of the Gaussian function are ob-
tained using the standard expressions of the Kalman fil-
ter. The update step only is applied to those objects that
have associated a detection, determined by at,j = i; i ∈
{1, . . . , Nobj}.


