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regions, only one of them can be associated with an ob-
ject, while the rest are associated to the clutter. This
phenomenon happens because an image region could be
potentially part of several object instances, and it is not
possible to determine the true one. Fig. 3(a) illustrates
the first restriction where there are two objects partially
occluded and only one detection. This restriction avoids
that the detection can be associated to both objects.
Fig. 3(b) shows the second restriction where there are
only one object and two detections. This restriction en-
sures that only one detection can be associated with the
object, whereas the other is associated with the clut-
ter. Fig. 3(c) illustrates the third restriction where there
are two objects partially occluded and three detections.
Since one of the objects is too occluded, only one de-
tection should be ideally generated. But, two more are
generated from the combination of image regions belong-
ing to both objects.
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Fig. 3 Data association restrictions.

Mathematically, p(at) is expressed as

p(at) =

Nms
∏

j=1

p(at,j |at,1, . . . ,at,j−1), (13)

where one association depends on the previous com-
puted associations. If one detection fulfills the second
and third restriction, the object association probability
is p(at,j = i|at,1, . . . ,at,j−1) = pobj that expresses the
prior probability that one detection is associated with
one object. In the same conditions, the clutter associa-
tion probability is p(at,j = 0|at,1, . . . ,at,j−1) = pclu. If
any of the restrictions is not fulfilled, the detection is
associated to the clutter.

The other term in Eq 12 can be factorized and sim-
plified as

p(ot|z1:t−1,at−1,ot−1) =

=

∫

p(ot|xt−1)p(xt−1|z1:t−1,at−1,ot−1)dxt−1, (14)

where p(xt−1|z1:t−1,at−1,ot−1) is the conditional poste-
rior pdf over the object trajectories in the previous time
step, and the term p(ot|xt−1) models the occlusion phe-
nomenon among objects. The occlusion model considers
that two or more objects are involved in an occlusion if
they are enough close each other. Also, some restrictions
are imposed. In an occlusion, only one object is consid-
ered to be in the foreground, while the rest are occluded
behind it. This means that an occluding object cannot be
occluded by anyone, and that an occluded object cannot
occlude others. Mathematically, this is formulated as

p(ot|xt−1) =

Nobj
∏

i=1

p(ot,i|xt−1,ot,1, . . . ,ot,i−1), (15)

where an occlusion event depends on the previous com-
puted occlusions. The probability that one object is oc-
cluded by another, providing that both objects have not
been involved in previous occlusion events, is expressed
by a Gaussian function that depends on the distance
between the two considered objects. And in the same
conditions, the probability that it is not occluded is de-
termined by the probability density dvis. In the case that
any of the considered objects have been involved in pre-
vious occlusion events, the occlusion restrictions are ap-
plied to avoid non realistic situations.

The likelihood term in Eq. 10 models the data as-
sociation process. It can be decomposed and simplified
as

p(zt|z1:t−1,at,ot) =

=

∫

p(zt|at,xt)p(xt|z1:t−1,ot)dxt, (16)

where p(xt|z1:t−1,ot) is the prior pdf involved in the con-
ditional Kalman filter used to compute p(xt|z1:t,at,ot),
and the other term estimates the data association be-
tween detections and objects as

p(zt|xt,at) =

Nms
∏

j=1

p(zt,j |xt,at,j). (17)


