
when TcyWH = 500 ms, and is order of magnitudes larger
than the delays caused by network components. In comparison,
sending periodic telegrams from the device to the network
manager takes 500± 5.6 ms derived from the measurements
given that TcyWH = 500 ms.

Based on the measurements, the SFRT can be calculated
to 14.5 s using (1), (3), and (4), given the values in Table I. A
minimum SFRT of 14.5 s is a long time in automation (with
SFRT typically in the range of milliseconds to seconds depend-
ing on the safety application requirements), and more nodes in
the wireless network will significantly increase the SFRT to an
extent where few application would benefit of wireless safety
functions using current standard, e.g. the SFRT is derived from
the application requirements. It should be noticed that the
safety integrity level is achieved with the proposed approach.
Instead of more detailed performance measurements, con-
ducted in a minimalistic setup, we will analyze how to improve
and achieve a deterministic TcyWH without interfering with
the self-healing attributes of WirelessHART. By improving
TcyWH we can shorten the minimum SFRT, thus enabling
further applications without weakening the safety integrity, due
to the principle of the black channel.

VI. PERIODIC DOWNLINK TRANSMISSION IN
WIRELESSHART

Based on the observations from the proof-of-concept imple-
mentation, we extend WirelessHART services in this section

sensor to the gateway called burst mode. However, there
is no definition for how to initiate efficient and periodic
data transfer in the opposite direction (gateway to actuator),
i.e. the standard lacks HART commands to initiate periodic
data transfer to actuators. WirelessHART allows the use of
proprietary methods to add functionality and therefore it is
possible to provide efficient data transfer from the gateway
to actuator. Unfortunately, current gateway/network manager
vendors have focused on efficient data transfer from sensors to
the gateway and therefore there is no support for the needed
data transfer solution in the opposite direction. In fact, initial
experiments point to vendors providing a solution which is
shown in in Fig. 12. The figure shows a superframe which is
scheduled with links (time slots), S1, S2, . . . , Sn, for acquiring
data from the sensors to the control application, and links,
A1, A2, . . . , An, for sending data from the control application
to the actuators. As can be seen in the figure, all sensor data
can be acquired within one superframe cycle, but it takes n
superframe cycles to send data to all the actuators. In the
schedule, we can see that the actuators are forced to share
the same outgoing link. Furthermore, the time for the actuator
to receive the data from the gateway triples when the actuator
is one-hop away from the gateway. Our conclusion is that the
network manager schedules far too few slots per cycle for
outgoing traffic, so-called best-effort communication.

Using best-effort communication for distributing set-points
for actuators in industrial control systems is far from optimal.


