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ABSTRACT

CANCER IMAGING AND TREATMENT
MONITORING WITH COLOR MAGNETIC PARTICLE

IMAGING

Mustafa Ütkür
Ph.D. in Electrical and Electronics Engineering

Advisor: Emine Ülkü Sarıtaş Çukur
September 2021

Magnetic particle imaging (MPI) is emerging as a highly promising non-invasive tomo-
graphic imaging modality for cancer research. Superparamagnetic iron oxide nanopar-
ticles (SPIONs) are used as imaging tracers in MPI. By exploiting the relaxation be-
havior of SPIONs, the capabilities of MPI can also be broadened to functional imaging
applications that can distinguish different nanoparticles and/or environments. One of
the important applications of functional MPI is viscosity mapping, since certain can-
cer types are shown to have increased cellular viscosity levels. MPI can potentially
detect these cancerous tissues through estimating the viscosity levels of the tissue en-
vironment. Another important application area of MPI is temperature mapping, since
SPIONs are also utilized in magnetic fluid hyperthermia (MFH) treatments and MPI
enables localized application of MFH. To achieve accurate temperature estimations,
however, one must also take into account the confounding effects of viscosity and
temperature on the MPI signal. This dissertation studies relaxation-based viscosity
and temperature mapping with MPI, covering the biologically relevant viscosity range
(<5 mPa·s) and the therapeutically applicable temperature range (25-45�C). The char-
acterization of the SPION relaxation response was performed on an in-house arbitrary-
waveform magnetic particle spectrometer (MPS) setup, and the imaging experiments
were performed on an in-house MPI scanner. Both the MPS setup and the MPI scanner
were designed and developed as parts of this thesis. The effects of viscosity and tem-
perature on relaxation time constant estimations were investigated, and the sensitivities
of MPI to these functional parameters were determined at a wide range of operating
points. The relaxation time constants, t’s, were estimated with a technique called
TAURUS (TAU, t , estimation via Recovery of Underlying mirror Symmetry), which
is based on a linear relaxation equation. Although the nonlinear relaxation behaviors of
the SPIONs are highly dependent on the excitation field parameters, SPION type, and
the hardware configuration, the results suggest that one-to-one relation between the
estimated t and the targeted functional parameters (i.e., viscosity or temperature) can
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be obtained. According to these results, MPI can successfully map viscosity and tem-
perature, with higher than 30%/mPa/s sensitivity for viscosity mapping and approxi-
mately 10%/�C sensitivity for temperature mapping, at 10 kHz drive field frequency.
In addition, the results suggest that the simultaneous mapping of viscosity and tem-
perature can be achieved by performing multiple measurements at different drive field
frequencies and/or amplitudes. Overall, these findings show that hybrid MPI-MFH
systems offer a promising approach for real-time monitored and localized thermal ab-
lation treatment of cancer. The viscosity and temperature mapping capabilities of MPI
via relaxation time constant estimation can provide feedback for high accuracy ther-
mal dose adjustment to the cancerous tissues, thereby, increasing the efficacy of the
treatment.

Keywords: Magnetic particle imaging, superparamagnetic iron oxide nanoparticles,
nanoparticle relaxation, temperature mapping, viscosity mapping.
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Manyetik parçacık görüntüleme (MPG), kanser araştırmaları için oldukça umut verici
bir non-invaziv tomografik görüntüleme yöntemi olarak ortaya çıkmaktadır. Süper-
paramanyetik demir oksit nanoparçacıkları (SPDON’ları), MPG’de görüntüleme iz-
leyicileri olarak kullanılır. SPDON’ların relaksasyon davranışından yararlanılarak
MPG’nin yetenekleri, farklı nanoparçacıkları ve/veya ortamları ayırt edebilen fonksiy-
onel görüntüleme uygulamalarına genişletilebilir. Fonksiyonel MPG’nin önemli uygu-
lamalarından biri viskozite haritalamasıdır, çünkü belirli kanser türlerinin hücre-
sel viskozite seviyelerini artırdığı daha önce gösterilmiştir. MPG, doku ortamının
viskozite seviyelerini ölçerek kanserli dokuları potansiyel olarak tespit edebilir.
MPG’nin bir diğer önemli uygulama alanı ise sıcaklık haritalamasıdır, çünkü SP-
DON’lar manyetik alanlı hipertermi (MAH) tedavilerinde de kullanılır, ve MPG ile
bölgesel MAH uygulaması mümkün hale gelmektedir. Bununla birlikte, doğru sıcak-
lık ölçümleri gerçekleştirebilmek için viskozite ve sıcaklığın MPG sinyali üzerindeki
karışıklığa neden olan etkileri de hesaba katılmalıdır. Bu tez, biyolojik olarak an-
lamlı viskozite aralığını (<5 mPa·s) ve terapötik olarak uygulanabilir sıcaklık aralığını
(25-45�C) kapsayan MPG ile relaksasyona dayalı viskozite ve sıcaklık haritalan-
masını incelemektedir. SPDON’ların relaksasyon yanıtının karakterizasyonu için özel
olarak tasarlanmış, her dalga formuyla çalışabilen bir manyetik parçacık spektrome-
tresi (MPS) düzeneğinden yararlanılmıştır, ve görüntüleme deneyleri özel olarak tasar-
lanmış bir MPG tarayıcısında gerçekleştirilmiştir. Hem MPS düzeneği hem de MPG
tarayıcısı bu tezin parçaları olarak tasarlanmış ve geliştirilmiştir. Viskozite ve sıcak-
lığın relaksasyon zaman sabiti hesaplamalarındaki etkileri incelenmiştir, ve MPG’nin
bu fonksiyonel parametrelere olan hassasiyetleri geniş bir aralıkta belirlenmiştir. Re-
laksasyon zaman sabitleri t’lar, doğrusal bir relaksasyon denklemine dayanan TAU-
RUS (altta yatan ayna simetrisinin geri kazanımı yoluyla t tahmini) tekniği ile hesa-
planmıştır. SPDON’ların doğrusal olmayan relaksasyon davranışları eksitasyon alanı
parametrelerine, SPDON tipine ve donanım konfigürasyonuna büyük ölçüde bağlı olsa
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da, t ile hedeflenmiş fonksiyonel parametreler (yani viskozite veya sıcaklık) arasında
birebir bir ilişki kurulabileceği sonuçlarla gösterilmiştir. Bu sonuçlara göre, MPG ile
10 kHz sürücü alan frekansında 30%/mPa/s’den daha yüksek hassasiyetle viskozite
haritalama ve yaklaşık 10%/�C hassasiyetle sıcaklık haritalama başarılı bir şekilde
gerçekleştirilebilmektedir. Ek olarak bu sonuçlar, viskozite ve sıcaklığın eşzamanlı
haritalandırılmasının farklı sürücü alan frekansında ve/veya genliğinde birden fazla
ölçüm yaparak elde edilebileceğini göstermektedir. Genel olarak bu bulgular, hib-
rit MPG-MAH sistemlerinin kanserin gerçek zamanlı takip edilen ve bölgesel uygu-
lanan termal ablasyon tedavisi için umut verici bir yaklaşım sunacağını göstermek-
tedir. MPG’nin relaksasyon zaman sabiti hesaplaması yoluyla viskozite ve sıcaklık
haritalama yetenekleri, kanserli dokulara yüksek doğrulukta termal doz ayarı için geri
bildirim sağlayacak ve neticede tedavinin etkinliğini artıracaktır.

Anahtar sözcükler: Manyetik parçacık görüntüleme, süperparamanyetik demir ok-
sit nanoparçacıkları, nanoparçacık relaksasyonu, sıcaklık haritalama, viskozite hari-
talama.
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you deserve all the good things in the world.

After all, I am thankful to all of you for bringing me closer to where I want to be.

MUSTAFA ÜTKÜR
September 2021



Contents

1 Introduction 1
1.1 Current Imaging Modalities for Diagnosing Cancer . . . . . . . . . . 1
1.2 Magnetic Particle Imaging (MPI) as an Emerging Imaging Modality

for Cancer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Current Treatment Methods for Cancer . . . . . . . . . . . . . . . . . 4
1.4 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.5 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Theoretical Background 9
2.1 Superparamagnetic Iron Oxide Nanoparticles (SPIONs) . . . . . . . . 9
2.2 MPI Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.2.1 Resolution in MPI . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.2 MPI Signal Equation and Image Reconstruction . . . . . . . . 13

2.3 Relaxation Mechanisms of the SPIONs . . . . . . . . . . . . . . . . 15
2.4 A Relaxation Mapping Technique: TAURUS . . . . . . . . . . . . . 19

2.4.1 Probing Viscosity with TAURUS . . . . . . . . . . . . . . . . 20

3 Design and Construction of a 4.8 T/m/µ0 MPI Scanner 25
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.2.1 Permanent Magnet . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.2 Drive Coil . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2.3 Receive Coil . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2.4 Shield . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2.5 Signal Flow . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

ix



CONTENTS x

3.2.6 Image Reconstruction . . . . . . . . . . . . . . . . . . . . . 31
3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.4 Discussion and Conclusion . . . . . . . . . . . . . . . . . . . . . . . 32

4 Relaxation-Based Color MPI for Viscosity Mapping 35
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.2.1 Sample Preparation . . . . . . . . . . . . . . . . . . . . . . . 36
4.2.2 Experimental Setup and Procedures . . . . . . . . . . . . . . 36

4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.3.1 1D Imaging Experiment Results . . . . . . . . . . . . . . . . 38
4.3.2 2D Imaging Experiment Results . . . . . . . . . . . . . . . . 41

4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5 Simultaneous Temperature and Viscosity Mapping for MPI 46
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.2 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.3 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . 50

5.3.1 Sample Preparation . . . . . . . . . . . . . . . . . . . . . . . 50
5.3.2 Experimental Setup and Procedures . . . . . . . . . . . . . . 51
5.3.3 Data post-processing . . . . . . . . . . . . . . . . . . . . . . 56
5.3.4 Time Constant and Sensitivity Analysis . . . . . . . . . . . . 56

5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.4.1 Time Constant vs. Operating Point . . . . . . . . . . . . . . . 57
5.4.2 Temperature and Viscosity Sensitivities . . . . . . . . . . . . 59

5.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

6 Relaxation-Based Color MPI for Simultaneous Temperature and Viscosity
Mapping 66
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.2 Methods and Experimental Procedures . . . . . . . . . . . . . . . . . 67

6.2.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . 67



CONTENTS xi

6.2.2 Sample Preparation . . . . . . . . . . . . . . . . . . . . . . . 67
6.2.3 Imaging Experiments . . . . . . . . . . . . . . . . . . . . . . 68
6.2.4 Post-Processing . . . . . . . . . . . . . . . . . . . . . . . . . 70

6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

7 Summary and Future Work 78
7.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
7.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80



List of Figures

2.1 The Langevin function and the magnetization curve of the SPIONs . . 10
2.2 An MPI scanner schematic . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 The relaxation mechanisms of the SPIONs . . . . . . . . . . . . . . . 16
2.4 The signal processing before and after TAURUS . . . . . . . . . . . . 20
2.5 The schematic comparison of an MPI scanner and MPS setup . . . . . 21
2.6 t vs. viscosity curves at four different frequency and three different

amplitudes using an MPS setup . . . . . . . . . . . . . . . . . . . . . 22
2.7 The viscosity measurements of sucrose and glycerol with rheometer . 23
2.8 t vs. viscosity curves in glycerol and in sucrose . . . . . . . . . . . . 23

3.1 The permanent magnet configuration in the in-house MPI scanner . . 27
3.2 The simulated magnetic field maps of the drive and the receive coils . 28
3.3 The shield design of the in-house MPI scanner . . . . . . . . . . . . . 29
3.4 The designed and developed MPI scanner . . . . . . . . . . . . . . . 30
3.5 The signal flow of the MPI scanner . . . . . . . . . . . . . . . . . . . 31
3.6 The simulated and measured selection field and its gradient . . . . . . 33
3.7 An example 2D MPI image with Nanomag-MIP and Vivotrax SPIONs 33

4.1 The imaging phantom containing different viscosity levels and the con-
figuration of the in-house MPI scanner . . . . . . . . . . . . . . . . . 39

4.2 1D color MPI results at three different frequencies and two different
amplitudes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.3 The comparison of normalized t vs. viscosity curves for MPS and
color MPI experiments . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.4 1D color MPI results at four different amplitudes at 9.7 kHz . . . . . 42
4.5 2D color MPI demonstration for viscosity mapping . . . . . . . . . . 43

xii



LIST OF FIGURES xiii

5.1 In-house arbitrary-waveform MPS setup, designed to enable temperature-
controlled heating of the SPION samples . . . . . . . . . . . . . . . . 52

5.2 The simulated magnetic field maps of the drive and receive coils of the
arbitrary-waveform MPS setup . . . . . . . . . . . . . . . . . . . . . 53

5.3 Operating points and the corresponding drive field waveforms . . . . 55
5.4 Normalized t values plotted as a function of the drive field amplitude

at seven different frequencies . . . . . . . . . . . . . . . . . . . . . . 58
5.5 Normalized t values at 60 different operating points displayed as color

maps, as a function of viscosity and temperature . . . . . . . . . . . . 59
5.6 Normalized t with respect to temperature and viscosity at four selected

operating points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.7 The estimated temperature and viscosity sensitivities at all operating

points displayed as color maps . . . . . . . . . . . . . . . . . . . . . 61

6.1 The imaging phantom for the temperature mapping experiments, and
the configuration of the in-house MPI scanner . . . . . . . . . . . . . 68

6.2 1D imaging experiment results at four different drive fields amplitudes
at 9.8 kHz, and at three different temperatures . . . . . . . . . . . . . 69

6.3 Normalized t vs. amplitude curves at three different viscosity levels
and at three different temperatures . . . . . . . . . . . . . . . . . . . 71

6.4 The color maps displaying the normalized t values at four different
amplitudes at 9.8 kHz, as a function of viscosity and temperature . . . 71

6.5 Normalized t vs. temperature and t̂ vs. viscosity curves at four differ-
ent drive field amplitude at 9.8 kHz . . . . . . . . . . . . . . . . . . . 74

6.6 The estimated sensitivities for temperature and viscosity at four differ-
ent drive field amplitudes at 9.8 kHz . . . . . . . . . . . . . . . . . . 75



List of Tables

4.1 The contents and viscosity levels for the SPION samples . . . . . . . 37

5.1 Glycerol volume percentages and viscosity levels at five different tem-
peratures for the fifteen SPION samples . . . . . . . . . . . . . . . . 51

xiv



Chapter 1

Introduction

Cancer is the leading cause of death worldwide, and about 10 million people died in
2020 due to cancer, which means that 1 out of every 6 deaths is caused by cancer [1].
By 2030, it is predicted that the number of cancer cases will exceed 20 million and
deaths will reach 13 million [2]. Cancer is also one of the deadliest diseases in Turkey,
and caused the death of more than 126 thousand people in 2020 [3]. Considering the
growing threats of cancer to public health, it is of great importance to develop effective
methods in cancer diagnosis and treatment.

1.1 Current Imaging Modalities for Diagnosing
Cancer

For the diagnosis and staging of cancer, the following non-invasive medical imag-
ing modalities are being used in the clinics [4, 5]: X-ray (X-ray and computed to-
mography – CT), nuclear medicine (single photon emission tomography – SPECT
and positron emission tomography – PET), magnetic resonance imaging (MRI), ul-
trasound (US), and near-infrared optical tomography. Since the depth of penetration
in ultrasound and optical imaging are limited, only X-ray/CT, SPECT/PET and MRI
can detect three dimensional cancer in the whole body. The use of ionizing radiation
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in X-ray/CT and the use of radioactive tracers in nuclear medicine are harmful to hu-
man health. In addition, the contrast of soft tissues in X-ray/CT is insufficient, and
the spatial resolution in nuclear medicine can reach up to 1 cm [6, 7, 8]. Hence, early
diagnosis becomes difficult with these modalities.

On the other hand, MRI uses non-ionizing radiation and its spatial resolution can
be better than 1 mm [9]. However, functional imaging capability of MRI is not as ad-
vanced as nuclear medicine, and it is more suitable for soft-tissue anatomical imaging.
In addition, gadolinium contrast agent used for cancer diagnosis carries fatal risks in
patients with kidney diseases. Overall, the methods used for cancer research today are
either insufficient in early diagnosis or use harmful contrast agents. Considering the
increasing number of cancer cases, there is a need for new non-invasive and harmless
methods in cancer research.

1.2 Magnetic Particle Imaging (MPI) as an Emerging
Imaging Modality for Cancer

Magnetic Particle Imaging (MPI) is a relatively new imaging modality that was first
published in 2005 by Gleich and Weizenecker [10], where superparamagnetic iron
oxide nanoparticles (SPIONs) are utilized as imaging tracers. MPI is a safe imaging
modality especially for patients with chronic kidney disease (CKD), since SPIONs are
generally uptaken by Kupffer cells in the reticuloendothelial system, hence, cleared
by the liver [11, 12]. Magnetic field frequencies used in MPI are in the relatively
low kHz range, hence, MPI does not use ionizing radiation. MPI is a quantitative
imaging modality with high sensitivity and high resolution, where the received signal
only reflects the SPION concentration without any depth limitation or any background
signal from the tissue [13]. The potential biomedical applications of MPI have been
rapidly growing and include angiography [13, 14], stem cell tracking [15, 16, 17, 18],
perfusion imaging [19, 20, 21], guiding cardiovascular interventions [22, 23, 24], blood
flow quantification [25], detecting the changes in cerebral blood volume [26, 27], and
cancer imaging [28, 29]. Although there are no human-sized MPI scanners available
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in the biomedical market, preclinical MPI scanners for small animal imaging have
recently been commercialized. Many preclinical MPI scanners, on the other hand, are
developed in laboratory settings [30, 31, 32, 33].

The tumor tissue has more porous structure than healthy tissues, such that SPIONs
can leak into these structures due to the enhanced permeability and retention (EPR)
effect [34, 35, 36, 28]. Alternatively, SPIONs can also be bounded to tumors via
functionalization of their surface with either proteins [37] or labeled white blood cells
[38]. Labeling SPIONs is a method frequently used in MRI studies [39, 40, 41, 42,
43]. SPIONs create negative contrast in MRI, and therefore cancer detection can be
achieved via detecting the associated local signal losses [44, 45]. However, signal
losses can also be observed in the air/tissue boundaries or due to the differences in the
magnetic susceptibility among different tissues [46, 47, 48]. This ambiguity makes it
difficult to determine the location or quantity of SPIONs with MRI. On the other hand,
SPIONs create positive contrast in MPI, where the signal is directly proportional to the
SPION concentration [49]. Therefore, the quantification of tumor cells bounded by
SPIONs can be directly achieved with MPI [50].

The response of the SPIONs to the applied magnetic field occurs with a certain
delay called the relaxation effect. When the magnetic field is suddenly removed, the
magnetic moments of the SPIONs return to their easy axis through two different mech-
anisms: Brownian relaxation via physical rotation, and Néel relaxation via internal
rotation [51, 52, 53, 54, 55]. With the combined effect of these two mechanisms, the
image becomes blurred and the signal intensity decreases. The details of the relaxation
effects are given in Chapter 2. Since a physical rotation takes place in Brownian re-
laxation, the properties of the medium such as viscosity and temperature have a direct
effect on the SPION response. Néel relaxation, on the other hand, is not affected by
the viscosity of the medium as it occurs internally, but depends on the temperature of
the medium. Recently, several groups have conducted studies to understand and use
the relaxation effect in MPI to distinguish different nanoparticle types or chemical en-
vironments [56, 57]. The functional imaging potential of MPI has also been shown
by estimating the viscosity level of the medium [58, 59, 60]. Certain diseases such as
atherosclerosis and cancer are known to lead to increased levels of cellular viscosity
[61, 62, 63]. Therefore, cancer imaging with MPI can potentially be performed by

3



detecting the viscosity level in the tissue.

1.3 Current Treatment Methods for Cancer

On the treatment side of cancer, non-invasive and non-harmful methods are not yet
used in the clinics. Apart from surgery, chemotherapy and radiotherapy are mainly
used in cancer screening and staging [64]. Hyperthermia is also used as an adjunc-
tive therapy to increase the temperature in the tumor region to higher than 42�C,
so that the resistance of tumor reduces and the efficiency of the treatment increases
[65, 66, 67, 68, 69, 70]. However, when hyperthermia is used, it is essential to ensure
that healthy cells are not damaged, which is typically achieved through temperature
measurements using discrete number of temperature probes placed invasively to the
region of the treatment [71]. Although this approach gives an idea about the course
of treatment, it can not provide the overall distribution of the thermal dose. Alterna-
tively, MRI thermometry was also proposed for hyperthermia treatments performed
via high intensity focused ultrasound (HIFU) systems. Temperature-monitored ther-
mal ablation treatments for prostate cancer or breast cancer were achieved with these
integrated MRI-HIFU systems, where MRI non-invasively monitors the temperature
distribution and HIFU delivers the thermal energy to the tumor tissue [72, 73, 74, 75].
Although the efficacy of the thermal therapy increases with the temperature feedback,
there are some drawbacks such as extremely long treatment time reaching up to hours,
or technical limitations in HIFU beam conformation, which may result in inhomoge-
neous thermal dose or damage the nearby healthy tissues [76, 77, 78].

Thermal therapy applications aim to damage the protein structures of tumor tissues
with the applied heat, so that they cannot repair the damage in the DNA molecules
during ionization radiation in chemotherapy or radiotherapy. As a result, tumor tis-
sues become more sensitive to chemotherapy or radiotherapy and the overall treatment
is applied more effectively. In addition, hyperthermia applications also have a phys-
iological effect. With increases in body temperature, blood flow to the heated areas
increases, which ensures that more oxygen is transported to those areas. With this pro-
cess, immunogenicity increases and the immune system begins to react to cancerous
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tissues. Therefore, although hyperthermia is used as an adjunctive therapy, it is also
possible to use it alone as an immunotherapy in cancer research [79, 80, 81].

SPIONs also have a significant role in the treatment side of the cancer research for
many years [82]. Magnetic fluid hyperthermia (MFH) is one of the thermal therapy
treatments using SPIONs as nano-sized heat sources. Under AC magnetic field, SPI-
ONs dissipate heat due to relaxation effect causing a hysteresis loss [83, 84, 85]. If a
DC magnetic field with a certain amplitude is superimposed on the AC magnetic field,
the heating capability of SPIONs would be significantly reduced due to the “satura-
tion” characteristics of SPIONs [86]. Conceptually, MPI already uses the saturation
characteristics of the SPIONs that can also be integrated into an MFH treatment. The
hardware of MPI and MFH are compatible with each other, enabling hybrid MPI-MFH
to be utilized as both an imaging modality and thermal therapy system [87, 88]. Such
a system would be a very promising alternative for thermal ablation studies, where
the SPIONs are used as efficient heat sources that can be sent to the tumor region and
achieve immunogenicity without any depth limitations [28, 89]. While doing that, the
selection field in MPI used for spatial encoding can create a high DC field that locks
the heating response of SPIONs in healthy tissues [90, 88, 91].

There are three main challenges associated with hyperthermia: Efficiently deliver-
ing heat sources to the tumor region, controlling the temperature rise, and preventing
the heating of the nearby healthy tissue. All of these challenges can be addressed in
MFH with the help of the SPIONs. The tumor tissue has more irregular vascularization
compared to healthy tissue, where the SPIONs can easily penetrate into the tumor site
via the EPR effect [34, 35, 92, 93, 36, 28]. Alternatively, SPIONs can be functionalized
with proteins or white blood cells to be bound to the cancerous tissues [38, 37]. In other
words, the heat sources can be sent directly into tumor tissues and achieve immuno-
genicity [28, 89]. Secondly, there have been many studies on investigating the heating
behavior of SPIONs for temperature control, which have generally aimed at synthesiz-
ing suitable SPIONs for MFH [94, 95, 96]. The thermal characteristics of SPIONs are
directly related to the parameters of the applied AC magnetic field. The heat dissipa-
tion increases as the frequency or the amplitude of the applied field increases. Finally,
the most critical issue in MFH is to focus the heat only to the cancerous tissues so
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that healthy tissues would not be damaged. Although experimental setups have previ-
ously been proposed for focusing the magnetic field [86], MPI hardware already has an
inherent focusing mechanism created by the selection field magnets [97, 90, 88, 91].

1.4 Motivation

Cancer is one of the leading causes of death worldwide, and the current methods in the
diagnosis and treatment of cancer either have insufficiency for early diagnosis or use
harmful contrast agents. On the other hand, the potential of MPI and MFH in cancer
research shows great promise towards thermal ablation therapies with an hybrid ap-
proach. To increase the efficacy of a thermal ablation treatment, however, the thermal
dose and the size or location of the tumor region needs to be known during treatment.
The main motivation of this thesis is to investigate the relaxation-based SPION re-
sponses to perform simultaneous viscosity and temperature mapping with MPI. By
doing so, cancer diagnosis via viscosity mapping and treatment monitoring via tem-
perature mapping can be achieved with MPI, which can benefit the MFH treatment in
a potential hybrid MPI-MFH system.

1.5 Outline

This thesis presents the potential of MPI in viscosity and temperature mapping. The
relaxation behavior of SPIONs underlies the capability of MPI in functional mapping,
and a previously proposed relaxation estimation technique called TAURUS (t , TAU,
estimation via Recovery of Underlying mirror Symmetry) was utilized in this thesis.
The characterization of the SPION relaxation response was performed on an in-house
arbitrary-waveform magnetic particle spectrometer (i.e., MPS, or also known as MPI
relaxometer), and the imaging demonstrations were performed on an in-house MPI
scanner. Both the MPS setup and the MPI scanner were designed and developed for
the work presented in this thesis. Overall, the organization of this thesis is provided in
the following paragraphs.
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An overview of the theoretical background on the SPIONs and how they are used
in MPI for spatial encoding and signal generation are presented in Chapter 2, along
with the image reconstruction techniques and spatial resolution in MPI. The functional
imaging capability of MPI relies on the relaxation behavior of the SPIONs, hence,
a detailed background on these relaxation mechanisms is given in this chapter. The
previous work on the effect of viscosity on the relaxation time constants estimated by
TAURUS is also summarized in this chapter.

In Chapter 3, the design, construction, and testing stages of an MPI scanner is pre-
sented. This MPI scanner is developed at Bilkent University National Magnetic Res-
onance Research Center (UMRAM), and has a 4.8 T/m/µ0 gradient magnetic field in
x-direction, and the maximum FOV is 1.9 cm in x-y direction without any limitation in
the z-direction. Although the imaging bore of this MPI scanner is not sufficiently wide
for small animal imaging experiments, the proof-of-concept imaging experiments in
the following chapters are successfully conducted using this MPI scanner.

The relaxation-based color MPI experiments that distinguish the biologically rele-
vant viscosity range of up to 5 mPa·s are presented in Chapter 4. To find the optimal
drive field parameters for viscosity, the color MPI results at three different frequencies
are compared. Frequencies around 10 kHz are shown to be well-suited for viscosity
mapping using one of the commercially available multi-core cluster SPIONs, namely
Nanomag-MIP (Micromod GmbH, Germany). The results provide a one-to-one map-
ping between the viscosity level and the relaxation time constants that are estimated
using TAURUS.

In Chapter 5, the temperature and viscosity sensitivities of MPI at a wide range
of operating points are determined to empower simultaneous mapping of these two
parameters. To enable these extensive experiments, an in-house arbitrary-waveform
MPS setup with temperature-controlled heating capability is developed. The results
suggest that the simultaneous mapping of temperature and viscosity can be achieved
by performing measurements at two different drive field settings that provide comple-
mentary temperature/viscosity sensitivities. Alternatively, temperature mapping alone
can be achieved with a single measurement at drive field frequencies where viscosity
sensitivity is minimized.
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The MPS results in Chapter 5 are extended to color MPI experiments in Chapter 6.
The effects of temperature and viscosity on the time constant estimations with TAU-
RUS are investigated via 1D color MPI experiments at three different temperatures.
The imaging phantom contains five different SPION samples at different viscosity lev-
els, such that the confounding effects between the two functional parameters can be
simultaneously investigated. The imaging experiments are performed at four different
drive field amplitudes. The results show the potential of simultaneous temperature and
viscosity mapping with MPI by performing two imaging experiments at two different
drive field amplitudes.

The results of the functional imaging capabilities of TAURUS presented in this
thesis for viscosity and temperature mapping with color MPI are summarized in Chap-
ter 7. The potential extensions of the work in this thesis are also briefly discussed as
future work.

8



Chapter 2

Theoretical Background

2.1 Superparamagnetic Iron Oxide Nanoparticles
(SPIONs)

SPIONs are widely used products of biotechnology, thanks to their biocompatibility,
low toxicity, and rich surface-functionality properties [98, 99, 100, 101, 102]. SPI-
ONs in the phases of magnetite (Fe3O4) or maghemite (g-Fe2O3) are typically used
in biomedicine, where the products with magnetite or maghemite (e.g., Feraheme,
Resovist, or NanoTherm) already have medical use approvals by FDA and EMA
[103, 104, 105]. SPIONs have large magnetic moments that can be manipulated by
external magnetic fields. Their remanent magnetization is zero when the applied field
is removed, which makes SPIONs maintain colloidal stability and avoid agglomera-
tion. Functionalization of the SPIONs with proteins, enzymes, or antibodies makes
them suitable candidates for in vivo targeted drug delivery applications. The usage of
SPIONs in biomedical technology includes magnetic fluid hyperthermia (MFH) ther-
apies as nano-sized heating agents [106, 107, 108, 109], magnetic resonance imaging
(MRI) as contrast agents [110, 111, 112, 113], and magnetic particle imaging (MPI) as
imaging tracers [10, 114, 115, 116, 117]. Since this thesis will be primarily focusing
on MPI, the discussion regarding SPIONs will be centered around its usage in MPI.
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The nonlinear magnetization characteristics of the SPIONs are described by the
Langevin physics as depicted in Figure 2.1, where the Langevin function, L , is written
as:

L (x ) =

8
<

:
coth(x )� 1

x , x 6= 0

0, x = 0
(2.1)

Figure 2.1: (a) The Langevin function given in Equation 2.1 is plotted. Here, the
saturation is defined as reaching to 80% of the maximum value [118]. (b) The nonlin-
ear magnetization characteristics of SPIONs are described by the Langevin function,
which is weighted with the concentration, c, saturation magnetic moment, Msat , and
core volume, Vc, of the SPION. The magnetic moments of SPIONs are fully driven by
the applied field when the applied magnetic energy exceeds the internal thermal energy
of SPIONs.

SPIONs align their magnetic moments to the applied magnetic field, H. Once the
applied field exceeds a certain value, Hsat, the magnetization remains in saturation and
does not further increase with increasing field amplitude. In other words, when the ap-
plied magnetic energy, kHsat , overcomes the internal thermal energy, kBT , of SPIONs,
then they are fully driven by the applied field [119]. The magnetization as a function
of the applied field can be expressed as a scaled version of the Langevin function that
is weighted with the SPION concentration, c, saturation magnetic moment, Msat , and
core volume of the SPION, Vc, as follows [118]:

M(H) = cMsatVcL (kH) (2.2)

where
k =

µ0MsatVc

kBT
(2.3)
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Figure 2.2: (a) An MPI scanner schematic is shown with the static selection field
created by magnets with north poles facing each other. The selection field distribution
creates a field free region in the middle, and other points in this configuration have
a DC magnetic field that typically exceeds Hsat . (b) Once a sinusoidal drive field
is applied on top of this configuration, only the SPIONs in the field free region will
induce signal in the receive coil, and the SPIONs in the saturated regions can not
further increase their magnetic moments, and hence, do not have any contribution to
the received signal.

Here, µ0 is the permeability of free space, kB is the Boltzmann’s constant, and T is the
temperature.

2.2 MPI Overview

An MPI scanner uses three different magnetic fields for spatial encoding and signal
generation of the SPIONs: (1) A static selection field created by magnets to obtain a
field-free region (typically a point or a line) so that the SPIONs that are not in this re-
gion saturate, (2) a time-varying magnetic field called the drive field to excite SPIONs
by scanning the field free region across them, and (3) slowly varying magnetic fields
called focus fields to shift the field free region in space so that larger field-of-views can
be scanned. Alternatively, the imaging object can also be moved in the selection field
instead of using the focus fields. A corresponding schematic is shown in Figure 2.2(a).
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When the SPIONs in the field free region are exposed to the drive field, they induce
voltage on the receive coil as described by Faraday’s law of induction, whereas the
SPIONs in the saturation regions do not contribute to the received signal as shown in
Figure 2.2(b). The drive field is generally chosen as a single frequency alternating
field and the received signal appears in the harmonics of the drive field frequency,
since the SPIONs have a nonlinear magnetization response. The MPI image is then
reconstructed using these harmonics, so that the spatial distribution of SPIONs can be
mapped.

2.2.1 Resolution in MPI

The spatial resolution of MPI is characterized by the full-width-at-half-maximum
(FWHM) of the point spread function (PSF). Ideally, PSF of MPI is a delta function
such that the MPI image is an exact replica of the SPIO distribution. The actual PSF,
however, is related with the derivative of the magnetization curve and can be written
using Equation 2.2 as follows:

Ṁ(H) = cMsatVckL̇ (kH) (2.4)

where the derivative of the Langevin function is expressed as:

L̇ (x ) =

8
<

:

1
x 2 � 1

sinh2(x ) , x 6= 0
1
3 , x = 0

(2.5)

Using the fact that the FWHM of the derivative of the Langevin function in Equa-
tion 2.5 is approximately 4.16, the FWHM of the derivative of the magnetization (i.e.
PSF in the unit of Tesla) in Equation 2.4 can be written using Equation 2.3 as follows
[120]:

DH =
4.16

k
=

4.16kBT
µ0MsatVc

(2.6)

where the PSF in the unit of meters can be written using the selection field gradient,
G, as follows:

Dx =
DH
G

=
4.16
kG

=
4.16kBT

µ0MsatVcG
(2.7)
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The resolution of MPI is dependent on both the selection field gradient and the
SPION-specific parameters such as saturation magnetization and core volume. While
the commercial nanoparticle Resovist is widely used as a reference SPIO, a gold stan-
dard SPION is not yet available in MPI. However, SPIONs with different diameters,
anisotropic structures, magnetization dynamics, or coatings are heavily studied in the
MPI literature [121, 122, 123, 124, 125, 126, 127, 128].

2.2.2 MPI Signal Equation and Image Reconstruction

The excitation of the SPIONs in MPI is performed by a time-varying drive field under
a DC selection field. Then, the overall position-dependent and time-varying magnetic
field felt by the SPIONs can be written as follows for the 1D case [120, 129]:

H(x, t) = Hpeakcos(2p f t)�Gx (2.8)

Here, G is the gradient of the selection field, Hpeak is the drive field peak amplitude,
and f is the drive field frequency. The position of the field free region can be calculated
by setting Equation 2.8 to zero as follows:

xs(t) =
Hpeakcos(2p f t)

G
(2.9)

Inserting Equation 2.9 into Equation 2.8, and re-writing the magnetization equation in
Equation 2.2 yields:

M(x, t) = c(x)d (y)d (z)MsatVcL (kG(xs(t)� x)) (2.10)

Here, the density of the SPION distribution is assumed to be along the x-direction.
Then, the SPION signal can be written as the time-derivative of the magnetization as
follows:

s(t) =�µ0

Z
B1

∂M(u, t)
∂ t

dV

=�µ0B1MsatVc

Z
c(u)d (v)d (w)∂L (kG(xs(t)�u))

∂ t
dudvdw

(2.11)

By using the chain rule, this equation becomes:

s(t) = b
Z

c(u)d (v)d (w)L̇ (kG(xs(t)�u))kGẋs(t)dudvdw

= bc(x)⇤ L̇ (kGx)
����
x=xs(t)

kGẋs(t)
(2.12)
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where
b =�µ0B1MsatVc (2.13)

Here, B1 is the receive coil sensitivity, which is assumed to be independent of the
position.

Next, the MPI image can be reconstructed by gridding the SPION signal to the
instantaneous position of the field free region as follows [129, 130]:

IMG(xs(t)) =
s(t)

bkGẋs(t)
= c(x)⇤ L̇ (kGx)

����
x=xs(t)

(2.14)

In this reconstruction scheme called x-space reconstruction, the spatial distribution
of the SPIONs is mapped using the time-domain SPION signal. However, the MPI
image is blurred by the PSF of the MPI system, which is the convolution kernel in
Equation 2.14 characterized by the derivative of the Langevin function. The blurring
in the MPI systems with higher gradient strengths would be lower since the PSF is
improved, hence better resolutions can be achieved. Moreover, for the 3D case, the
blurring is also related to the scanning trajectory where better resolution is obtained
along the scanning direction [130]. Note that, the 1D imaging equation given above can
be extended to the multi-dimensional case by following the same steps (i.e., gridding
and velocity compensating) [130].

Alternatively, an MPI image can be reconstructed using the frequency components
of the SPION signal (called f-space or system function reconstruction). The SPION
signal will be periodic in time with the drive field period, T , due to the periodicity of
the drive field, hence, can be represented by a Fourier series as follows [120, 131]:

s(t) =
•

Â
n=�•

Snei2p f nt (2.15)

where the Fourier series coefficients, Sn, are defined as follows:

Sn =
1
T

Z T/2

�T/2
s(t)e�i2p f ntdt (2.16)

A system matrix is formed by stacking up the frequency components of the SPION
signal at each pixel in the field-of-view. Then, the mapping of an arbitrary SPION
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distribution (i.e., the object of interest) can be imaged by solving an inverse problem
as follows [120, 131]:

Sr = u (2.17)

Here, S is the system matrix, u is the acquired SPION signal for the object of interest,
and r corresponds to the MPI image, which is to be solved for.

In system function reconstruction, once the system function is acquired the MPI
imaging can be performed in close to real time. For complex scenarios (e.g., functional
imaging purposes that maps different SPION types or parameters), however, extremely
long calibration procedures are required to acquire system matrices at each condition.
Note that, the blurring due to the non-ideal PSF in x-space reconstruction is already
taken care of in the inverse solution.

So far, the SPION responses are assumed to be ideal, where the magnetic moments
of SPION align with the drive field instantaneously. In reality, however, the response
of the SPIONs to the drive field occurs with a delay due to their relaxation effects,
which cause further blurring in the MPI image. The next section provides the detailed
background on the relaxation behavior of SPIONs.

2.3 Relaxation Mechanisms of the SPIONs

The behavior of SPIONs under an applied magnetic field is a complex stochastic pro-
cess due to thermal fluctuations in the microscopic level, and size- or coating-based
macroscopic interactions with its environment. According to the adiabatic approxima-
tion, the magnetic moments of SPIONs align with the magnetic field instantaneously.
In practice, however, the alignment occurs with a lag due to the relaxation effects via
two different relaxation processes: Brownian relaxation through a physical rotation
of SPIONs, and Néel relaxation through an internal rotation of the magnetic moment
within the core volume. The governing equations for these two mechanisms are given
as follows [51, 52]:

tB =
3hVh

kBT
(2.18)
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and
tN = t0

✓p
p

2

◆
es
p

s
(2.19)

where
s =

KVc

kBT
(2.20)

Here, tB is the Brownian relaxation time constant, h is the viscosity of the medium,
Vh is the hydrodynamic volume of the SPION. In addition, tN is the Néel relaxation
time constant, t0 is the so-called attempt time (in the order of ⇠1 ns) [132], K is the
anisotropy constant of the SPION, and s is a dimensionless ratio of the anisotropy
energy and the internal thermal energy of the SPIONs.

These two mechanisms occur in parallel and the effective relaxation process will be
dominated by the one with the faster rotational process (i.e., smaller time constant).
Then, the effective time constant, te f f can be expressed as follows:

te f f =

✓
1
tB

+
1

tN

◆�1
=

tBtN

tB + tN
(2.21)

Figure 2.3: (a) Brownian relaxation (i.e., physical rotation) and Néel relaxation (i.e.,
internal rotation) describes the zero-field relaxation behaviors of the SPIONs. (b) The
time-domain SPION response to an AC magnetic field is shown for two cases: The
ideal signal with an adiabatic approximation that does not have any relaxation effects,
and the actual received signal with the relaxation effects. (c) The magnetization curves
of the SPIONs under DC and AC magnetic fields are shown. A hysteresis loop is
observed in the AC case where the red shaded area corresponds to the magnetic work
done on the SPIONs (�U) that result in heat dissipation.
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The Brownian and Néel relaxation mechanisms describe the motion of SPION un-
der zero-field conditions (i.e., when the applied field is removed) as depicted in Fig-
ure 2.3(a). In MPI, however, zero-field conditions do not fully represent the relaxation
mechanism since the excitation of the SPIONs occurs continuously via sinusoidal drive
fields.

To have an understanding on how relaxation will effect the MPI signal, firstly, the
relaxation process under a DC magnetic field presented by [52, 53, 133, 134] can be
investigated. In these studies, the Brownian rotation under small DC-field perturba-
tions applied in parallel with and in perpendicular to the easy axis of the SPION was
expressed as follows:

tB,DC,k = tB
kHL̇ (kH)

L (kH)
(2.22)

tB,DC,? = tB
2L (kH)

kH �L (kH)
(2.23)

In addition, the Néel time constant in the presence of a DC field that is along the easy
axis of the SPIONs is expressed as follows [135, 55]:

tN,DC,k = tN
e(kH)2/(4s)

�
1� ( kH

2s )
2
��

cosh(kH)� kH
2s sinh(kH)

� (2.24)

Equations 2.22 - 2.24 were shown to be valid when the magnetic energy is small
compared to the anisotropy energy (i.e., kH < KVc). These relations suggest that time
constants decrease with field amplitude, which is reasonable since higher applied mag-
netic energy enables the SPIONs to overcome their internal thermal energy more easily.

The dynamics of SPIONs in a time-varying magnetic field have a more complex na-
ture, and are often discussed via the magnetic susceptibility measurements. To simplify
the analysis, the nonlinear magnetization curve in the small field region is linearized
as follows:

M(H) = cH (2.25)

Here, the magnetic susceptibility, c , is considered as the slope of the linear region.
According to the theory developed by Debye, c can be written as a complex quantity
with in-phase and out-of-phase components as follows [136]:

c =
c0

1+ iwte f f

=
c0

1+(wte f f )
2 � i

c0wte f f

1+(wte f f )
2 (2.26)
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Here, w is the frequency of the applied field in radians per second, te f f is the effective
time constant, and c0 is the DC susceptibility, which can be calculated using Equa-
tions 2.4 and 2.5 as follows:

c0 =
M(H)

H

����
H=0

=
cMsatVck

3
(2.27)

According to the Equation 2.26, the real part of c decreases monotonically with
frequency, whereas the imaginary part has a maximum at wte f f = 1, at which point the
delay in the SPION response is maximum [137, 138]. The location of the peak, how-
ever, is highly dependent on the anisotropy, size, and concentration of SPIONs [139].
More importantly, these expressions are only valid for the small amplitude AC mag-
netic fields that changes the magnetization curve in the linear region. In MPI, however,
the drive fields usually saturate the SPION magnetization, hence, it is not straightfor-
ward to use Equation 2.26 to observe the effect of the relaxation in the MPI signal.
Nevertheless, the overall relaxation effect causes a hysteresis loop in the magnetiza-
tion curve as shown in Figure 2.3(c). Note that, the area between the hysteresis curves
is directly related to the heat dissipation of the SPIONs [132, 140].

An alternative approach to study the relaxation effects in MPI includes a linear
relaxation equation in the following form [136, 54, 141]:

Ṁ(x, t) =�1
t
(M(x, t)�Mideal(x, t)) (2.28)

Here, Mideal(x, t) is the magnetization under the adiabatic conditions (i.e., without the
relaxation effects). Solving this differential equation to obtain M(x, t) yields:

M(x, t) = Mideal(x, t)⇤
✓

1
t

e�t/tu(t)
◆

(2.29)

Here, u(t) is the Heaviside step function, t is the effective time constant, and ‘⇤’
denotes convolution in time domain. By using the principle of reciprocity, the received
SPION signal can be expressed using Equations 2.11 and 2.29 as follows, where the
relaxation effect is modeled with an exponential kernel [141]:

sreceived(t) = sideal(t)⇤
✓

1
t

e�t/tu(t)
◆

(2.30)

Note that, t corresponds to a single time constant that represents the combined effect
of the Brownian and the Néel time constants in the time domain SPION response. The
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relaxation behavior of SPIONs delays the signal in time while lowering its amplitude
as shown in Figure 2.3(b). Importantly, Equation 2.30 can be directly used to observe
the relaxation effects in the time-domain MPI signal.

In the next section, a previously proposed relaxation estimation technique will be
explained. This technique estimates the effective time constant in Equation 2.30 and
recovers the ideal signal from the received signal.

2.4 A Relaxation Mapping Technique: TAURUS

The ideal MPI signal depicted in Figure 2.3(b) has mirror symmetry property such
that the positive and the mirrored negative half cycles (i.e., when negative half cycle is
flipped and reflected horizontally) are exactly the same. The received signal, however,
loses this property due to relaxation effect occurring in opposing directions for each
half cycle. A previously developed time constant estimation technique called TAU-
RUS (t , TAU, estimation via Recovery of Underlying mirror Symmetry) estimates t
in Equation 2.30 and restores the mirror symmetry property between the half cycles.
The ideal signal, then, can be estimated by deconvolving the received signal with an
exponential kernel having the correct t in the exponent (see Figure 2.4). Importantly,
TAURUS can estimate a time constant directly from the received signal without requir-
ing any a priori information on the SPIONs or their spatial distribution [60, 142, 143].
The formulation is as follows:

t =
S⇤pos( f )+Sneg( f )

i2p f
�
S⇤pos( f )�Sneg( f )

� (2.31)

Here, Spos( f ) and Sneg( f ) are the Fourier transforms of the positive and negative half
cycles of the received signal, respectively, and the superscript ‘⇤’ sign denotes complex
conjugation.

The estimated t in Equation 2.31 is not the same as the Brownian and/or the Néel
time constant, but is rather an unknown combination of the two with dependencies
to parameters such as viscosity or temperature. Although the relaxation effect dete-
riorates the MPI signal, it also provides an important functionality to MPI. Recent
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Figure 2.4: (a) One cycle of the received signal is shown. (b) The negative and positive
half cycles before TAURUS is plotted on top of each other. (c) After the received signal
is deconvolved with the correct relaxation kernel, which is estimated using TAURUS,
the mirror symmetry property can be restored.

“color” MPI studies focus on using the relaxation behavior to differentiate different
SPIO types and/or chemical environments [57, 56, 142]. One such application with
functional MPI is viscosity mapping. Since cancer tissues have higher viscosity lev-
els than healthy tissues [61, 63], MPI can potentially probe cancer through estimating
viscosity of the tissue where the SPIONs are located in. Theoretically, the Brownian
time constant depends linearly on viscosity, however as mentioned before, MPI signal
is acquired with an AC excitation.

2.4.1 Probing Viscosity with TAURUS

In this section, the capability of TAURUS to probe viscosity is explained via proof-of-
concept experimental results that were previously measured using an in-house mag-
netic particle spectrometer (MPS) device [60]. An MPS device can be considered as
a zero-dimensional MPI scanner without the selection field magnets that spatially en-
code SPIONs. Instead, SPION characterization that reflects the MPI response in an
imaging experiment can be acquired with MPS using a much simpler hardware config-
uration. The schematic comparison of these two devices is shown in Figure 2.5. The
previously obtained measurement results were performed with an in-house MPS setup
at four different frequencies (i.e., 250 Hz, 550 Hz, 1.1 kHz, and 10.8 kHz) and at three
different drive field peak amplitudes (i.e., 5 mT/µ0, 10 mT/µ0, and 15 mT/µ0). Further

20

üne Cycle of the Received Signal Before TAURUS After TAURUS 
1 a b C 

- Negative 
1 - Positive 

- L__ __ _ıı..__ __ ~---===== ~-----~ ~-----~ 
-450 O 450 O 450 O 450 

Time (ms) Time (ms) Time (ms) 



Figure 2.5: The schematic comparison of an MPI scanner (left) and an MPS setup
(right) is shown. Here, the only difference between the two setups is the permanent
magnets that generate the selection field for spatial encoding. In the MPS case, the
SPION samples in the whole measurement chamber induce response in the receive
coil, enabling the characterization of the SPION response.

information on signal processing steps are given in [60].

2.4.1.1 Time Constant Estimations with TAURUS

To assess the effect of viscosity on TAURUS, eleven samples with viscosity levels
ranging between 0.89 mPa·s and 15.33 mPa·s were previously prepared using a com-
mercially available SPION Nanomag-MIP, and an extensive experimentation was pre-
viously performed that contained a total of 396 MPS measurements [60]. For all ac-
quired signals, t values were estimated using TAURUS as given in Equation 2.31.
The resulting t vs. viscosity curves are presented in Figure 2.6. At fixed frequency,
t decreases with increasing amplitude, which is expected due to easier alignment of
the magnetic moments at higher field strengths. t vs. viscosity curves have a non-
monotonic trend at 250 Hz such that t values first increases sharply up to the viscosity
levels of around 2-3 mPa·s and then decreases with increasing viscosity, finally con-
verging to a roughly constant value. As the frequency increases, interestingly, there
seems to be a global trend where the t vs. viscosity curves are scaled down and shifted
towards the left. Finally, at 10.8 kHz t slowly but steadily increases with increasing
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Figure 2.6: Estimated time constants vs. viscosity curves for samples at eleven differ-
ent viscosity levels between 0.89-15.33 mPa·s. Measurements were performed at four
drive field frequencies and three different drive field amplitudes. Error bars denote the
standard deviations over three repetition experiments. This figure is reproduced from
Ref. [60] by permission of IOP Publishing. All rights reserved. ©Institute of Physics
and Engineering in Medicine.

viscosity. Overall, considering the percentage effect of relaxation (t with respect to
the period), the relaxation effects are more prominent at higher frequencies. This is
expected as the SPION alignment cannot keep up with the frequency of the applied
field.

Theoretically, the Brownian time constant, tB, depends linearly on viscosity. How-
ever, t has a more complex relation with the viscosity of the environment as displayed
in Figure 2.6 [60]. Yet, viscosity mapping in MPI using TAURUS is possible via
characterizing the changes in t beforehand and working in optimal drive field settings
where one-to-one relation is possible (e.g., curves at 1.1 kHz in Figure 2.6).

2.4.1.2 SPIONs in Chemically Different Viscous Environments

An ideal viscosity mapping technique should be able to estimate the viscosity levels
independent of the chemical environment of the medium. To ensure that TAURUS ac-
tually probes the viscosity level, two chemically different environments (i.e., glycerol
and sucrose) were previously examined [144]. A rheometer instrument (Anton Paar,
M-PTD200, Austria) was used to measure the dynamic viscosity level of glycerol and
sucrose. The measured viscosity levels using this instrument are plotted in Figure 2.7.
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Figure 2.7: The dynamic viscosity measurements of the glycerol/water mixtures and
sucrose/water solutions at 25�C were performed using a rheometer instrument. The
mean values and standard deviations were calculated over twelve different measure-
ments.

Figure 2.8: The estimated time constant vs. viscosity curves for 11 different glyc-
erol/water mixtures and sucrose/water solutions measured at 1.1 kHz and three differ-
ent drive field amplitudes: 5 mT/µ0, 10 mT/µ0, and 15 mT/µ0.
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The estimated t results at three different drive field amplitudes are presented in
Figure 2.8. t values in all three field amplitudes first decrease for viscosity values
up to 4 mPa·s and then gradually increase for increasing viscosity levels [60]. While
a similar trend is observed at all amplitudes, the change in t is more significant at
lower drive field amplitude, which is consistent with the previous results [60]. Un-
der different viscous environments, the estimated time constants demonstrate identical
trends, suggesting a direct relation between viscosity and relaxation time constant in
the model in Equation 2.31. For example, the rheometer instrument can perform such
measurements for a variety of fluids, but only for in vitro samples. The results show
that estimated t values with TAURUS yields similar trends for chemically different
mediums, building a potential towards future in vivo viscosity mapping applications of
MPI.
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Chapter 3

Design and Construction of a
4.8 T/m/µ0 MPI Scanner

This chapter is based on the following publication, reprinted with permission from
© 2018 IEEE:

• M. Utkur, Y. Muslu and E. U. Saritas, “A 4.8 T/m magnetic particle imaging
scanner design and construction”, Proc. 21st Nat. Biomed. Eng. Meeting (BIY-
OMUT), pp. 1-4, Nov./Dec. 2017. DOI: 10.1109/BIYOMUT.2017.8479214.

3.1 Introduction

To determine the spatial location of SPIONs in MPI, a gradient magnetic field called
the selection field must be generated with the help of permanent magnets or electro-
magnets. The selection field contains a region where the magnetic field is zero, which
is called the field-free-region (FFR). When the SPIONs in FFR are exposed to a time-
varying magnetic field (i.e., drive field), they induce a voltage on the receive coil,
according to the Faraday’s law of induction. The magnetization of SPIONs at loca-
tions far from FFR saturates and therefore do not contribute to the received signal. The
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drive field is typically chosen as a single frequency AC magnetic field. Since SPIONs
have a nonlinear magnetization curve, there will be harmonics in the multiples of the
drive field frequency in the received signal. These harmonics are then used to recon-
struct the MPI image. Finally, a 3D imaging can be performed by scanning the FFR
over the object of interest. In this chapter, the design, construction and testing stages
of an in-house MPI scanner with 4.8 T/m/µ0 selection field gradient and 9.7 kHz drive
field frequency that is developed at Bilkent University National Magnetic Resonance
Research Center (UMRAM) as part of this thesis are presented in detail.

3.2 Method

For successful acquisition of SPION signal, the hardware components of the in-house
MPI scanner consists of a pair of permanent magnets that generate the selection field,
a solenoidal drive coil that generates the drive field, a gradiometric receive coil that
picks up the SPION response, a copper cylinder for shielding the high frequency inter-
ferences, and a linear motion actuator that provides three-dimensional positioning of
the imaging phantom.

3.2.1 Permanent Magnet

A pair of 7 cm wide, 2 cm thick disc-shaped neodymium iron boron (NdFeB) perma-
nent magnets with their north poles facing each other were placed at a 8 cm distance
from each other as shown in Figure 3.1 The FFR in this configuration resembles a point,
hence, the in-house MPI scanner possesses a field-free-point (FFP) topology. The se-
lection field generated by these magnets was measured using a gaussmeter (LakeShore,
475 DSP) by moving its axial probe step by step in the z-direction with the help of a
linear motion actuator (Velmex BiSlide). Note that, in this scanner, the FFP position
is fixed and the object is moved in the selection field such that the focus field coils are
not used.
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Figure 3.1: (a) The selection field in the in-house MPI scanner was generated with
a pair of disc-shaped permanent magnets that are placed 8 cm apart from each other.
(b) The field-free-region in this MPI scanner resembles a point, hence, possessing a
field-free-point (FFP) topology.

3.2.2 Drive Coil

The drive field amplitudes used in MPI is in the order of mT, and the drive field fre-
quencies is in the order of kHz. Since the received SPION signals depend on the drive
field amplitude, the homogeneity of the drive field gains importance according to the
size of the region to be imaged. The drive coil in this MPI scanner has inner and outer
diameters of 3.2 cm and 3.9 cm, respectively. In addition, it consists of 3 layers of a
1.2 mm diameter (i.e., 125-strand, 40 AWG) Litz wire with 80 turns per layer, result-
ing in a sensitivity of 1.5 mT/µ0/A. The homogeneous length of the drive field, where
the field remains within 95% of its maximum value, is 4.5 cm in the z-direction. The
inductance and internal DC resistance of the drive coil were measured using an LCR
meter (GW Instek LCR-8100) as 463 µH and 1.57 W, respectively. In Figure 3.2, the
drive coil and its magnetic field map simulation using MATLAB are shown.

3.2.3 Receive Coil

In MPI scanners, the induced SPION response is usually picked up by a solenoid coil
that is placed coaxially with the drive coil. Their coaxiality causes the drive field to
couple with the receive coil and induce voltage on it. This direct-feedthrough signal is
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Figure 3.2: The drive and receive coils, and their simulated magnetic field maps in
x-z planes. The homogeneous length of the drive field is 4.5 cm within 95% of its
maximum value, and the sensitive region of the receive coil drops to its 75% within
2.2 cm. Copyright © 2017, IEEE.

approximately 6 orders of magnitude greater than the voltage induced by the SPIONs.
Therefore, one of the essential steps for successful signal acquisition in MPI is to min-
imize the mutual inductance between the drive and receive coils. For the in-house MPI
scanner, the receive coil was designed and developed as a three-section gradiometer-
type coil, where the windings on the side sections were wound in the opposite direction
with respect to the middle section [145]. The receive coil has inner and outer diame-
ters of 1.9 cm and 2.5 cm, respectively, and it was wound with a 0.8 mm diameter (i.e.,
125-strand, 44 AWG) Litz wire in a single layer, with 17.5 turns on the sides and 34
turns in the middle. Each section of the receive coil is separated with a 4 mm gap. The
resulting sensitivity at the center of the receive coil was measured using a gaussme-
ter as 0.5 mT/µ0/A. The homogeneous region of the receive coil where the sensitivity
drops to 75% of its maximum value is 2.2 cm in the z-direction. The self-resonance
frequency of this receive coil was measured at 280 kHz using an LCR meter, which
corresponds to a distortion in the SPION signal beyond its 28th harmonics when the
drive field frequency is 9.7 kHz. The receive coil and its magnetic field map simulation
using MATLAB are shown in Figure 3.2.
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Figure 3.3: (a) The conductor material for the shield is selected as copper, and to
be able to operate at as low as 1 kHz drive field frequency, the 2 mm skin-depth of
copper at 1 kHz should be considered. Since 99% of the induced eddy currents are
concentrated within a layer thickness of 5 times the skin depth, 1 cm shield thickness
is utilized in this design. (b) The final Solidworks design of the shield of the in-house
MPI scanner as part of the magnets and coil set.

3.2.4 Shield

In addition to the components mentioned above, a cylindrical copper shield was uti-
lized and placed coaxially to the outside of the drive and receive coils to attenuate high
frequency interference as shown in Figure 3.3. The selection of the shield thickness
is based on the skin depth, d, of the conductor material, where it can be expressed as
follows [146]:

d =
1p

p f µrµ0s
(3.1)

Here, µr and s are the relative permeability and conductivity of the material, respec-
tively. For copper, µr = 1 and s = 58.7 Mf/m.

Typically, a shielding thickness of 5 times the skin depths is enough to reduce the
interference, since the 99% of the current flows within this layer. To be able to perform
imaging experiments at drive field frequencies as low as 1 kHz, the thickness of the
copper shield is selected as 1 cm, as shown in Figure 3.3. Furthermore, the drive coil
and the shield are separated by a gap of 1 cm to minimize the eddy current losses on
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Figure 3.4: (a) The Solidworks design of the MPI scanner with the magnets, coils and
shield. (b) The completed form of the design with the components mated together. (c)
In the developed MPI scanner, the magnets are placed inside of the polyethylene plates
and the G10 plates strengthens the overall structure together with the help of non-
magnetic brass screws. The imaging phantom is placed in the plastic robot arm, and a
linear actuator moves the phantom in the selection field. Copyright © 2017, IEEE.

the shielding surface. Accordingly, the length of the shield is 22 cm, and its inner and
outer diameters are 6 cm and 8 cm, respectively. The complete MPI scanner is shown
in Figure 3.4.

3.2.5 Signal Flow

The signal flow of the MPI scanner is as follows: The drive field signal is coded in
MATLAB environment and sent to a power amplifier (AE Techron 7224) via a data
acquisition card (NI-USB 6363). The amplified drive field signal reaches the drive
coil by passing through a capacitive circuitry, which has two purposes: To provide
maximum power transfer at 9.7 kHz from the power amplifier to the drive coil (i.e.,
impedance matching), and to low pass filter the high frequency components at the
output of the power amplifier as the drive field is desired to be a single-frequency AC
field. The received SPION signal is amplified with a low-noise pre-amplifier (SRS,
SR-560) and recorded with the same data acquisition card with a sampling frequency
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of 2 MS/s. To calibrate the drive field amplitude, a current probe (PEM, LFR 06/6/300)
is used to measure the current through the drive coil. The overall signal flow for this
MPI scanner is shown in Figure 3.5.

Figure 3.5: The overall signal flow for the MPI scanner. The straight lines show the
main signal flow, and the dashed lines show the control of equipment used for the field
calibration and the motion of the object. Copyright © 2017, IEEE.

3.2.6 Image Reconstruction

To scan the entire object at once, it is necessary to create a high-amplitude drive field,
which is challenging due to the associated high current requirements. Hence, the field-
of-view (FOV) must be divided into partial lengths called partial FOVs, each scanned
with lower drive field amplitudes. These partial FOVs are combined by first compen-
sating for the loss of the fundamental harmonic due to direct-feedthrough filtering, and
then stitching them together [14]. The partial FOV length, W , can be expressed as
follows [14, 129, 130, 147]:

W =
2Hpeak

G
(3.2)
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Here, Hpeak is the drive field peak amplitude, and G is the gradient of the selection field
along the drive field direction.

3.3 Results

The simulated selection field along the z-direction and its measurement using a gauss-
meter are shown in Figure 3.6. The selection field gradient was calculated by taking the
derivative of the selection field along the z-direction (i.e., down the bore of the scan-
ner). At the center of the MPI scanner indicated with dashed lines in Figure 3.6(a),
the selection field gradient was calculated as 2.4 T/m/µ0 as shown in Figure 3.6(b).
Because of the symmetry of the magnet configuration, the gradient in the y-direction
must also be the same, although it was not explicitly measured here. Due to Maxwell’s
law, the gradient in the x-direction, on the other hand, must be twice as high when
compared to the z- and y-directions. Therefore, the gradient in the x-direction can be
computed as 4.8 T/m/µ0 due to anisotropic field gradient [130].

An example image from the constructed MPI scanner with a 4.8 T/m/µ0 selec-
tion field gradient is shown in Figure 3.7. The imaging phantom was prepared
with two commercially available SPIONs, namely Nanomag-MIP (Micromod GmbH,
Germany) and Vivotrax (Magnetic Insight, CA, USA). The drive field amplitude
and frequency were 15 mT/µ0 and 9.7 kHz, respectively. The overall FOV was
8 mm ⇥ 65 mm in the x-z plane. The FOV of 65 mm along the z-direction was divided
into 69 partial FOVs each with a length of 8.3 mm and an overlap percentage of 90%.

3.4 Discussion and Conclusion

MPI is a relatively new biomedical imaging modality. The constructed scanner de-
scribed in this chapter is also the first MPI scanner designed and developed in Turkey.
The MPI image is affected by several parameters such as the selection field gradient,
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Figure 3.6: (a) The measurement results of the selection field along the z-direction and
its gradient (i.e., G= dH/dz) using a gaussmeter. (b) The simulation and measurement
results are in agreement at the centerline of the magnets indicated by the dashed lines
in (a), and the selection field gradient at the center of the MPI scanner was calculated
as 2.4 T/m/µ0. Copyright © 2017, IEEE.

Figure 3.7: (a) The imaging phantom was prepared with two commercially available
SPIONs, namely Nanomag-MIP and Vivotrax. (b) 2D MPI image of the imaging phan-
tom was acquired using the in-house MPI scanner at the drive field amplitude and fre-
quency of 15 mT/µ0 and 9.7 kHz, respectively. The effect of SPION type on the spatial
resolution in MPI is clearly visible in this image.
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the drive field amplitude and frequency, the SPION type, and the FFP scanning tra-
jectory. Therefore, the selection of the parameters and the hardware components of
an MPI scanner mainly depend on the requirements of the targeted application. The
free imaging bore of the in-house MPI scanner in x-y direction is 1.9 cm (there is no
limit in the z-direction, along the bore). When a robot arm is used to move the imag-
ing phantom across the FFP, the maximum FOV along the radial direction falls down
to approximately 1 cm (depending on the size of the phantom). Although the diame-
ter of this MPI scanner is not wide enough for small animal imaging experiments, it
can be successfully used for proof-of-concept experiments to demonstrate novel MPI
techniques, such as the ones presented in the following chapters of this thesis.

The application areas of MPI are rapidly growing. For example, non-invasive vis-
cosity mapping cannot be achieved with current biomedical imaging modalities, for
which MPI shows a great potential. The imaging experiments for viscosity mapping
in the following chapters are performed with this developed MPI scanner.
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Chapter 4

Relaxation-Based Color MPI for
Viscosity Mapping

This chapter is reproduced from the following publications, with the permission of AIP
Publishing:

• M. Utkur, Y. Muslu, and E. U. Saritas , “Relaxation-based color magnetic parti-
cle imaging for viscosity mapping”, Applied Physics Letters 115, 152403 (2019)
DOI: 10.1063/1.5110475

4.1 Introduction

The potential applications of MPI have recently been broadened by the introduction
of “color” MPI techniques that can distinguish different SPIONs type and/or environ-
ments by exploiting the relaxation behavior of SPIONs. One of the important ap-
plications of color MPI techniques is viscosity mapping. Certain diseases, such as
atherosclerosis [62] and cancer [61, 63], are known to result in increased levels of cel-
lular viscosity. These diseases can potentially be probed with MPI through measuring
viscosity of the tissue where the SPIONs are located in.
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This chapter demonstrates the imaging results of relaxation-based color MPI for
viscosity mapping. The color MPI experiments are based on TAURUS technique [60,
142]. Comparing the imaging results at three different drive field frequencies show that
around 10 kHz provide one-to-one mapping between the estimated time constant and
viscosity for multi-core cluster SPION of Nanomag-MIP. The 2D color MPI results are
presented that differentiate different viscosity levels in the biologically relevant range
of up to 5 mPa·s.

4.2 Method

4.2.1 Sample Preparation

An imaging phantom that contained SPION samples at 5 different viscosity levels were
prepared using varying ratios of water/glycerol mixtures, as shown in Figure 4.1(a).
Each sample was prepared in a capillary tube with 2 mm diameter, had a total vol-
ume of 20 µL, and contained 5 µL of undiluted Nanomag-MIP SPIONs (plain,
c(Fe) = 89 mmol Fe/L). The resulting samples had viscosity levels ranging between
0.89 mPa·s and 5.04 mPa·s, covering biologically relevant viscosity levels [148, 149].
Table 4.1 lists the details of each SPION sample.

4.2.2 Experimental Setup and Procedures

The imaging experiments were performed on the in-house MPI scanner shown in
Chapter 3. The default operating frequency of this in-house MPI scanner was 9.7 kHz
[150]. In addition, frequencies around 25 kHz are widely used in MPI literature
[13, 151, 32]. Moreover, the MPS measurements in Chapter 2.4.1.1 (Figure 2.6) sug-
gested that lower frequencies around 1 kHz may be promising for probing viscosity
[60]. Therefore, using capacitive L-section circuits, the drive coil was impedance
matched to the power amplifier (AE Techron 7224) at three different frequencies:
1.1 kHz, 9.7 kHz, and 26.3 kHz. The drive coil was air-cooled to prevent heating
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Table 4.1: The contents and viscosity levels at 25�C for the SPION samples. Each
sample started from 5 µL of undiluted Nanomag-MIP SPIONs suspended in water,
and had a final volume of 20 µL. The table lists the added glycerol and water volumes,
and the final glycerol percentage by volume.

# Viscosity (mPa·s) Glycerol (µL) Water (µL) Glycerol %
1 0.89 0 15 0
2 1.54 4 11 20
3 2.16 6 9 30
4 3.97 9 6 45
5 5.04 10 5 50

of the scanner bore and SPION samples. The scanner bore had an axial diameter of
1 cm in x-y plane, with flexible length along the z-direction. The imaging phantom
had a length of 14.5 cm in z-direction, which cannot be scanned with a single drive
field amplitude due to high current requirements as discussed in Chapter 3.2.6. There-
fore, the drive field was applied along the z-direction with amplitudes varying between
10 mT/µ0 and 25 mT/µ0, corresponding to partial FOV (pFOV) sizes of 4.2 mm and
10.4 mm. The drive field amplitude was calibrated with a current probe (LFR 06/6/300)
promptly before each measurement. For all the 1D and 2D imaging experiments, the
phantom was mechanically moved to the center of each pFOV using a linear actuator
(Velmex BiSlide), with 85% overlap between neighboring pFOVs. For each pFOV,
the signal was filtered and processed as previously described [142]. MPI images were
then reconstructed using a signal-to-noise ratio (SNR) optimized x-space reconstruc-
tion [147] with DC recovery algorithm [14]. The relaxation time constant maps (t
maps) were directly estimated from the time-domain signals for each pFOV, using the
aforementioned TAURUS technique.
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4.3 Results

4.3.1 1D Imaging Experiment Results

First, six different 1D imaging experiments (at 3 different drive field frequencies and
2 different drive field amplitudes) were conducted to determine the optimal drive field
parameters for relaxation-based viscosity mapping. The drive field amplitudes tested
were 10 mT/µ0 and 15 mT/µ0 at 1.1 kHz and 9.7 kHz, and 10 mT/µ0 and 14 mT/µ0

at 26.3 kHz (the latter restricted by hardware limitations). Experiments were first per-
formed with the samples ordered randomly (results not shown), and then with the
samples ordered in increasing viscosity levels. Both cases yielded matching results,
ensuring that there was no position-induced bias. The resulting 1D MPI images and
t maps were replicated along the vertical direction for display purposes, as shown in
Figure 4.2(a) and (b). Note that for simplicity of labeling, the results at 26.3 kHz and
14 mT/µ0 are grouped under 15 mT/µ0 results.

As seen in Figure 4.2(b), t maps at 26.3 kHz appear flat. Hence, although fre-
quencies around 25 kHz are widely popular in MPI, this high frequency range is not
favorable for probing viscosity. On the other hand, t maps at 1.1 kHz and 9.7 kHz
display a variety of colors, indicating a viscosity-sensitive contrast capability. Further-
more, the MPI images at these lower frequencies display better resolution, which is
consistent with the literature [152, 153]. Next, mean t values were computed from the
corresponding regions-of-interest (ROIs) in t maps, and plotted as a function of viscos-
ity in Figure 4.2(c). Accordingly, there is a considerable differentiation with more than
40% change in t values with respect to viscosity at 9.7 kHz. At 1.1 kHz and 26.3 kHz,
on the other hand, the curves are either non-monotonic or remain approximately flat.

The trends observed in Figure 4.2 are consistent with the previous experimental
work in a MPS setup [60], with one important difference: In the MPS setup, t vs. vis-
cosity curves displayed a non-monotonic trend at lower drive field frequencies of up to
550 Hz, switched to a monotonic trend at 1.1 kHz, and finally became flat at 10.8 kHz.
In this work, with the added selection field of an MPI scanner, the switch from non-
monotonic to monotonic trend occurs at a higher frequency range. A side-by-side
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Figure 4.1: (a) SPION samples at 5 different viscosity levels ranging between
0.89 mPa·s and 5.04 mPa·s were placed in the imaging phantom for color MPI ex-
periments. (b) The drive coil in this MPI scanner was impedance matched at three
different frequencies: 1.1 kHz, 9.7 kHz, and 26.3 kHz. The imaging phantom was
moved in the x-z plane using a linear actuator. A current probe was used to calibrate
the drive field amplitude.

comparison of normalized t values from MPS and MPI experiments are shown in Fig-
ure 4.3, color matched to highlight similar trends at different frequencies. The trend
seen at 550 Hz in the MPS experiments is similar to that at 1.1 kHz in the MPI experi-
ments. Likewise, 1.1 kHz and 10.8 kHz in MPS experiments display similar trends as
in 9.7 kHz and 26.3 kHz in MPI experiments, respectively. Importantly, for MPI ex-
periments, the monotonic t vs. viscosity curve at 9.7 kHz indicates that this operating
frequency is highly promising for one-to-one mapping of viscosity from a measured t
value.

To further investigate the viscosity mapping capability at 9.7 kHz, 1D imaging ex-
periments were performed at four different drive field amplitudes between 10 mT/µ0
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Figure 4.2: 1D color MPI results at 3 different drive field frequencies and 2 different
drive field amplitudes, for the phantom shown in Figure 4.1(a) where the samples were
ordered in increasing viscosity levels between 0.89 mPa·s and 5.04 mPa·s. (a) 1D
MPI images and (b) 1D relaxation (t) maps were replicated in the vertical direction
for display purposes. (c) t vs. viscosity curves were extracted from the t maps. The
predominantly monotonic trend at 9.7 kHz indicates that this drive field frequency
is well-suited for one-to-one viscosity mapping. The error bars denote the standard
deviations computed from corresponding ROIs in t maps for each sample.

and 25 mT/µ0. The corresponding MPI images, t maps, and t vs. viscosity curves
are displayed in Figure 4.4. At this frequency, t values vary by more than 50% in the
tested viscosity range (i.e., >10%/mPa/s between 0.89-5.04 mPa·s), which is a highly
desirable feature for mapping purposes. Note that a superior monotonicity is reached
at 25 mT/µ0 drive field amplitude. Furthermore, given that the MPI signal increases
linearly with the drive field amplitude[153], the increased SNR at 25 mT/µ0 results in
reduced deviation in t estimations (see error bars in Figure 4.4(c)).
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Figure 4.3: Comparison of t vs. viscosity curves for (a) MPS experiments (re-plotted
from Ref.([60]) and (b) color MPI experiments, performed at different drive field fre-
quencies at a 15 mT/µ0 amplitude. The results are color matched to highlight similar
trends. A monotonic t vs. viscosity curve is observed at 1.1 kHz in MPS experiments,
whereas a similar trend is achieved at 9.7 kHz with the additional selection field of the
MPI scanner.

4.3.2 2D Imaging Experiment Results

Finally, a 2D color MPI demonstration was performed at the optimal drive field pa-
rameters: 9.7 kHz and 25 mT/µ0. The phantom in Figure 4.5(a) was scanned with a
FOV of 0.8 cm ⇥ 14.5 cm in x- and z- direction, respectively. This FOV was rastered
along the z-direction as 9 evenly-spaced lines, each made up of 39 overlapping pFOVs.
The resulting 2D MPI image and t map, as well as their color overlay, are shown in
Figures 4.5(b) - (d). The SPION samples at different viscosity levels are easily distin-
guishable in the t map, confirming the suitability of these drive field parameters for
one-to-one viscosity mapping.

In MPI, the properties of the SPIONs such as their size, dispersity, and anisotropy
have a large impact on their signal [151]. These factors affect the performance of
the SPIONs not just in MPI, but also in other modalities such as magnetic resonance
imaging (MRI) or magnetic fluid hyperthermia (MFH) [154, 155]. Similarly, the op-
timal drive field parameters may depend on the SPION type. In a previous work,
t vs. viscosity trends were compared for two multi-core SPIONs, Nanomag-MIP and
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Figure 4.4: 1D color MPI results at 4 different drive field amplitudes at 9.7 kHz, for the
phantom in Figure 4.3(a) where samples are ordered in increasing viscosity levels. (a)
1D MPI images and (b) t maps, replicated in the vertical direction for display purposes.
(c) t vs. viscosity curves indicate that a higher drive field amplitude of 25 mT/µ0 yields
superior monotonicity. The error bars denote the standard deviations computed from
the corresponding ROIs in t maps for each sample.

VivoTrax, where the latter has the same chemical structure as Resovist. It is observed
that Vivotrax displayed similar global trends as Nanomag-MIP, but at higher drive field
frequencies [60]. Therefore, the optimal drive field parameters, particularly the drive
field frequency, may need to be tuned for a given SPIO type.

4.4 Discussion

Brownian and Néel relaxation time constants of SPIONs are normally calculated using
zero-field formulas, which are not valid for the sinusoidal drive field in MPI [156].
In t vs. viscosity curves at lower drive field frequencies/amplitudes, the estimated t
values initially increase with increasing viscosity [60], seemingly obeying Brownian
relaxation dynamics. At higher frequencies/amplitudes/viscosities, however, this ini-
tial trend can no longer be observed. The reason behind this phenomenon may stem
from the SPION magnetization not having the sufficient time to reach its steady-state
value under these “more demanding” cases. Hence, one can no longer observe the
expected monotonic increase with increasing viscosity, causing a different trend to
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Figure 4.5: 2D color MPI demonstration at the optimal drive field parameters: 9.7 kHz
and 25 mT/µ0. (a) The imaging phantom with 5 different samples ordered in increas-
ing viscosity levels ranging between 0.89 mPa·s and 5.04 mPa·s. (b) 2D MPI image,
(c) 2D t map, and (d) their color overlay. Different viscosity levels are easily distin-
guishable in the t map, as well as the color overlay. The phantom was scanned with a
FOV of 0.8 cm ⇥ 14.5 cm in x- and z-directions, respectively. The displayed FOV is
0.8 cm⇥ 11.5 cm.

emerge. A similar phenomenon was also described in a recent work, where it was
shown that the magnetization could not reach its steady-state value (i.e., the value dic-
tated by Langevin physics) in the case of square-wave pulsed excitation with higher
frequencies/amplitudes [157].

The above-cited work has also shown that SPIONs farther from the FFP are charac-
terized with faster relaxation when compared to the SPIONs closer to the FFP [157].
Likewise, preliminary experiments on the MPS setup also demonstrated that t values
can be reduced in the presence of an additional DC field (results not shown). Impor-
tantly, the change in t values can be at different rates for different viscosity levels,
which in turn can change the overall t vs. viscosity trend. Hence, under the static
selection field of an MPI scanner, the observed t values as well as the t vs. viscos-
ity trend can change when compared to those in an MPS setup. Understanding the
physical reasons behind the latter affect requires future experiments and analysis.

Previous work has shown that SNR scales almost linearly with the product of the
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drive field frequency and amplitude [153]. Therefore, even if a monotonic trend could
be achieved at a lower drive field frequency/amplitude than the tested range, the SNR
of the images/maps would suffer considerably. For example, 1.1 kHz and 5 mT/µ0

would yield approximately 44 times lower SNR than at 9.7 kHz and 25 mT/µ0, which
is a massive difference. At very high frequencies/amplitudes, on the other hand, the
t vs. viscosity trends flatten out [60]. Hence, the goal in this work was to operate at as
high a frequency/amplitude as possible, while attaining a one-to-one mapping between
t and viscosity in the biologically relevant range.

Even when operating at high drive field frequency/amplitude, SNR can be low in
in vivo settings. A noise robustness of the TAURUS technique was previously per-
formed [142], showing that even at a very low SNR value of 2, the relaxation time
constant can be estimated with a standard deviation that is less than 0.4% of the drive
field period (around 0.4 µs at 9.7 kHz). For SNR values greater than 15, the stan-
dard deviations rapidly decrease to less than 0.05% of the drive field period (around
0.05 µs at 9.7 kHz). The specific iron amount corresponding to a given SNR level
depends on the scanner geometry and SPION type, as well as the scanning parameters
[21]. Considering that MPI features a state-of-the-art detection limit in the order of
5-100 ng Fe [16, 49, 158], with a theoretical picogram sensitivity capability [21, 159],
the SNR robustness of the TAURUS technique makes it an excellent candidate for in

vivo viscosity mapping with MPI.

Here, TAURUS technique has been demonstrated using multi-core cluster SPIONs.
In in vivo settings, size selective uptake may take place during the internalization of
the SPIONs into the tissue/cells, which may change the MPI response for SPIONs
that contain different-sized cores. To avoid such effects, single-core SPIONs may be
preferred. Investigating such in vivo challenges and potential solutions for the proposed
technique remains a future work.
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4.5 Conclusion

To summarize, this chapter demonstrates the viscosity mapping capability of MPI for
functional imaging applications. With an in-house MPI scanner, it is shown that a one-
to-one mapping between the relaxation time constant and viscosity can be achieved at
drive field parameters around 10 kHz and 25 mT/µ0 using multi-core cluster Nanomag-
MIP SPION. These results present relaxation-based color MPI experiments distin-
guishing the biologically relevant viscosity range.
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Chapter 5

Simultaneous Temperature and
Viscosity Mapping for MPI

This chapter is based on the following manuscript which was submitted to Medical

Physics:

• M. Utkur and E. U. Saritas, “Simultaneous Temperature and Viscosity Mapping
for Magnetic Particle Imaging”, Medical Physics (2021)

5.1 Introduction

Temperature mapping, or thermometry, presents itself as one of the important applica-
tion areas of MPI, especially considering the fact that SPIONs are also used in ther-
mal therapy applications such as MFH. When subjected to relatively high-frequency
AC magnetic fields (e.g., 300-400 kHz), SPIONs become very efficient heat sources
that can be used to target and heat up tumor tissue without any depth limitations and
achieve immunogenicity [28, 89]. The heat generation property of SPIONs is based
on the same relaxation mechanisms that give MPI its functional imaging capability.
Moreover, the hardware of MPI and MFH are compatible, enabling hybrid MPI-MFH
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systems to be constructed for image-guided localized heat therapy [87, 160]. By posi-
tioning the field-free-region of an MPI scanner over the tumor region, MPI can equip
MFH with localized heating capability [90, 161]. In addition, the MPI image can be
utilized to predict the temperature rise prior to MFH therapy [162, 90], or to provide
real-time temperature feedback through temperature mapping during MFH therapy
(e.g., via a short break of imaging). The current thermal ablation studies for prostate
and breast cancers utilize integrated magnetic resonance imaging (MRI) and high in-
tensity focused ultrasound (HIFU) systems, where MRI non-invasively monitors the
temperature and HIFU delivers thermal energy to the tumor tissue [73, 75]. Some of
the major drawbacks of this approach include extremely long treatment times reaching
up to hours, and technical limitations in HIFU beam conformation that may result in
inhomogeneous thermal dose or damage to the surrounding healthy tissue [77]. Here, a
hybrid MPI-MFH system emerges as a very promising alternative for thermal ablation
treatment of cancer, as MFH is depth independent and the imaging duration of MPI is
in the range of seconds to minutes.

To date, several groups have proposed different methods to estimate temperature in
MPI. Some studies worked with the spectral information of the SPION response using
a magnetic particle spectrometer (MPS) setup, where the ratios of harmonics were re-
lated to the temperature change [163, 164, 165, 166]. Other studies in an MPI scanner
utilized a system function approach, where the frequency response of SPIONs at dif-
ferent temperatures were acquired during a calibration procedure, and the temperatures
during imaging were mapped by solving a linear system of equations [167, 168, 169].
In contrast to the aforementioned spectral methods, TAURUS works with the time-
domain SPION response and estimates a relaxation time constant that recovers the
underlying mirror symmetric response [60]. A powerful feature of this technique is
that it can be directly applied to both MPS and MPI signal responses, since the under-
lying mirror symmetry assumption is valid independent of the spatial distribution of
SPIONs [142, 143]. The viscosity mapping capability of TAURUS was already shown
in Chapter 4, and the optimal drive field parameters was obtained using commercially
available multi-core SPIONs [143].

An important consideration for temperature mapping with MPI is that the viscosity
of the environment also needs to be accounted for, as these two parameters are bound
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to have confounding effects on the MPI signal. Different tissues may show varying de-
grees of change in their viscosity levels as a function of temperature [170], or different
initial viscosity levels may lead to different trends on the relaxation time constant as a
function of temperature. These factors can in turn lead to erroneous temperature esti-
mations. Therefore, to achieve accurate temperature estimations, either the MPI signal
needs to be desensitized to the viscosity effect, or viscosity and temperature need to
be estimated simultaneously. In this chapter, the effects of temperature on TAURUS
were experimentally analyzed while taking the viscosity level into account to enable
simultaneous mapping of these two parameters. With extensive experiments, the ther-
apeutically applicable temperature range (25-45�C) and the biologically relevant vis-
cosity range (<4 mPa·s) was covered, and utilize 60 different operating points with
drive field amplitudes ranging between 5-25 mT/µ0 and frequencies ranging between
1-7 kHz. To enable this experimental procedure, an in-house arbitrary-waveform MPS
setup with temperature-controlled heating capability was developed, which can rapidly
acquire a wide range of operating points grouped together with respect to their signal
levels to ensure gain maximization. The results show that the temperature sensitivity
of TAURUS slowly varies in these drive field settings and reaches a maximum value
of 1.19%/�C, whereas viscosity sensitivity is mainly concentrated at lower frequen-
cies around 1 kHz with a maximum value of 12.2%/mPa/s. Furthermore, strategies for
simultaneous mapping of temperature and viscosity were proposed using two differ-
ent drive field settings, or temperature mapping alone at frequencies where viscosity
sensitivity is minimized.

5.2 Theory

Using Faraday’s law of induction, the received signal in MPI can be expressed as
follows [129, 118]:

sreceived(t) =�df(t)
dt

=�µ0

Z

V
B1(r) ·

∂M(r, t)
∂ t

dV

=�µ0

Z

V
B1(r) · c(r)

∂m(H(r, t))
∂ t

dV
(5.1)
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Here, f(t) is the magnetic flux, B1(r) is the position-dependent receive coil sensitivity,
H(r, t) is the applied field, and ‘·’ indicates vector dot product. In addition, M(r, t) is
the SPION magnetization, which is equal to the multiplication of SPION concentra-
tion, c(r), and the average magnetic dipole moment, m(H).

In the case of a typical MPS setup, it can be assumed that the applied field over the
sample is homogeneous in space and unidirectional (e.g., only along the z-direction),
the receive coil sensitivity in that direction is also homogeneous, and the SPION con-
centration is uniform within the sample. Under these assumptions, Equation 5.1 can
be rewritten as:

sreceived(t) =�µ0

Z

V
B1c

dm(H(t))
dt

dV =�µ0B1cVS
dm(H(t))

dt
(5.2)

Here, VS is the sample volume, and the multiplication of c and VS is equal to the total
iron mass within the sample.

Assuming that the SPIONs follow Langevin physics with an adiabatic approxima-
tion that their dipole moments immediately align with the applied field, sadiabatic(t) can
be written as:

sadiabatic(t) =�µ0B1cVSm
dL (kH(t))

dt
=�aL̇ (kH(t)) Ḣ(t) (5.3)

where
a = µ0B1cVSmk (5.4)

Here, m is the magnetic moment of a single SPION, L (·) is the Langevin function and
L̇ (·) is its derivative, and k is a parameter that depends on m and SPION temperature.

In reality, the adiabatic approximation is not valid for rapidly time-varying applied
fields, where the alignment of the magnetic moment lags behind due to the relaxation
mechanism of SPIONs through a combination of an external physical rotation (i.e.,
Brownian relaxation) and an internal rotation (i.e., Néel relaxation) [51, 52]. The gov-
erning relations for these two relaxation mechanisms for the “zero-field” case (i.e.,
when a DC field is abrutly set to zero) are already given in Equations 2.18 and 2.19.

As seen in these equations, the relaxation time constants are dependent on the en-
vironmental conditions, namely temperature and viscosity. This feature makes the
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relaxation mechanism particularly important for functional imaging purposes in MPI.
However, the zero-field condition does not directly apply in MPI, since a continuous
sinusoidal drive field is utilized together with simultaneous signal reception. While
the theoretical aspect of the relaxation mechanisms under an oscillating magnetic field
is still incomplete [119], the “effective” relaxation process in the case of a sinusoidal
drive field was previously modeled as a first-order Debye process, where the relax-
ation behavior causes the time-domain SPION response to simultaneously get delayed
in time and lose signal amplitude [141, 153]. The relationship between the received
signal and ideal signal is already expressed in Equation 2.30.

As described previously, ideal signal has mirror symmetric positive and negative
half cycles, but that mirror symmetry is broken due to the relaxation effects on the
received signal. TAURUS directly estimates t as shown in Equation 2.31. Note that
this estimated relaxation time constant, t is also dependent on both temperature and
viscosity [60], since t corresponds to an effective combination of tB and tN under a
sinusoidal drive field. Furthermore, viscosity is known to decrease with temperature,
which causes these two environmental parameters to have confounding effects on the
SPION response. In the following sections, the effects of temperature and viscosity on
t are analyzed under a wide range of drive field settings using an in-house arbitrary-
waveform MPS setup.

5.3 Materials and Methods

5.3.1 Sample Preparation

A total of 15 samples with glycerol volume percentages ranging between 0% and
55.1% were prepared in 0.2 mL PCR tubes, to achieve targeted biologically relevant
viscosity levels at different temperatures. Each sample had a total volume of 150 µL
and contained 60 µL of undiluted Perimag nanoparticles (Micromod GmbH, Germany)
at 303.6 mM initial concentration (i.e., each sample had 1 mg Fe). For the remaining
90 µL, varying volumes of double-distilled water and glycerol were added to achieve
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the desired glycerol percentages as listed in Table. 5.1. The viscosity levels at 30�C
and 40�C were taken directly from the literature, and the viscosity levels at 25�C,
35�C, and 45�C were computed via linear interpolation [171]. As seen in Table. 5.1,
at fixed temperature, viscosity increases with increasing glycerol percentage. On the
other hand, the viscosity of a sample at a fixed glycerol percentage decreases with
increasing temperature. This physical phenomenon enabled the experiments to be de-
signed such that 4 different target viscosity levels (0.9 mPa·s, 1.8 mPa·s, 2.7 mPa·s,
and 3.6 mPa·s) were achieved at 5 different temperatures (25�C, 30�C, 35�C, 40�C,
and 45�C), as highlighted with different colors in Table. 5.1.

Table 5.1: Glycerol volume percentages and viscosity levels at 5 different temperatures
for the 15 SPION samples used in this work. Each sample contained 60 µL of undi-
luted Perimag nanoparticles. The colors highlight 4 different target viscosity levels
achieved at 5 different temperatures.

Glycerol % Viscosity (mPa·s)
25�C 30�C 35�C 40�C 45�C

0.0 0.9 0.8 0.7 0.7 0.6
4.4 1.0 0.9 0.8 0.7 0.7
8.7 1.1 1.0 0.9 0.8 0.7

13.1 1.3 1.1 1.0 0.9 0.8
16.7 1.4 1.2 1.1 1.0 0.9
23.9 1.8 1.6 1.4 1.2 1.1
28.7 2.1 1.8 1.6 1.4 1.3
31.9 2.4 2.0 1.8 1.6 1.4
35.3 2.7 2.3 2.1 1.8 1.6
39.5 3.2 2.7 2.4 2.0 1.8
42.2 3.6 3.1 2.7 2.3 2.0
46.1 4.4 3.6 3.2 2.7 2.4
49.6 5.0 4.2 3.6 3.1 2.7
52.5 6.1 4.5 4.3 3.6 3.2
55.1 7.1 5.7 4.9 4.1 3.6

5.3.2 Experimental Setup and Procedures

Experiments were performed on an in-house arbitrary-waveform MPS setup (see Fig-
ure 5.1). The nanoparticle samples were placed in a temperature-controlled water tube
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Figure 5.1: In-house arbitrary-waveform MPS setup, designed to enable temperature-
controlled heating of the SPION samples. (a) The drive coil consisted of 4 sections
and the receive coil was a two-section gradiometer-type coil that mirrors the structure
of the drive coil. The arrows show the winding directions. (b) The drive and receive
coils were placed co-axially, and the moving sub-parts of the receive coil were adjusted
with a screw mechanism to minimize the mutual inductance between the two coils. (c)
An overview of the experimental setup. The samples were placed in a temperature-
controlled water tube, and the temperature of each sample was monitored with a fiber
optic temperature probe. The dashed arrows indicate the direction of signal flow.

during the experiments. To accommodate the placement of this structure into the mea-
surement chamber (see Figure 5.1(c)), a 41.5-mm inner diameter drive coil was de-
signed to consist of 4 sections of equal length separated by 20-mm gaps. Each section
had 3 layers of windings with 6 turns per layer, wound using 125-strand 40 AWG Litz
wire (MWS Wire Industries). The sensitivity of the drive coil was measured using a
gaussmeter (LakeShore, 475 DSP) by applying 1 A of current at frequencies ranging
between 1 kHz and 10 kHz. The sensitivity was measured as 0.65 mT/µ0/A, with a
negligible standard deviation of 2 µT/µ0/A in this frequency range.

As shown in Figure 5.1(a), an 11-mm inner diameter receive coil was designed as
a two-section gradiometer-type coil, where each section was further divided into two
sub-parts to mirror the structure of the drive coil. These sub-parts were separated by
21.6-mm gaps, and each part contained 15 layers with 9 turns per layer, wound using
125-strand 44 AWG Litz wire (MWS Wire Industries). The two sub-parts where the
sample was placed in between were fixed to the drive coil, whereas the other two
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sub-parts were attached to a plastic screw to enable fine-tuned adjustment of their
position. These moving sub-parts enabled high precision decoupling between the drive
and the receive coils, which were placed co-axially as shown in Figure 5.1(b). The
sensitivity of the receive coil was measured as 4.1 mT/µ0/A at 1 kHz and its self-
resonance was measured to be above 200 kHz, which is well outside the range of
frequencies of interest in this work. The simulated magnetic field maps of the drive
and the receive coils of the arbitrary-waveform MPS setup in x-z planes is shown in
Figure 5.2(a) and (b). The centerline in the magnetic field maps at x = 0 is also plotted
in Figure 5.2(d), where the adjustable position of the receive coil corresponds to the
negative portion in this plot.

Figure 5.2: The simulated magnetic field maps of the drive coil (a) and receive coil
(b) of the arbitrary-waveform MPS setup (c). The centerline of the dashed lines in the
magnetic field maps are plotted with respect to the z-direction (d).

The resistance and the inductance of the drive coil were measured with an LCR me-
ter (GW Instek LCR-8100) as 0.29 W and 92 µH, respectively, for frequencies lower
than 10 kHz. Owing to the low inductance of the drive coil, the need for impedance
matching was eliminated so that the drive coil could be directly connected to an AC
power amplifier (AE Techron 7224). This arbitrary-waveform MPS characteristic
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[172, 173] enabled any drive field signal below 10 kHz to be applied without using
additional capacitive circuitry.

The experimental setup was controlled with a fully-automated custom script in
MATLAB (Mathworks, Natick, MA). The drive field waveform was sent to the AC
power amplifier via a data acquisition card (NI PCI-6115), and the received signal was
also digitized using the same card with a sampling rate of 2 MS/s. The PCR tubes
that contained the samples were placed vertically in the holes cut out on a water tube,
and sealed with hot glue to prevent water leakages. A temperature-controlled water
pump was used to circulate hot water inside the water tube, heating up the samples
to the desired temperatures via conduction. During the experiments, the temperature
of the sample of interest was monitored with a fiber optic temperature probe (Neop-
tix Reflex-4) placed inside the PCR tube. The drive coil was cooled with cold air to
prevent resistive-heating-induced field fluctuations, and its temperature was monitored
with a thermal camera (Seek Thermal Reveal Pro). On the receive side, the nanopar-
ticle signal first passed through an analog Butterworth low pass filter (SRS SIM965)
with 200 kHz cut-off frequency and 48 dB/octave roll-off, and then amplified with a
BJT preamplifier (SRS SIM911).

To investigate the confounding effect of temperature and viscosity on the time con-
stant estimations, drive field parameters that were similar to those in the previous MPS
measurements in Chapter 2.4.1.1 (Figure 2.6) were chosen. The samples were tested
at seven different drive field frequencies ranging between 1-7 kHz with 1 kHz incre-
ments, and nine different drive field amplitudes ranging between 5-25 mT/µ0 with
2.5 mT/µ0 increments. Among the resulting 63 operating points, the following 3 op-
erating points could not be utilized due to hardware limitations: (6 kHz, 25 mT/µ0),
(7 kHz, 22.5 mT/µ0), (7 kHz, 25 mT/µ0). Since the received signal was picked up in-
ductively, its amplitude is approximately proportional with both the drive field ampli-
tude and frequency (see Equation 5.3). Therefore, the remaining 60 operating points
were divided into four groups with comparable signal amplitudes, as shown in Fig-
ure 5.3(a). Within each group, the peak signal amplitude varied by at most three-fold
among different operating points. The drive field waveform at each operating point
contained 40 periods followed by a gap of the same duration to avoid any transient ef-
fects (see Figure 5.3(b)). A calibration stage was performed prior to the measurement
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stage in which the drive amplitudes within a group were calibrated with a Rogowski
current probe (LFR 06/6/300) using the coil sensitivity data measured earlier. Then,
a single gain value for that group was selected as the maximum gain that does not
overload the preamplifier. In the measurement stage, two consecutive acquisitions
were performed: an empty-chamber baseline acquisition and an acquisition with the
sample. In each case, the mean of 4 acquisitions were recorded to increase the SNR.
Furthermore, all measurements were repeated three times by randomizing the ordering
of the operating points within each group, with the goal of eliminating potential order-
ing related biases in the results. Overall, a total of 3600 measurements were performed
(i.e., 4 viscosity levels, 5 temperatures, 60 operating points, and 3 repetitions).

Figure 5.3: Operating points and the corresponding drive field waveforms. (a) 60
different operating points were divided into four groups with comparable signal am-
plitudes, as enumerated and marked with colors. The grouping ensured that the peak
signal amplitude within each group varied by at most three-fold, enabling maximiza-
tion of the signal gain. The black portion indicates the operating points that exceeded
the hardware limitations. (b) The drive field waveform for each group and the number
of operating points in each group. The waveform at each operating point contained 40
periods followed by a gap of the same duration.
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5.3.3 Data post-processing

All post-processing was performed in MATLAB. Each baseline measurement was
first subtracted from the corresponding sample measurement to eliminate any resid-
ual direct-feedthrough and potential interferences, and digitally upsampled 8 times.
Then, the SPION signal was divided by the corresponding preamplifier gain used for
that measurement. Next, the noise level was calculated using the non-harmonic fre-
quencies, and the harmonics with signal levels above the noise level were selected. To
avoid interference at the self-resonance frequency of the receive coil, only the frequen-
cies smaller than 200 kHz were utilized. After that, a high-order zero-phase digital
low-pass filter was applied in time domain, with the cut-off frequency set to the high-
est selected harmonic frequency.

5.3.4 Time Constant and Sensitivity Analysis

The relaxation time constant, t , of the nanoparticle signal was estimated using TAU-
RUS as described in Equation 2.31. The range of t values among different drive field
frequencies can differ considerably. Therefore, for quantitative comparison purposes,
t values were converted to percentages with respect to the corresponding drive field
period, Pd , i.e.,

t̂ =
t
Pd

⇥100 (5.5)

Here, t̂ enables the quantification of the relative delay with respect to the period caused
by relaxation.

Next, at each operating point, a linear fit was performed to the t̂ values as a function
of each functional parameter (i.e., temperature or viscosity) to quantify the sensitivity
of the relaxation time constant to that parameter. The slope of this linear fit was utilized
to define a sensitivity metric. Accordingly, temperature sensitivity of an operating
point can be expressed as follows:
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Tsensitivity =
|t̂end � t̂start |/t̂start

Tend �Tstart
⇥100 (5.6)

Here, Tsensitivity describes the percentage change in t̂ per 1�C change in tempera-
ture, and has the unit of %/�C. For the experiments in this work, Tstart = 25�C and
Tend = 45�C, and t̂start and t̂end are the t̂ values corresponding to those temperatures
on the fitted line. Likewise, viscosity sensitivity of an operating point can be expressed
as follows:

hsensitivity =
|t̂end � t̂start |/t̂start

hend �hstart
⇥100 (5.7)

Here, hsensitivity describes the percentage change in t̂ per 1 mPa·s change in vis-
cosity, and has the unit of %/mPa/s. For the experiments performed in this work,
hstart = 0.9 mPa·s and hend = 3.6 mPa·s, and t̂start and t̂end are the t̂ values corre-
sponding to those viscosity levels on the fitted line.

5.4 Results

5.4.1 Time Constant vs. Operating Point

The relative time constants with respect to period, t̂’s, computed using Equation 5.5
are plotted in Figure 5.4 as a function of the drive field amplitude at seven differ-
ent frequencies. The error bars indicate standard deviations (STD) across 3 repeated
experiments. Here, the rows and the columns correspond to the results at distinct vis-
cosity levels and temperatures, respectively. As expected, t̂ decreases with drive field
amplitude at all frequencies, as the SPIONs align faster under larger forcing fields.
In contrast, t̂ increases with drive field frequency, as the delay in the alignment of
the SPIONs becomes more substantial at shorter periods. Interestingly, there is an
outlier behavior at 0.9 mPa·s where t̂ reaches its highest values at the lowest fre-
quency of 1 kHz. In general, comparing the amount of change in t̂ as the amplitude
is increased five-fold and the frequency is increased seven-fold, it can be observed
that the effect of amplitude on t̂ is more dramatic than that of frequency. As the
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Figure 5.4: The relative time constants with respect to the drive field period, t̂’s,
plotted as a function of the drive field amplitude at seven different frequencies. The
rows and the columns correspond to distinct viscosity levels and temperatures, respec-
tively. Overall, t̂ decreases with drive field amplitude and decreases with drive field
frequency. Here, the error bars denote standard deviations across 3 repetitions.

field is increased from 5 mT/µ0 to 25 mT/µ0, t̂ decreases by 48% on average (from
3.36% ± 0.40% to 1.75% ± 0.17%, mean ± STD). On the other hand, as the frequency
is increased from 1 kHz to 7 kHz, t̂ increases by 27% on average (from 2.47% ± 0.58%
to 3.14% ± 0.60%, mean ± STD).

In Figure 5.5, the mean values of t̂ at 60 different operating points are displayed
as color maps, where the rows and the columns correspond to the results at distinct
drive field frequencies and amplitudes, respectively. As stated previously, t̂ decreases
towards the low-frequency high-amplitude operating points, reaching the lowest values
around (1 kHz, 25 mT/µ0) and the highest values around (7 kHz, 5 mT/µ0). The outlier
behavior at 1 kHz and at 0.9 mPa·s in Figure 5.4 is also clearly visible in Figure 5.5
where t̂ shows an abrupt increase. This behavior persists at higher temperatures, but
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Figure 5.5: The mean values of t̂ at 60 different operating points displayed as color
maps, as a function of viscosity and temperature. The rows and the columns cor-
respond to the results at distinct drive field frequencies with 1 kHz increments and
amplitudes with 2.5 mT/µ0 increments, respectively. Overall, t̂ decreases with tem-
perature and increases with viscosity.

diminishes at higher viscosity levels. As expected from Equations. 2.18 and 2.19, there
is a global decrease in t̂ as temperature increases. Moreover, t̂ increases as viscosity
increases at high frequencies, as expected from Equation 2.18. However, this trend
changes at low frequencies indicating the insufficiency of the zero-field relaxation the-
ory in explaining the trends for sinusoidal drive fields.

5.4.2 Temperature and Viscosity Sensitivities

In Figure 5.6, t̂ is plotted with respect to each functional parameter (i.e., temperature
or viscosity) at 4 selected operating points: (1 kHz, 5 mT/µ0), (1 kHz, 25 mT/µ0),
(7 kHz, 5 mT/µ0), and (6 kHz, 22.5 mT/µ0). In Figure 5.6(a), a line is fitted to each
t̂ vs. temperature curve at 4 different viscosity levels. Likewise, in Figure 5.6(b),
a line is fitted to each t̂ vs. viscosity curve at 5 different temperatures. Here, the
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Figure 5.6: t̂ with respect to temperature and viscosity at 4 selected operating points.
From left to right: (1 kHz, 5 mT/µ0), (1 kHz, 25 mT/µ0), (7 kHz, 5 mT/µ0),
(6 kHz, 22.5 mT/µ0). (a) t̂ vs. temperature at 4 different viscosity levels, and (b)
t̂ vs. viscosity at 5 different temperatures. Here, each dot represents a measurement (all
3 repetitions marked separately), and the lines correspond to the linear fits to t̂ vs. tem-
perature or t̂ vs. viscosity. This procedure is repeated at all operating points and the
sensitivity metrics are computed using the slopes of the linear fits.

sensitivity metrics given in Equations. 5.6 and 5.7 are computed using the slopes of
the above-mentioned linear fits, and they describe the percentage change in t̂ as a
function of temperature or viscosity. Accordingly, in Figure 5.6(a), t̂ decreases with
temperature at all operating points and at all viscosity levels, displaying the highest
temperature sensitivities at 1 kHz. For example, at (1 kHz, 5 mT/µ0), the temperature
sensitivity is 1.17 %/�C at 0.9 mPa·s. As the frequency increases, the temperature
sensitivity decreases, reaching a value of 0.57 %/�C at (7 kHz, 5 mT/µ0) at 0.9 mPa·s.
In Figure 5.6(b), t̂ decreases rapidly with increasing viscosity at all temperatures at
(1 kHz, 5 mT/µ0), corresponding to a viscosity sensitivity of 11.3%/mPa/s at 25�C.
In contrast, t̂ vs. viscosity curves flatten out at higher frequencies, indicating reduced
sensitivities to viscosity. For example, at (6 kHz, 22.5 mT/µ0), the viscosity sensitivity
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is 1.13%/mPa/s at 25�C.

Next, in Figure 5.7, the estimated sensitivities for temperature and viscosity for all
operating points are given as color maps. Figure 5.7(a) shows temperature sensitivities
at different operating points in units of %/�C, computed using Equation 5.6. Here, each
subplot displays the temperature sensitivities at distinct viscosity levels from 0.9 mPa·s
to 3.6 mPa·s. As seen in these results, temperature sensitivity changes relatively slowly
across different operating points, displaying a smooth trend. The highest temperature
sensitivity values of >1 %/�C are obtained at high-amplitude operating points, with
a maximum value of 1.19 %/�C achieved at (1 kHz, 12.5 mT/µ0) at 1.8 mPa·s. As
a function of viscosity, temperature sensitivities have the highest values at the lowest
viscosity level of 0.9 mPa·s, and they fall down gradually at higher viscosity levels.

Figure 5.7: The estimated temperature and viscosity sensitivities at all operating points
displayed as color maps. (a) The temperature sensitivities (in %/�C) at 4 different vis-
cosity levels change relatively slowly across different operating points, reaching the
highest values of >1 %/�C at high-amplitude operating points. (b) The viscosity sensi-
tivities (in %/mPa/s) at 5 different temperatures show a drastic change as a function of
drive field frequency, reaching the highest values of >10%/mPa/s at low frequencies
around 1 kHz.

The viscosity sensitivities at different operating points estimated using Equation 5.7
are shown in Figure 5.7(b), in units of %/mPa/s. Here, each subplot corresponds to

61



viscosity sensitivities at a distinct temperature from 25�C to 45�C. In contrast to the
slowly varying changes seen in the temperature sensitivity maps, viscosity sensitivity
displays a drastic change as a function of drive field frequency. As seen in this figure,
viscosity sensitivity reaches values >10%/mPa/s at low frequencies around 1 kHz with
a maximum value of 12.2%/mPa/s achieved at (1 kHz, 5 mT/µ0) at 30�C, but rapidly
falls down at around 3-4 kHz. When evaluated as a function of temperature, viscosity
sensitivity remains almost constant at temperatures 40�C, while it falls down at 45�C.

Overall, Figure 5.7 clearly demonstrates the viscosity dependence of temperature
sensitivity and the temperature dependence of viscosity sensitivity, underscoring the
confounding effects of these two environmental parameters on the relaxation time con-
stant.

5.5 Discussion

In this work, the simultaneous effects of temperature and viscosity on relaxation time
constant estimation via TAURUS were analyzed. The results show that the drive field
settings have a substantial impact on how sensitive t is to these environmental parame-
ters. According to the results in Figure 5.7(a), temperature sensitivity varies smoothly
as a function of frequency and amplitude, showing the highest values at high drive field
amplitudes. In contrast, Figure 5.7(b) demonstrates that viscosity sensitivity is highly
concentrated to low frequencies around 1 kHz, whereas the time constants largely get
desensitized to the viscosity effect for frequencies higher than 3 kHz. This result in-
dicates that the Néel relaxation process, which does not depend on viscosity, must
dominate at higher frequencies. Note that these results are in line with the previous
work, which has shown that the Brownian relaxation is dominant at lower frequen-
cies [163, 174, 175, 176, 177]. Based on these results, two different strategies can be
envisioned for simultaneous temperature and viscosity mapping via TAURUS: (1) Per-
forming measurements at two different drive field frequencies, e.g., one measurement
at (1 kHz, 5 mT/µ0) where both temperature and viscosity sensitivities are high, and
another measurement at (4 kHz, 15 mT/µ0) where viscosity sensitivity is minimized
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but temperature sensitivity is still high. (2) Performing measurements at two differ-
ent drive field amplitudes at a fixed frequency around 1 kHz, e.g., one measurement
at (1 kHz, 5 mT/µ0) where both temperature and viscosity sensitivities are high, and
another measurement at (1 kHz, 25 mT/µ0) where temperature sensitivity is high but
viscosity sensitivity is considerably lower. Alternatively, if the goal is to estimate the
temperature alone, a single measurement can be performed at a medium-to-high am-
plitude drive field at frequencies above 3 kHz, where the signal is largely desensitized
to the viscosity effect but is highly sensitive to temperature.

The temperature and viscosity metrics in Equations. 5.6 and 5.7 were defined using
the slopes of the linear fits to t̂ vs. temperature and t̂ vs. viscosity curves. Accord-
ing to Equations. 2.18 and 2.19, while tB linearly depends on viscosity, neither tB nor
tN has linear dependence with respect to temperature. However, from 25�C to 45�C,
the absolute temperature in Kelvin changes by only about 6.7%. In this narrow range
of temperatures, a linear approximation to t̂ vs. temperature shows a very good fit
with the measurements, as seen in Figure 5.6(a). Despite the small change in absolute
temperature, the estimated time constants change by more than 20% at the highest sen-
sitivity operating points, underscoring the temperature mapping capability of MPI. For
the operating points tested in this work, the highest temperature sensitivity of TAURUS
reaches 1.19%/�C. As a comparison, MRI thermometry was shown to have the follow-
ing sensitivity levels [178]: equilibrium magnetization M0 has a sensitivity of 0.3%/�C,
T1 relaxation constant has a sensitivity of 1%/�C, and the resonance frequency has a
sensitivity of 0.01 ppm/�C. While some of these sensitivities are comparable to that of
TAURUS, MFH treatments cannot be integrated within an MRI scanner, as the static
B0 field would saturate the SPION response. In contrast, MPI is compatible with MFH
and provides localized heating capability, all the while promising high sensitivity ther-
mometry. It should be noted that for in vivo cases, the accuracy of t estimation itself
will be as important as temperature sensitivity in determining the performance of MPI
thermometry.

In contrast to the relatively small 6.7% change in absolute temperature, the change
in viscosity from 0.9 mPa·s to 3.6 mPa·s is four-fold. While Equation 2.18 indicates
a linear relationship between tB and viscosity for the zero-field case, t as measured
in this work does not correspond to the Brownian relaxation alone and the zero-field
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assumption does not apply in MPI. Consequently, in this wide range of viscosity levels,
the linear fits to t̂ vs. viscosity curves may not reflect the true trends. For example, in
Figure 5.6(b), t̂ shows a nonlinear trend especially at (1 kHz, 5 mT/µ0). The highest
viscosity sensitivity of 12.2%/mPa/s is also achieved at this operating point. If the
linear fits were computed using the lowest two viscosity levels of 0.9-1.8 mPa·s, the
viscosity sensitivity would reach even higher values of >30%/mPa/s at 1 kHz. These
high viscosity sensitivities underline the cancer imaging potential of MPI via viscosity
mapping, as tumor micro-environment is known to have high viscosity levels [179].

According to Figure 5.7, temperature sensitivity decreases with viscosity and vis-
cosity sensitivity decreases with temperature. As given in Equations. 2.18 and 2.19,
viscosity is only effective on the Brownian relaxation process, whereas temperature
is effective on both the Néel and Brownian relaxations. Therefore, the decrease in
viscosity sensitivity seen at higher temperatures can potentially be interpreted as the
Néel relaxation gradually dominating over the Brownian relaxation as the temperature
is increased. On the other hand, at higher viscosity levels, the relaxation starts to get
dominated by the Néel relaxation, as the Brownian rotation significantly slows down
[180, 181]. Consequently, temperature sensitivity may be higher at low viscosity lev-
els as it has both Brownian and Néel contributions, while being restricted to the Néel
contribution alone at higher viscosity levels, explaining the decrease in temperature
sensitivity.

The experiments in this work were performed on an arbitrary waveform MPS setup
that enabled a wide range of operating points to be rapidly covered. It is important
to note that TAURUS can be directly applied to MPI imaging experiments, as well
[142, 143]. With that said, the previous work has shown that t vs. viscosity curves
follow similar trends for both MPS and MPI cases, but with a given trend observed
at higher frequencies for the MPI case [143]. Furthermore, the previous MPS results
have demonstrated that t vs. viscosity curves of different SPIONs also showed sim-
ilar trends but at different frequencies [60]. Both of these observations indicate that
there are underlying global trends in t dictated by SPION characteristics and envi-
ronmental conditions, and that MPS results can be utilized to forecast MPI results.
Notwithstanding, a similar analysis to the one presented in this work should also be
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performed to demonstrate the simultaneous temperature and viscosity mapping ca-
pability of relaxation-based color MPI for imaging applications and using different
SPIONs, which remains an important future work.

5.6 Conclusion

In this chapter, the simultaneous temperature and viscosity mapping capability of MPI
was demonstrated, showing highly promising temperature sensitivity and viscosity
sensitivity levels for relaxation time constant estimation via TAURUS. The results of
the extensive experiments performed on an in-house arbitrary waveform MPS setup
show that the temperature sensitivity changes slowly across different drive field set-
tings, while the viscosity sensitivity is concentrated to low frequencies around 1 kHz.
Accordingly, temperature and viscosity can be simultaneously mapped by perform-
ing measurements at two different drive field settings with complementary tempera-
ture/viscosity sensitivities. Alternatively, temperature mapping alone can be achieved
at frequencies above 3 kHz by desensitizing the signal to the viscosity effect. The
presented results demonstrate the functional imaging capability of MPI, revealing the
potential of a hybrid MPI-MFH system for real-time monitored and localized thermal
ablation treatment of cancer. In such a hybrid system, the simultaneous mapping of
temperature and viscosity can provide feedback to adjust the thermal dose while pin-
pointing the treatment to the location of the tumor region.
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Chapter 6

Relaxation-Based Color MPI for
Simultaneous Temperature and
Viscosity Mapping

This chapter is based on the following publications:

• M. Utkur and E. U. Saritas, “Temperature Mapping via Relaxation-Based Color
MPI,” in 10th International Workshop on Magnetic Particle Imaging (IWMPI),
Digital, 2020.

• M. Utkur and E. U. Saritas, “Non-invasive and Simultaneous Temperature and
Viscosity Estimation in Magnetic Particle Imaging via Relaxation Character-
ization of Iron Oxide SPIONs,” in 14th World Molecular Imaging Congress
(WMIC), Miami, 2021.

6.1 Introduction

This chapter presents the imaging results of relaxation-based color MPI for simulta-
neous temperature and viscosity mapping. The color MPI experiments are based on

66



TAURUS technique, and in line with the imaging experiments for viscosity mapping
in Chapter 4. The temperature and viscosity sensitivity estimations in this chapter are
quantitatively compared with the MPS results shown in Chapter 5. The color MPI
results demonstrate the capability of TAURUS to differentiate therapeutically applica-
ble temperature range (25-45�C) for biologically meaningful viscosity levels between
0.90-1.42 mPa·s.

6.2 Methods and Experimental Procedures

6.2.1 Experimental Setup

The in-house MPI scanner described in detail in Chapter 3 was used in color MPI
experiments in this chapter (see Figure 6.1). This scanner utilized a drive field coil
that had 3 layers of 125-strand 40 AWG Litz wire with 79 turns in each layer, and a
receive coil that is a three-section gradiometer type coil with a single layer of 125-
strand 44 AWG Litz wire. The middle and side sections of the receive coil had 34
turns and 19 turns, respectively. One side section of this receive coil was able to move
independently from the other two sections and its position was adjusted manually to
minimize the direct feedthrough signal.

6.2.2 Sample Preparation

An imaging phantom was prepared, containing five different SPION samples placed on
a temperature-controlled water tube. Each sample had the same total volume of 20 µL,
and the same SPION volume of 5 µL of Nanomag-MIP SPIONs. Then, different
amounts of water/glycerol mixtures were added to each sample to obtain 0% (in only
water), 8.8%, 16.8%, 24.4%, and 32.1% glycerol percentages by volume as shown in
Figure 6.1. The viscosity levels of these samples at 25�C, 35�C, and 45�C are shown
in the table in Figure 6.1, which were computed by interpolating the values in the
literature [171].
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Figure 6.1: The in-house MPI scanner and imaging phantom. Five samples containing
Nanomag-MIP SPIONs at different viscosity levels were prepared on a temperature-
controlled water tube with a solid 3D printed part holding the samples parallel to the
bore axis. Since the viscosity level of a fixed glycerol percentage decreases with tem-
perature, the imaging phantom was designed to achieve three targeted viscosity levels
(0.90 mPa·s, 1.12 mPa·s, and 1.42 mPa·s) at three different temperatures (25�C, 35�C,
and 45�C), as highlighted with different colors in the table.

6.2.3 Imaging Experiments

The different drive field frequencies and amplitudes can change the trends in t signifi-
cantly. It was observed via color MPI experiments in Chapter 4 that operating around
10 kHz is well suited for viscosity mapping purposes using Nanomag-MIP SPIONs.
Therefore, the drive field frequency for the imaging experiments in this chapter was
chosen as 9.8 kHz. The drive field was applied in the z-direction at four different drive
field amplitudes between 15 mT/µ0 and 45 mT/µ0. For 1D imaging experiments, a
15 cm FOV was covered by 73, 41, 27, and 19 pFOVs with 85% overlap at drive field
amplitudes of 15 mT/µ0, 25 mT/µ0, 35 mT/µ0, and 45 mT/µ0, respectively. The re-
ceived signal was amplified with a low-noise pre-amplifier (Stanford Research Systems
SR560) with the gains of 50 for measurement at 15 mT/µ0 and 20 for measurements at
25 mT/µ0, 35 mT/µ0, and 45 mT/µ0. The filter setting of the preamplifier was fixed to
the cut off frequencies of 1 kHz in the high pass band and 300 kHz in the low pass band
with 6 dB/octave roll-offs. The imaging phantom was fully sealed with hot glue, and
wrapped with parafilm to prevent water leakage. A temperature-controlled water pump
circulated hot water inside a water tube, and the imaging samples were placed inside
the water tube and heated up to the targeted temperature conductively. The tempera-
ture of the circulating water was monitored throughout the experiments and considered
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Figure 6.2: 1D imaging experiment results at four different drive fields amplitudes
at 9.8 kHz, and at three different temperatures. (a) MPI images and (b) t maps of the
imaging phantom containing five SPION samples with increasing viscosity levels from
left to right. These 1D MPI images and t maps were replicated in the vertical direction
for display purposes.
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to be the same as the SPION temperature. A total of twelve 1D imaging experiments
were performed (i.e., four drive field amplitudes and three temperatures).

6.2.4 Post-Processing

To quantitatively compare the results of the imaging experiments in this chapter with
the MPS results in Chapter 5, the estimated relaxation time constant (i.e., t) was con-
verted to percentage (i.e., t̂) with respect to the drive field period of 102 µs, using
Equation 5.5. Then, a line was fitted to each t̂ vs. temperature and t̂ vs. viscosity
curve, and the sensitivity metrics for temperature and viscosity were calculated with
Equations 5.6 and 5.7 using the slopes of these linear fits. For the experiments in this
chapter, Tstart = 25�C and Tend = 45�C, and hstart = 0.9 mPa·s and hend = 1.42 mPa·s.

6.3 Results

The 1D MPI images, and t maps at four different drive field amplitudes and three
different temperatures are shown in Figure 6.2. Each row and column in this figure
corresponds to the results at distinct amplitudes and temperatures, respectively. The
sample order in this figure is in increasing viscosity levels from left to right.

The t values were extracted from the t maps and converted to percentages using
Equation 5.5, then plotted as a function of drive field amplitude in Figure 6.3. The
mean values and standard deviations were computed from the regions-of-interest of
the corresponding samples in t maps. In general, t̂ decreases with increasing am-
plitude due to the fact that the SPION alignment occurs faster at higher amplitudes.
Surprisingly, t̂ at low amplitudes increases with temperature and decreases with vis-
cosity, which can not be explained by the zero-field Brownian and Néel relaxation
mechanisms. It has been already discussed in Chapters 4 and 5 that zero-field mecha-
nisms do not describe the relaxation behavior of SPIONs under sinusoidal drive fields
[60, 143].
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Figure 6.3: The relative time constants (i.e., t̂’s) plotted as a function of drive field
amplitude at three different viscosity levels and temperatures. Here, t̂’s were calcu-
lated by t values extracted from t maps in Figure 6.2 and converted to percentages.
Mean values and standard deviations were computed from the regions-of-interest of
the samples.

Figure 6.4: The color maps display the mean values of t̂ at four different drive field
amplitudes at 9.8 kHz, as a function of viscosity and temperature. As expected, t̂
decreases with drive field amplitude since the SPION magnetization aligns faster under
larger magnetic fields.
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In Figure 6.4, the mean t̂ values at four different drive field amplitudes are presented
as color maps as a function of viscosity and temperature. As also seen in Figure 6.3,
the decrease in t̂ with respect to amplitude is clearly visible in this figure. The effect
of temperature on t̂ was observed to be highest at 15 mT/µ0.

In Figure 6.5, t̂ is plotted with respect to temperature and viscosity at four different
drive field amplitudes. In Figure 6.5(a), a line is fitted to each t̂ vs. temperature curve
at viscosity levels of 0.90 mPa·s, 1.12 mPa·s, and 1.42 mPa·s. The slopes of these
lines are used for computing the temperature sensitivity metric in Equation 5.6. t̂ at
15 mT/µ0 increases with temperature, whereas the trend switches after 25 mT/µ0 and
t̂ starts to decrease with temperature. At 45 mT/µ0, t̂ vs. temperature curve becomes
almost flat. Similarly in Figure 6.5(b), a line is fitted to each t̂ vs. viscosity curve at
three different temperature values of 25�C, 35�C, and 45�C. Again, the slopes of these
lines are used for computing the viscosity sensitivity metric in Equation 5.7. Here, t̂
decreases with increasing viscosity at all amplitudes.

In Figure 6.6, the estimated temperature and viscosity sensitivities are plotted as
a function of drive field amplitude, where Figure 6.6(a) shows the temperature sensi-
tivities between 0.90-1.42 mPa·s, and Figure 6.6(b) shows the viscosity sensitivities
between 25-45�C. The highest temperature sensitivity among the different drive field
amplitudes is observed at 15 mT/µ0 with values around 10%/�C, then the sensitivity
decreases to around 2%/�C as the amplitude reaches to 45 mT/µ0. Unlike the temper-
ature sensitivity, the viscosity sensitivity yields similar values among different ampli-
tudes. Interestingly, the viscosity sensitivity increases with temperature. Across the
tested drive field amplitudes, the viscosity sensitivity at 25�C is around 40%/mPa/s on
average, and it goes up to approximately 85%/mPa/s on average at 45�C. These sen-
sitivities clearly demonstrate the confounding effects of temperature and viscosity in
MPI.
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6.4 Discussion

In this work, the simultaneous effects of temperature and viscosity on relaxation time
constant estimations with TAURUS were investigated via color MPI experiments at
four different drive field amplitudes. The results indicate that t estimations are highly
dependent on the drive field amplitude. The maximum temperature sensitivity is esti-
mated to be around 10%/�C at drive field amplitude of 15 mT/µ0, then, the sensitivity
suddenly drops to values around 2-3%/�C after 25 mT/µ0. These trends are almost the
same at all three viscosity levels. According to the MPS findings in Chapter 5 (Fig-
ure 5.7), the highest temperature sensitivity was estimated to be 1.19%/�C at drive
field amplitudes around 15 mT/µ0 and frequency of 1 kHz, and then the sensitivity
slowly decreases to under 1%/�C as the amplitude increases. Although the sensitiv-
ity trends with respect to the drive field amplitude are similar in both the MPS and
the color MPI measurements, the highest estimated sensitivities differ by almost one
order of magnitude. This difference may stem from the difference in the drive field
frequencies between the two measurements (i.e., 1.1 kHz in MPS and 9.8 kHz in MPI
measurements). Nevertheless, the exact reason as to why the selection field causes
such a drastic change in temperature sensitivity is still unknown.

The viscosity sensitivities in the color MPI measurements slowly vary across differ-
ent field amplitudes but significantly increase with temperature. The viscosity sensitiv-
ity in Figure 6.6 is estimated to be approximately 40%/mPa/s at 9.8 kHz and 25 mT/µ0,
and at 25�C. Note that these viscosity sensitivities were computed for a viscosity range
of 0.90-1.42 mPa·s. According to the color MPI findings in Chapter 4, the viscosity
sensitivity was estimated to be around 12%/mPa/s at room temperature (i.e., 25�C) at
9.7 kHz and 25 mT/µ0 in a viscosity range of 0.9-5.0 mPa·s. However, if a narrower
viscosity range of 0.9-1.5 mPa·s had been selected, the sensitivity would have risen up
to around 35%/mPa/s. Moreover, the MPS findings in Chapter 5 yields sensitivity val-
ues higher than 30%/mPa/s in a viscosity range of 0.9-1.8 mPa·s at 1 kHz drive field.
Therefore, the viscosity sensitivity results provided in this chapter are in agreement
with the previous measurements.

The strategy for simultaneous temperature and viscosity mapping proposed in
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Figure 6.5: t̂ plotted as a function of (a) temperature and (b) viscosity at four different
drive field amplitudes at 9.8 kHz. Here, the errorbars represent the standard deviation
from the region-of-interest of the samples, and the lines correspond to the linear fits to
t̂ curves.
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Figure 6.6: The estimated sensitivities for temperature and viscosity at four different
drive field amplitudes at 9.8 kHz. (a) The temperature sensitivity is highest at 15 mT/µ0
with a value of approximately 10%/�C and decreases as the amplitude increases. (b)
The viscosity sensitivities are very similar between different amplitudes, and increase
with temperature. The viscosity sensitivity at 25�C is around 40%/mPa/s on average,
and almost doubles at 45�C to values around 85%/mPa/s on average.

Chapter 5 can be achieved by performing two measurements at two different ampli-
tudes, e.g., one measurement at 9.8 kHz and 15 mT/µ0 where the temperature sensi-
tivity is the highest and the viscosity sensitivity is reasonably high, and another mea-
surement at 9.8 kHz and an amplitude between 25-45 mT/µ0 where temperature sen-
sitivity is low but the viscosity sensitivity is still high. One concern for operating at
lower amplitudes is the reduction in the SNR since the SPION response is picked up
inductively. This disadvantage, however, can be compensated by the increased spatial
resolution since the MPI images have better resolution at lower amplitudes as shown in
the literature [153, 143]. The improvement in the spatial resolution at lower amplitudes
is also clearly visible in Figure 6.2(a).
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Here, the choice of the drive field parameters was based on the previous viscosity
mapping results given in Chapter 4, however, an increased number of operating points
may reveal better differentiation (i.e., higher contrast) between the functional param-
eters. In Chapter 5, the measurements were conducted using an in-house arbitrary
waveform MPS setup. The arbitrary waveform characteristics of this setup enabled the
investigation of the effect of temperature and viscosity on t estimations at a wide range
of operating points. Similar arbitrary waveform designs for an MPI scanner would be
extremely useful to comprehensively understand the relaxation effects in MPI. To de-
velop arbitrary waveform MPI scanners, however, the drive coils must be designed
to have low inductance so that the requirement of impedance matching is eliminated.
Such designs may utilize shorter drive coils with lower homogeneous regions, or al-
ternatively, different winding patterns for the drive coil such as Roebel or Rutherford
may be used [182, 183].

The decoupling of the drive and receive coils was performed by manually adjusting
the position of the one end section of the receive coil. The imaging phantom was
prepared using a water tube that had an outer diameter very close to the inner diameter
of the receive coil. A 3D printed plastic rod held the water tube in line with the bore
axis of the receive coil. Considering that the decoupling of the coils should not change
during measurements, the imaging phantom can not hold more than five samples as
the flexural rigidity of the plastic rod can not sustain the increased bending force of
a longer water tube. In addition, a thicker rod could have been used to increase its
rigidity, however, it was not applicable due to narrow bore diameter of the receive coil.
Consequently, the choice of the highest viscosity level was limited to 1.42 mPa·s. The
narrow free bore size of the in-house MPI scanner also led the imaging experiments to
be performed in one dimension only. One possible approach to overcome the mutual
inductance problem in MPI might be using active decoupling approaches, where stable
receive coils can be designed without any moving parts [184].
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6.5 Conclusion

In this chapter, the capability of TAURUS for simultaneous temperature and viscosity
mapping has been demonstrated via color MPI experiments. The imaging experiments
were performed on the in-house MPI scanner at four different drive field amplitudes.
The proposed strategy to simultaneously map the functional parameters is applicable
by performing two imaging experiments at two different amplitudes, and resolving
for the complementary temperature and viscosity information. The presented results
reveal the potential of MPI as a promising functional mapping technique.
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Chapter 7

Summary and Future Work

7.1 Summary

MPI gains functional imaging capabilities through the relaxation behavior of the SPI-
ONs, since the environmental conditions such as viscosity and temperature change the
SPION response. One of the relaxation estimation techniques in MPI literature, which
works directly with the time-domain SPION signal, is called TAURUS. This thesis in-
vestigates the functional imaging capability of MPI via TAURUS, and comprises of
four main studies: (1) The design and development of an in-house MPI scanner to per-
form color MPI experiments, (2) relaxation-based color MPI for viscosity mapping,
(3) a comprehensive analysis of the effects of temperature and viscosity on the esti-
mated time constants using an in-house MPS setup, and finally (4) relaxation-based
color MPI for simultaneous temperature and viscosity mapping.

The first study includes a detailed description of the design and construction steps of
an in-house MPI scanner that has a field-free-point topology. The development of this
MPI scanner took place in Bilkent University National Magnetic Resonance Research
Center (UMRAM), and it is the first MPI scanner made in Turkey. Although the bore
size of this scanner is too narrow for small animal imaging, it is sufficient to perform
proof-of-concept color MPI experiments. The 4.8 T/m/µ0 gradient strength of this
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scanner achieves a spatial resolution of ⇠5 mm for commercially available Nanomag-
MIP and Perimag SPIONs (Micromod GmbH), and a spatial resolution of ⇠7 mm for
commercially available VivoTrax SPIONs (Magnetic Insight).

The imaging demonstration of TAURUS for viscosity mapping constitutes the sec-
ond study of this thesis. The biologically meaningful viscosity range is distinguished
via TAURUS with color MPI experiments using the in-house MPI scanner. To achieve
the maximum contrast between different viscosity levels, three different drive field fre-
quencies are compared using Nanomag-MIP SPIONs. The results show that one-to-
one mapping between the viscosity level and the time constants estimated with TAU-
RUS has the viscosity sensitivity of approximately 10%/mPa/s for viscosity range from
0.89 mPa·s (i.e., in water) to 5 mPa·s, and even higher viscosity sensitivity of approxi-
mately 30%/mPa/s for narrow viscosity range between 0.89-1.5 mPa·s. This successful
differentiation between viscosity levels suggests that TAURUS can potentially be used
for cancer imaging as cancerous tissues have higher viscosity levels than healthy tis-
sues.

The next two studies incorporate the temperature mapping capability of TAURUS.
The potential of MPI thermometry is especially useful for hybrid MPI-MFH systems,
since treatment monitoring with MPI can enable guiding of the MFH treatments to
accurately adjust the thermal dose. Considering the fact that temperature and viscos-
ity have confounding effects on the SPION response, the third study of this thesis
investigates the effects of temperature and viscosity on the estimated time constant
using TAURUS. The temperature and viscosity sensitivities of MPI at a wide range
of operating points are determined with extensive experiments using an in-house arbi-
trary waveform MPS setup with temperature-controlled heating capability. The highest
temperature and viscosity sensitivities are estimated as 1.19%/�C and 12.2%/mPa/s, re-
spectively. The results suggest that the temperature mapping can be achieved with a
single measurement at the drive field frequencies where viscosity sensitivity is min-
imized. More importantly, the simultaneous mapping of temperature and viscosity
can be achieved by performing measurements at two different drive field settings that
provide complementary temperature/viscosity sensitivities.

In the fourth study, 1D color MPI experiments were performed with the in-house

79



MPI scanner for simultaneous temperature and viscosity mapping using TAURUS. The
imaging experiments were performed at three different temperatures using an imaging
phantom that contains SPIONs at different viscosity levels such that the confound-
ing effects between the two functional parameters can be simultaneously analyzed.
Accordingly, the temperature sensitivity is estimated to be approximately 10%/�C at
lower drive field amplitudes, converging to around 2%/�C at higher amplitudes. In ad-
dition, the viscosity sensitivity varies relatively slowly with the drive field amplitude,
and it is estimated to be around 40%/mPa/s at room temperature. The imaging results
suggest that simultaneous temperature and viscosity mapping can be performed by
operating at two different drive field settings (i.e., two different imaging experiments
conducted at a fixed frequency and at two different amplitudes).

In conclusion, the results of this thesis demonstrate the potential of a hybrid MPI-
MFH system as an alternative thermal ablation treatment approach. In such systems,
simultaneous temperature and viscosity mapping by performing two imaging experi-
ments could yield the information of the region and size of the cancerous tissues via
viscosity mapping, and enable accurate adjustment of the thermal dose via temperature
mapping.

7.2 Future Work

The relaxation behavior of the SPION response is highly dependent on the applied
magnetic field. In this thesis, the imaging experiments were conducted using an in-
house MPI scanner, and SPION characterization was performed using an in-house
MPS setup. The only difference between these setups is the selection field in the MPI
scanner that is generated by the magnets for spatial encoding. Although the estimated
relaxation time constants using SPION response from both of these setups provided
similar dependencies on the environmental conditions such as viscosity, these similar
trends were observed at a higher frequency range in the MPI experiments. Under-
standing the reasons behind the frequency shift due to the additional DC magnetic
field requires further investigation. One possible approach would be estimating the
relaxation time constant in the MPS signal under additional DC magnetic field that is
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parallel or perpendicular to the drive field.

The in-house MPS setup used in this thesis has an arbitrary waveform characteris-
tic, so that the analysis of the SPION relaxation can be performed at a wide range of
operating points without any capacitive circuitry. Although such designs can be easily
constructed for small-sized MPS setups that already have relatively low drive coil in-
ductance, the drive coil of the developed MPI scanner is larger in size to accommodate
space for two dimensional scanning. In spite of the fact that an arbitrary waveform
MPI scanner would provide very useful information on SPION relaxation, reducing
the drive coil inductance to sufficiently low levels would pose a hardware challenge.
To overcome such a problem, one could design the drive coil either with a shorter bore
length, which would shrink the size of the homogeneous region, or alternatively with
different winding types such as Rutherford pattern so that the coil has lower induc-
tance.

The commercial SPIONs used in this thesis had multi-core clusters. In an in vivo

measurement, the internalization of the SPIONs into tissues or cells may be size-
selective. The core diameter of the SPIONs has a substantial effect on the relaxation
behavior. Therefore, whether similar trends in TAURUS are valid for single core SPI-
ONs with different core diameters or for selectively internalized SPIONs remains to
be investigated as a future work.
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