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1 Introduction

The PANACEA project has addressed one of the mostat bottlenecks that threaten the
development of technologies to support multilinggral in Europe, and to process the huge
quantity of multilingual data produced annually.yfaitempt at automated language processing,
particularly Machine Translation (MT), depends dme tavailability of language-specific
resources. Such Language Resources (LR) contairmafion about the languagé&eicon, i.e.

the words of the language and the characteristitseir use. In Natural Language Processing
(NLP), LRs contribute information about the synimend semantic behaviour of words — i.e.
their grammar and their meaning — which inform dstream applications such as MT.

To date, many LRs have been generated by handirirgpsignificant manual labour from
linguistic experts. However, proceeding manuallyisi impossible to supply LRs for every
possible pair of European languages, textual domema genre, which are needed by MT
developers. Moreover, an LR for a given languagerever be considered complete nor final
because of the characteristics of natural languadech continually undergoes changes,
especially spurred on by the emergence of new ledgd domains and new technologies.
PANACEA has addressed this challenge by buildinfaeory of LRs that progressively
automates the stages involved in the acquisitioogyction, updating and maintenance of LRs
required by MT systems. The existence of such sofaavill significantly cut down the cost,
time and human effort required to build LRs.

WP6 has addressed thexical acquisition component of the LR factory, that is, the techegju
for automated extraction of key lexical informatifsom texts, and the automatic collation of
lexical information into LRs in a standardized fatmThe goal of WP6 has been to take
existing techniques capable of acquiring syntaatid semantic information from corpus data,
improving upon them, adapting and applying themmtdtiple languages, and turning them into
powerful and flexible techniques capable of suppgrimassive applications. One focus for
improving the scalability and portability of lexicacquisition techniques has been to extend
exiting techniques with more powerful, less “sufsed” methods. In NLP, the amount of
supervision refers to the amount of manual anrmtatthich must be applied to a text corpus
before machine learning or other techniques ardiezbto the data to compile a lexicon. More
manual annotation means more accurate training daththus a more accurate LR. However,
given that it is impractical from a cost and timergpective to manually annotate the vast
amounts of data required for multilingual MT acradsmains, it is important to develop
techniques which can learn from corpora with lagsesvision. Less supervised methods are
capable of supporting both large-scale acquisiéiod efficient domain adaptation, even in the
domains where data is scarce.

Another focus of lexical acquisition in PANACEA hbhsen the need of LR users to tune the
accuracy level of LRs. Some applications may requicreased precision, or accuracy, where
the application requires a high degree of confideincthe lexical information used. At other
times a greater level of coverage may be requingith, information about more words at the
expense of some degree of accuracy. Lexical atigmsin PANACEA has investigated
confidence thresholds for lexical acquisition tos@e that the ultimate users of LRs can
generate lexical data from the PANACEA factoryret tlesired level of accuracy.



This deliverable, D6.2, describes the developmédntegical acquisition components for
PANACEA, including the tools and technologies farclk lexical acquisition task, and the
integration of an appropriate subset of these tottsthe PANACEA platform. In particular, the
3 version of the platform has been released an@ésepts the key time for lexical acquisition
components to be deployed within PANACEA. This dalable thus describes the lexical
acquisition components that have been integratéaeid® version of the platform (see D3.4 for
a full description of the platform itself), alongitiv the Common Interfaces and Travelling
Objects of the components. The tasks addresseuisnvork package are: Subcategorization
Frame Acquisition (SCF), Lexical-semantic Classifion (LC), Multiword Expression
Acquisition (MWE), and Selectional Preference Astfion (SP), as laid out in D6.1. There are
currently 22 web services and 13 workflows relaiedexical acquisition, divided among the
tasks of SCF, MWE, and LC (lexicon merging compdsene presented separately, in D6.4).
The documentation for these components is largellye form of scientific papers.

The number and breadth of services deployed repiese improvement over the work plan
laid out in D6.1. D6.1 called for research onfalir lexical acquisition tasks, with a specific
focus on integrating SCF components in the platfoiithough it was at that time unknown
whether tools for the other lexical acquisitionkeagvould be appropriate for integration, in fact
there has also been a successful deployment efahahe-art MWE components (ILC-CNR)
and LC components (UPF) as well. (As anticipagfel,components were not integrated due to
the complexity of the underlying model being ursbi¢ for a web platform, although SP
experiments have proceeded as planned.) We hawebakn able to deploy two language-
independent SCF components, a strategy laid otlieatWwP6 technical meeting in December
2012, and consequently have planned a cross-limg&€F acquisition experiment.

D6.3 and D6.5 present lexicons based on multi-lewelrging, which will be presented
separately in those documents.

It has been a goal of PANACEA to present experimemgsults in the form of scientific papers
whenever possible, since a scientific paper nog ontlifies the results but has the potential to
disseminate the results more widely among the #sfiiencommunity. Throughout this
deliverable, therefore, references are made toighéa or prepared scientific papers, and
summaries of the techniques and main results irh qaaper are provided. The papers
themselves are also provided as Annex A to thivelable.

The following abbreviations are used throughoutdbléverable. They are collected in this table
for easy reference.

Abbreviation Definition
LR Language Resource.
NLP Natural Language Processing.

Subcategorization Frame. Subcategorization rete’s t
SCF the tendency of a word to select the syntactic gghra
types it co-occurs with.

Selectional Preference. The tendency of a word to
SP select the semantic types of its co-occurring meas
(arguments).



Multi  Word Expression. A sequence  of
morphosyntactically separate words which form a
semantic unit, often with a meaning unpredictable
from the meanings of its component words.

MWE

Lexical Class(ification). The tendency of wordsbt
LC grouped by classes, which share semantic and
syntactic behaviour.

Conference on Computational Natural Language
Learning. The shared tasks for this annual NLP
conference use a format for dependency parser butpu
CoNLL which has become a standard in the field; thus some
of the tools used in PANACEA produce or accept
CoNLL format. See
http://conll.cemantix.org/2012/data.html.

LME Lexical Markup Framework (Francopoulo et al.

2008)
Attribute-Relation File Format (ARFF,
ARFF http://weka.wikispaces.com/ARKFwhich is the file

format used by Weka (Witten and Frank, 2005)

This document is organized as follows: first of alsummary of the research undertaken for
each lexical acquisition task is presented withdRplanation of the corresponding developed
tools and the corresponding scientific papers. Thea specify how those tools have been
included in the PANACEA platform: the list of depbd web services, the common interfaces
and the travelling objects defined for acquiredidax Finally, we present the developed
workflows and the list of deliveries associatedhis work package.

2 Summary

Here we give a brief summary of the results from8/&hd an overview of the remainder of
this deliverable.

This deliverable begins by recounting the reseambertaken as part of WP6. Work on

Subcategorization Frames included “inductive” apptees, in which frames are learned from
the corpus data (English, Spanish, Italian); mergihlexicons by parser combination (English);
SCF acquisition in the biomedical domain (Englishjsupervised SCF acquisition using tensor
factorization (English); unsupervised SCF acqusitusing graphical models (English); and a
practical application of SCF lexica for improvingrping accuracy (English). The SCF research
resulted in three web services (in addition to @axgeb services), five conference/workshop
papers, two journal papers, and one MPhil dissertal he accuracy of the resulting lexica (as
for all the lexical acquisition components) is désed in D7.4.

Work on Selectional Preferences included unsupetv&P acquisition using tensor factorization
(English, Italian), and an approach making use laixe&cal hierarchy. The SP research resulted
in two conference papers.



Work on Multiword Expressions included approacteddaling with noisy data (Italian) and an
evaluation of three methods including correspondeagymmetries between different versions
of Wikipedia, translation of WordNet, and lexicadsaciation measures (Arabic). The MWE
research resulted in one web service and threemnde papers.

Work on Lexical-semantic Classes included nomieatantic class identification using decision
trees and Bayesian models (Spanish, English); rednsamantic class identification using

Bayesian inference (Spanish); identification of eldal event nouns (ltalian); identification of

verbal semantic classes using hierarchical verbteting (English, French); identification of

adjective classes in a novel task (English); aenevpaper; and a practical application of LC
lexica for metaphor processing (English). The LGesrch resulted in 15 web services, six
conference papers, three journal papers, and anl BiBgertation.

After describing the research, this deliverablevjates a consolidated list of the scientific
articles and workshops which were presented irdifierent sections. It lists the web services
developed for WP6, again consolidated from theedifit sections. It describes the Common
Interfaces adopted to ensure interoperability amlegcal acquisition components, and it
presents an extensive definition of the Travell@bject format for acquired lexica, with

examples. Finally, this deliverable describes tidchl acquisition workflows produced for

WP6, and describes the deliveries of monolinguatée

3 Development of Tools and Technologies

In this section we present the research conduaedevelop the different tolos fot lexical
acquisition.

3.1 Subcategorization Frames (WP6.1)

Subcategorization frames (SCFs) define the poteotigpredicates to choose their argument
slots in syntax. Most work on SCF acquisition hasuked on verbs, although nouns and
adjectives can also subcategorize. A knowledgeGsisSmplies the ability to distinguish, given
a predicate in raw text and its co-occurring phsasehich of those phrases are arguments
(obligatory or optional) and which adjuncts. Fomaewle, in the sentenddary hit the fence
with a stick in the morning, the NPthe fence is an obligatory argument, the instrumentaiwth

a stick is an optional argument, and the PPthe morning is an adjunct. SCFs describe the
syntactic, not semantic, behaviour of predicates. Thus Chomskyell-known example
Colorless green ideas sleep furioudly involves a violation of the selectional preferenoédeep

but not its SCF, whereas the sentefloeparent slept the child violates the SCF ofleep.

Access to an accurate and comprehensive SCF leisagseful for parsing (Briscoe and Carroll,
1997; Collins, 1997; Carroll et al., 1998; Arun afeller, 2005) as well as other NLP tasks such
as Information Extraction (Surdeanu et al., 20G8) Blachine Translation (Hdjiet al., 2002).
SCF induction is also important for other (compiotal) linguistic tasks such as automatic
verb classification, selectional preference actjaisi and psycholinguistic experiments (Schulte
im Walde, 2000; Lapata et al., 2001; Schulte im d&ahnd Brew, 2002; McCarthy, 2001;
McCarthy and Carroll, 2003; Sun et al., 2008a, 2008

All methods of SCF acquisition share a common dhjec given corpus data, to identify
(verbal) predicates in this data and record thegyaf SCFs taken by these predicates, and often
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their relative frequencies. There are two majopstenypothesis generation and hypothesis
selection. Methods vary as to whether the SCFpareapecified or learned, how many SCFs
are targeted or learned, and how they are defieagl (vhether they are parametrized for
lexically-governed particles and prepositions, wketany semantic knowledge is incorporated,
and so forth). See Schulte im Walde (to appearqfiooverview.

Some recent work has applied SCF techniques tousfanguages including lenco et al. (2008)
for Italian, Chrupala (2003) and Esteve Ferrer 836r Spanish, Messiant (2008) for French.

3.1.1 Approaches

For PANACEA it was decided that the majority of S&equisition would focus on “inductive
classifiers” as exemplified by (Messiant, 2008).clsuclassifiers are relatively domain-
independent because they take parsed data asanguearn SCFs based on observed verbal
argument patterns, without any preconceived invgrab SCFs. They are also lightweight and
suitable for large scale web service provision. gbal here was not necessarily to improve on
state-of-the-art accuracy, but to make the toaslavie in a lexical acquisition platform.

Two different inductive classifiers have been depel, using slightly different methods for

deciding on the features to be included in the SOWke initial versions of these inductive

classifiers were developed and tested on two differlanguages, Italian and English,

respectively, but the newest versions implementeterplized, language- and tagset-
independent SCF classifiers that can use the ntagyset of the parser output to learn SCFs.
These classifiers adopt the same acquisition metbgy as the language-specific ones, but rely
on very general extraction rules, with a custonlizdhbterface. These classifiers have been
deployed as web services and integrated in the RAERM platform. Using these classifiers,

SCF lexica for three languages (Italian, Englistg 8panish) have been acquired.

In addition to inductive classifiers, several othegproaches have been pursued within
PANACEA. The remainder of this section details eliént approaches to SCF acquisition which
have been investigated in PANACEA. When web sesvibave been deployed, they are
described under each approach. A full summary tabieeb services is collected in Section 3.
The major papers associated with each approacbuanenarized here. A full list of papers is

collected in Section 2.7, and the papers themsealkeavailable in Annex A.

3.1.2 Inductive SCF Acquisition
This section describes the inductive classifiersetigped for PANACEA.

3.1.2.1 Web services

Three web services for inductive SCF extractionehbgen deployed.CNR has deployed two
web services for SCF extraction, one for Italiad amo language independent.

3.1.21.1 edrattore scf it (CNR)

The IT-SCF Extractor (Extractor henceforth) takasimput dependency parsed data in the
CoNLL format and is composed of three core modw@sa pattern extractor which identifies
possible SCF patterns for each verb; b) a SCF éwildhich assigns a list of candidate SCFs to
each verb and, finally; c) a filter which removeSFS that are considered incorrect. The raw
data is morpho-syntactically analyzed through theeEing suite for Italian (Padro et al., 2010)
and then parsed by the DeSR parser (Attardi) throany input/outputformat converter. The
DeSR parser is one of the most accurate depenghamsgrs for Italian (it achieved first position
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in both Dependency Parsing tasks at Evalita 200089.parser builds dependency structures and
chooses at each step whether to perform a shiift oreate a dependency between two adjacent
tokens. The dependency annotation schema is basée dSST syntactic-functional annotation
schema and does not fully distinguish between amyaments and adjuncts.

Module 1: The Pattern Extractor

The pattern extractor (PE) collects the dependerfoiend by the parser for each occurrence of
a (target) verb. Some cases receive a speciaineaatnamely:

. - the reflexive pronouns si, mi, ti, ci and vi alvays extracted when they have the
relations "obj" (direct object), "clit" (clitic),Comp-ind" (indirect object) and "arg" with a verb.
Their presence does not give rise to a differenb entry, i.e. reflexives are not considered as
separate verb entries;

. - modifiers realized by adverbs, gerunds and pasiciples which normally are not part
of an SCF of a verb are extracted and stored gd&cdted slot within the verb SCF;

. - when a preposition is a dependent of the verb, ghattern extractor explores its
dependent to discover the PoS which follows ith@gita NP or a verbal clause in the infinitive
form);

. - the extraction is interrupted after a maximunfair dependent elements or when a
complement clause is identified.

Module 2: The SCF Builder

The SCF builder stores the information providedhsy pattern extractor as lists of eligible SCF
for each verb entry. Each extracted SCF is theareddalphabetically according to the syntactic
constituents involved in order to have a normaliferdh of the SCF for the evaluation of the

Extractor (i.e. the position of the arguments re¢ato the verb is not distincitive). Nevertheless,

each occurrence of an SCF (including its frequensyytored in a dedicated cache (SCF
variants). In the lexicon, the variant with the heégt frequency will be promoted as the

canonical SCF form. To clarify this, let"s considiee examples 1. and 2. (notice that the SCF
builder output is partial, i.e. auxiliary informati is not reported). The dollar symbol ($) in

front of each syntactic constituent is a devicttilitate the identification of SCFs.

1. Hanno accusato Giovanni di furto. "They accuSexvanni of theft"
Pattern Extractor Output: $OBJGiovanni $COMPDIdifur

SCF Builder: ACCUSARE $COMP-DI_$0BJ SCF FREQ=1 WSEREQ=1
SCF Variants: ACCUSARE $0BJ_ $COMP-DI

FREQ=1

2. Hanno accusato di furto Giovanni. "They accusfdtieft Giovanni"
Pattern Extractor Output: $SCOMP-DIdif urto $OBJGiowi

SCF Builder: ACCUSARE $COMP-DI_$0BJ SCF FREQ=2 WIREQ=2



SCF Variants : ACCUSARE $COMP-DI_$0OBJ
FREQ=1

Due to language specific issues, i.e. the factithfiain is a pro-drop language, and to the fact
that subjects are external verb arguments, theye het been extracted at this stage of
development.

Module 3: The Filter

Apart from processing errors, the output of ther&otor is noisy due to the task itself, i.e. the
acquisition of verb SCFs. The most debatable issushis task is related to the argument -
adjunct distinction. Following Messiant et al. (3)0Owe assume that arguments tends to occur
in argument position more frequently than adjun@tsus, frequent SCFs are assumed to be
correct. The identification of these items, i.&efing, is accomplished in two steps by means of
empirical measures based on the maximum likelitesianate (MLE) (Korhonen et al., 2006).
In this context, MLE barely corresponds to the tre¢afrequency of the V-SCF couple. To
compute Figure 1: SCF acquisition service in theefiaa workflow editor MLE we apply the
formula used by Messiant et al. (2008). Where epoads to the frequency of with the verb Vi,
I.e. the V-SCF couple, and |Vi| corresponds tootherall frequency of the verb Vi. According to
a given MLE threshold, whatever is below the engpirthreshold will be rejected as probably
incorrect. In addition to this first filter, we mutduce a further MLE filter, which we will call
percentage on verb frequency, (PVF) for claritgkes Thus, for every VSCF couple which is
below the initial MLE threshold, the system reduttes length of the syntactic dependents of
the SCF by taking into account all the possible lo@tions. Once a newly created V-SCF
couple is found that already exists, then it réggmssthe associated frequency to the existing V-
SCF with the highest frequency. If the updated \F&(Ce above the PVF, then they are accepted,
otherwise the SCF length reduction process ismtestantil the V-SCF couple is above the PVF
ratio. For instance, in case we have a V-SCF cooiplkis kind Vx - $SCF1 $SCF2, the system
splits the couple in Vx - $SCF1 and Vx -$SCF2 assign both the frequency of the old V-SCF
couple. If at least one of the newly proposed cewghteady exists, its assigns the frequency to
the already existing frame and computes the PMB.r@therwise, a new reduction process is
performed until the frame is assigned. Both the Midd the PVF thresholds can be set by the
user (they are passed as a parameter to the geimiceder to allow for various types of output
accuracy, depending on the specific uses the éettadata is intended for. The higher the
threshold, the higher the accuracy, but obviouse/ lbower the number of retrieved Verb-SCF
pairs. In our experiments, we established that MEB.008 and PVF = 2.5% are the best filters
for reaching a good balance between precision ecallr

Parameters required
Input files in CoNNL format

List of verbs (optional)

3.1.2.1.2 edrattore scf lang_indip (CNR)

The language independent version of the SCF ertraabrks on a CoNNL like parsed input
and processes it along the lines that are definedksvalong the same steps that have been
9



described; the differences are that the PoS fdrsvean be set and that no language dependent
special rules are in place during the extractidme €xtractor thus locates all instances of verbs
and retrieves all their relations. A list of vexdam still be passed by the user.

Parameters required
Input files in CoNNL format
Value of the PoS for the Verb in the input file

List of verbs (optional)

3.1.2.1.3 tcp_subcat_inductive (UCAM)

Until recently, state of the art SCF acquisitiosteyns used handcrafted rules to match natural
language parser output to a set of pre-defined $B#scoe and Carroll, 1997; Korhonen, 2002;
Preiss et al., 2007). Such approaches achievedasures of about 70 against a manually
annotated gold standard. Recently, however, itdeg®me more common to use an 'inductive'
approach, in which the inventory of SCFs is induakitectly from parsed corpus data
(O'Donovan et al., 2005; Cesley and Salmon-Alt,&0@nco et al., 2008; Messiant, 2008;
Lenci et al., 2008; Altamirano and Alonso | Alemag®10; Kawahara and Kurohashi, 2010).
Candidate frames are identified by grammaticalti@maGR) co-occurrences, sometimes aided
by language-specific heuristics. Statistical filhgror empirically-tuned thresholds are used to
select frames for the final lexicon. These induet@pproaches have achieved respectable
accuracy (60-70 F-measure against a dictionary)aadmore portable than earlier methods.
They are suitable for languages and domains in twhiz pre-defined inventory of SCFs is
available, as long as a parser is available. Thewlgo highly scalable to large volumes of data,
since the identification and selection of framesthe lexicon generally takes minimal time and
resources compared to step of parsing the data.

Due to the portability and scalability of inducti®CF acquisition, it was decided that the
PANACEA web services would use this approach. UCAdteloped and deployed the web
service tpc_subcat_inductive, which was used fagligin and Spanish SCF acquisition. Here
we describe the operation and parameters of tpcasubductive.

The input to the web service is the output of s@arThe web service can accept parser output
in one of two formats: either the output formatlted RASP parser, or the CoNLL format [insert
references]. These formats were chosen basedeopattsers in use at UCAM and UPF, but
adding input formats to the web service is quitaightforward, requiring only a definition of
the GR format used by the parser.

The web service user can define a set of verbstefast. These are the verbs whose SCFs will
appear in the lexicon. After reading the input,filbke web service proceeds by identifying
parsed sentences containing the target verb lemR@seach verb lemma, the set of co-
occurring GRs is tallied, and relative frequendefculated. For instance, if the verb lemma
consider appears eight times with a dobj (direct object) &fd two times with both a dobj and
xcomp (which includes adjectives and non-finiteusks), then the resulting lexicon will show a
relative frequency of 0.8 for the frame DOBJ, andekative frequency of 0.2 for DOBJ-
XCOMP.

The GR types of interest can also be defined bynthie service user. In this way the user can
decide which GR types are likely to be argumentsthef verb, and hence part of the
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subcategorization frame, and which are likely tonfiedifiers, or adjuncts, and should not be
considered. However, the user does not define fipdiimes, as in earlier SCF acquisition
work. Rather, if the user specifies DOBJ and XCOBK> GR types of interest, but not
MODIFIER, then the SCF inventory will consist of abserved combinations of DOBJ and
XCOMP, and MODIFIER will never appear in the SCHRu$ a minimal amount of linguistic

expertise is required to set the parameters defita resulting SCF inventory.

A few additional parameters allow refinement of GR types; these are described in the table
below. The more parameters used, the more finewguaihe resulting SCF inventory, and the
more SCFs will be detected by the system. Incrgattia level of granularity in the inductive
SCF inventory, while it allows the acquisition obra detailed and fine-grained SCFs, tends to
have the result of decreasing measured accurag giis easier for the system to mistake one
SCF for another. At present there is no evideneg shvery fine-grained inventory is more
useful to a downstream application than a relagicelrse-grained one.

The tpc_subcat_inductive web service also performagimum likelihood filtering, using a
uniform threshold (which is set as a parameter)fdtedting out all SCFs that are attested at a
relative frequency below this threshold for anyegiwerb. Adjusting this threshold will affect

the precision-recall tradeoff.

The full set of parameters used by tpc_subcat_induis as follows:

Parameter Name Description
Target Verb List of verbs to include in the lexicon
Threshold Minimum relative frequency for filteringe lexicon (discard 4

SCFs with a per-verb relative frequency below thigshold)

Parser Format

RASP or CoNLL

Target GR Types

The set of GR types from which to inductively builee inventory
of SCFs. User should specify GR types which areicly
arguments rather than adjuncts.

Ignore Instance GR Types

Ignore any verb instandssre the verb participates in this
type. For instance, the user can choose to ignemesces whel
the verb is the head of a 'passive’ GR.

POS Groups

A way of generalizing over POS tags.ekample, if the user car
whether the dependent of a GR is a noun, but nathmype of
noun, they can create a Noun group including NNN2Netc.
Pronouns can also be grouped with nouns, for exarpl POS tag

with verbs representing different tenses may besggd together.

Any POS tags not falling into one of the POS Growjisbe output
as "OTH" (other) within the SCF.

GR Types to Dep POS

For these GR types, consideP®S group of the dependent
part of the SCF.

GR Types to Child

For these GR types, considerctiilel of the dependent as part

GR
e

es

as

of
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the SCF (where the user must specify which typeshitdiren are of
interest).

GR Types to Lex For these GR types, lexicalize dependent. Typically used for
prepositions and particles.

3.1.2.2 Related Papers
The SCF system for Italian has been presentegaper at LREC 2012.

. Caselli, Tommaso; Rubino, Francesco; Frontini, Eeana; Russo, Irene; Quochi,
Valeria. (2012)Flexible Acquisition of Verb Subcategorization Franes in Italian. In
Proceedings of LREC 2012, Istanbul, Turkey.

This paper describes a system for the automatisu@arvised) acquisition of verbal SCFs in
Italian, to be integrated in a distributed platfofor the automatic creation of Language
Resources. The methodology used is similar to thieseribed in Messiant et al. (2008) and
Lenci et al. (2008). The system is completely uessuiged, in the sense that it does not assume
any pre-defined list of SCFs, but learns them frdata instead. One of the most interesting
features of this work is the possibility the finsders have to customize the results of the SCF
extractor and obtaining different SCF lexica inmierof size and accuracy. The tool is made
available as a web service through the PANACEAf&at.

The IT-SCF Extractor (Extractor henceforth) takssimput dependency parsed data in the
CoNLL format and is composed of three core modw@sa pattern extractor which identifies
possible SCF patterns for each verb; b) a SCF éuyihich assigns a list of candidate SCFs to
each verb and, finally; c) a filter which remove3FsS that are considered incorrect.

The raw data is morpho-syntactically analyzed tghothe FreeLing suite for italian (Padro et
al., 2010) and then parsed by the DeSR parser r@htend Ciaramita 2007; Attardi and

Dell'Orletta 2009), through an input-output forntainverter. The DeSR parser is one of the
most accurate dependency parsers for ltalian (itesed first position in both Dependency
Parsing tasks at Evalita 2009.)

Multiple evaluations were performed, and confidelesels investigated; see D7.4 for a detailed
description of the evaluation.

3.1.2.3 Related Experiments

Experiments with English and Spanish inductive &Cguisition have not yet been published as
scientific papers. The experiments are describeg dred the evaluations are described in D7 4.

3.1.2.3.1 Detailson using tpc_subcat_inductive webservice for Spanish

In order to perform the SCF acquisition for SpanidRF has used the language independent
web service developed in UCAM. This web serviceetal parsed text and extracts statistics
about the occurrences of verbs with a number otiqudar complements. The type of
complements is previously stated by tuning a se@ashmeters. Here we present the parameters
used to develop the Spanish SCF lexicon.
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The parameters required by the SCF extractor iecinfibrmation about the output of the parser
(PoS tag set, label of the complements) and onhwkiled of complements we want the SCF
extractor to capture (e.g. direct object, indii@gject, etc).

In order to extract SCF from corpus, first of akt weed to create a parsed corpus. For Spanish,
we used the Spanish Malt parser PANACEA web sendibes instance of Malt, uses FreelLing
PoS tags, this is, the EAGLES tag set. Regardimgpéament labels, it uses 27 function labels,
from which 12 are selected for the SCF extractuogé related to syntactic functions other than
modifiers) as we will see below. For more inforroatabout the Spanish parser output, see the
Spanish Malt parser PANACEA web service documentéti

Relevant complements and PoS tags for Spanish SCFs

In order to extract SCFs for Spanish, we neededefme which complement labels and PoS
tags it was necessary to extract. We selectedirtfiismation according to the information
encoded in the gold-standAfiNecsulescu et al., 2011) which encodes verb fsanyeposition

in a list and information about the syntactic catggf the possible fillers: whether they can be
a noun phrase, a clause, a prepositional phrase, et

From the parsed corpus, we needed to identify yhastic functions we wanted to extract and
some information about the PoS tag in order to knelch kind of clause realizes the
complement. In the following table we present thfermation present in the gold-standard and
how we can obtain it from a parsed corpus.

Complement |Corresponding syntactic

. o PoS of the Other information to be
type in gold- |function in parsed
complement extracted
standard corpus
np noun, pronoun

Direct Object (DO) or verb in infinitive or

cp Subject (SUBJ) relative pronoun
(that introduces a

relative clause)

ppa Indirect Object (10)

Child of the preposition to
determine the realisation of
the pp (np, cp, etc)

Lemma of the preposition to

Oblic complement
(OBLC): the complement
has a bounded

op preposition get the bounded preposition
Loc or Dir complement _ N
(PP-LOC, PP-DIR) Child of the preposition to
determine the realisation of

Predicative complement

S
. the pp (np, cp, etc)
(PRD or OPRD) preposition

1 http://reqistry.elda.org/services/249

2 http://panacea-Ir.eu/en/info-for-researchers/qedahdards/subcategorization-frames/spanish-
scf-gold-standard
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ad Predicative complementsadjective or past
: (PRD or OPRD) participle verb
adv Adverbial complement
(ADV)

This information is encoded in the parameters efwleb service “tcp_subcat_inductive”, that
allows us to define which complements, PoS, anldlien need to be extracted. Here we give a
general description of what needs to be encoddlerparameters. For the concrete values of
those parameters, consult one of the developedfiark for Spanish SCF extraction (e.g.
http://myexperiment.elda.org/workflows/80).

Parameters:

» target_gr_types: list of functions (as given by piaeser) to be extracted: SUBJ, DO, IO,
OBLC, PRD, OPRD, ADV, PP-LOC, PP-DIR

e pos_groups: define the PoS groups that will be usetthe output. The following list
contains the PoS groups used in UPF experiments:

* np: nouns and pronouns
» adj: adjectives

» v:inflected verbs

* vp: past participle verbs
* vQ: gerund verbs

* vn: infinitive verbs

* S prepositions

e C: conjunctions

* rg: adverbs

e gr_types_to_child (output the children of these plaments in order to study their
content): OBLC, PRD, OPRD, PP-LOC, PP-DIR

e gr_types to_deppos (add the PoS for these comptenddO, PRD, OPRD, SUBJ,
COMP, OBLC, PP-LOC, PP-DIR

e gr_types_to_lex (add the lemma for these complesie®BLC, PRD, OPRD
With these parameters, the output of the web semwmuld be of the kind (some examples):
« DO _np:SUBJ_np: SCF with a DO and a subject, bother realized by an np.

e OBLC_s-de=>COMP_vn:SUBJ_np: SCF with a boundedgsitional complement with
preposition “de” realized by a verb, and a subfjgxct

3.1.2.3.2 Detailson using tpc_subcat_inductive webservice for English

We used the tpc_subcat_inductive web service tdym® an English SCF lexicon for each
domain containing SCFs for the 28 or 29 verbs theagold standard. Table 1 below reports the
parameter setting for this experiment.
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Parameter Name Setting

Target Verb Set as appropriate for the domain.

Threshold Tested values from 0 through 0.04.

Parser Format RASP.

Target GR Types Direct object (dobj), prepositional object (iobgecond

object of ditransitive (obj2), finite clausal corapient
without complementizer (ccomp_), finite clausal
complement with "that" complementizer (ccompthatn-
finite clausal complement without complementizer
(xcomp_), non-finite clausal complement with "to"
(ccompto), prepositional complement (pcomp), phatic
(ncmodprt), finite clausal subject without complertieer
(csubj ), finite clausal subject with "that" commpientizer
(csubjthat), non-finite clausal complement (xsubjAll
modifier types are excluded.

Ignore Instance GR Types Passive.

POS Groups Groups are created for: Noun (N), Verb (V), Barehbve
(VBARE), Tensed Verb (VTENSED), Present Participle
Verb (VING), Past Participle Verb (VEN), Wh-phrase
(WH), Wh-complement (WHCOMP), Wh-adverb
(WHADV), Adjective (ADJ), Adverb (ADV), Prepositio
(PREP)

>

GR Types to Dep POS The GR types dobj, obj2, ccomp_, ccompthat, xcomp_,
xcompto all have POS groups specified as part@fSGF
Specifically, these are:
{"dobj":["N","WH","WHCOMP","WHADV"],"obj2"
["N","WH"],"ccomp_":["VBARE","VING","VTENSED",
"VEN","WHCOMP" "WHADV","I"],"ccompthat":["VBA
RE","VING","VTENSED","VEN","WHCOMP","WHAD
V","I"],"xcomp_"
["VBARE","VING","VTENSED","VEN","WHCOMP","
WHADV","ADJ","I'],"xcompto":["VBARE"],}

GR Types to Child Null, for coarse-grained SCF inventory.

GR Types to Lex Null, for coarse-grained SCF inventory.

Table 1: Parameter setting of the English inductive SCF acquisition

We examined several filtering thresholds to deteenthe precision-recall tradeoff.

We then took the additional step of removing frdra texicon any SCFs containing an OTH
part of speech tag. These SCFs typically reprgsansier errors, since they contain words with
POS tags that are not considered likely parts®fSGF as defined in the GR Types to Dep POS
parameter. In preliminary experiments we found thi resulting in much greater accuracy. It
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does also result in losing some correct examplesgeher, since e.g. coordinations and other
structures may result in POS tags identified as @&spite being legitimate.

3.1.3 SCF Induction with Parser Combination

In D6.1 a goal was set out of improving the hypsifeselection step in SCF acquisition by
using a parser ensemble (Sagae and Lavie, 200Gadviy al., 2008). A version of the SCF
classifier of Preiss et al. (2007) has been deeelppising the output of the unlexicalized
Stanford parser (Klein and Manning, 2003) wher&asdriginal classifier accepted the RASP
parser output format. A method has been implementedh selects only those SCFs agreed on
by the RASP and Stanford parsers, and it was felaickthe parser ensemble method served as a
filter on SCF hypotheses.

3.1.3.1Related Papers

This SCF parser combination work was presentedhat L(REC Workshop on Language
Resource Merging.

¢ Rimell, Laura; Poibeau, Thierry and Korhonen, An(2012).Merging Lexicons for
Higher Precision Subcategorization Frame Acquisitia. In Proceedings of the LREC
Workshop on Language Resource Merging, Istanbukelu

A number of filtering and smoothing techniques haeen proposed in order to improve the
precision of automatically acquired SCF lexicoRitering SCFs which are attested below a
relative frequency threshold for any given verbgevehthe threshold is applied uniformly across
the whole lexicon, has been shown to be effectikerl{onen, 2002; Messiant et al., 2008).
However, this technique relies on empirical tuniofgthe threshold, necessitating a gold
standard in the appropriate textual domain, ansl itsensitive to the fact that some SCFs are
inherently rare. The most successful methods akawing accuracy in SCF lexicons rely on
language- and domain-specific dictionaries to mevback-off distributions for smoothing
(Korhonen, 2002). This paper presents a differppt@ach to acquiring a higher precision SCF
resource, hamely the merging of two automaticatlguired resources by retaining only the
information that the two resources agree on. Pusvigork on language resource merging has
generally focused on increasing coverage by adudiftgmation from one resource to another,
e.g. (Crouch and King, 2005; Molinero et al., 20@8hich focus on merging multiple levels of
information from disparate resources. More closelgted to our work, (Necsulescu et al., 2011;
Bel et al., 201; Padro et al., 2011) merge two manually built SCF lexicons,fying SCF s
when possible but with the goal of retaining infartron from both lexicons. Treating language
resource merger as (roughly) a union operatioppsapriate for manually developed resources,
or when coverage is a priority. How-ever, when virmgkwith automatically acquired resources
it may be worthwhile to adopt the approach of melyeintersection.

We focus here on the fact that the tagger and parseone source of noise in automatic SCF
acquisition, and combine two lexicons built withfelient parsers. This approach is similar in
spirit to parser ensembles, which have been usedessfully to improve parsing accuracy
(Sagae and Lavie, 2006; Sagae and Tsujii, 2007).bwkl two SCF lexicons using the

framework of (Korhonen, 2002; Preiss et al., 200ijich was designed to classify the output
of the RASP parser (Briscoe et al., 2006), and whie extend to classify the output of the
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unlexicalized Stanford parser (Klein and Mannin@02). We then build a combined lexicon
that includes only SCFs that are agreed on by patisers. Using this simple combination
approach, we obtain a lexicon with higher precidioan the lexicon built with either parser
alone.

See D7.4 for the evaluation of the parser comnatigainst a general language SCF gold
standard.

3.1.4 SCF Induction in the Biomedical Domain

Exploration has been undertaken of SCF acquisitiothe biomedical domain. Although not
one of the PANACEA project domains, these experimeesulted in a better understanding of
SCF domain and subdomain variation.

3.1.4.1 Related Papers

Exploration of the lexical characteristics of therbedical domain can be found in a COLING
2010 paper.

. Korhonen, Anna; Lippincott, Tom; 6 Séaghdha, Diadn&un, Lin. (2010). Eploring
variation across biomedical subdomains. In Huang; Chu-Ren and Jurafsky, Dan (Eds.).
Proceedings of the 23rd International Conferenc€omputational Linguistics (Coling 2010).
Beijing, China: Coling 2010.

One of the most noticeable trends in the past adeochdLP research has been the deployment
of language processing technology to meet the rimdition retrieval and extraction needs of

scientists in other disciplines. This meeting elds has proven mutually beneficial: scientists
increasingly rely on automated tools to help thempecwith the exponentially expanding body

of publications in their field, while NLP researchehave been spurred to address new
conceptual problems in theirs. Among the fundameaances from the NLP perspective has
been the realisation that tools which perform waltextual data from one source may fail to do
so on another unless they are tailored to the mencs in some way. This has led to significant

interest in the idea of contrastidgmains and the concomitant problem ddmain adaptation,

as well as the production of manualloy annotatiomain-specific corpora.

One definition ofdomain variation associates it with differences in the underlyimgbability
distributions from which different sets of data amawn (Daume Il and Marcu, 2006). The
concept also mirrors the notion of variation acrtbemmatic subjects and the corpus-linguistic
notions ofregister andgenre (Biber, 1988). In addition to the differences wcabulary that one
would expect to observe, domains can vary in manguistic variables that affect NLP systems.
The scientific domain which has received the mégnéon (and is the focus of this paper) is
the biomedical domain. Notable examples of corpussttuction projects for the biomedical
domain are PennBiolE (Kulick et al., 2004) and GENKim et al., 2003). These corpora have
been used to develop systems for a range of pragessks, from entity recognition (Jin et al.,
2006) to parsing (Hara et al., 2005) to corefereaselution (Nguyen and Kim, 2008).

An implicit assumption in much previous work on toiedical NLP has been that particular

subdomains of biomedical literature — typically sewmllar biology — can be used as a model of

biomedical language in general. For example, GENbAsists of abstracts dealing with a

specific set of subjects in molecular biology, whiPennBiolE covers abstracts in two

specialised domains, cancer genomics and the hmlraef a particular class of enzymes. This
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assumption of representativeness is understandsdaause linguistic annotation is labour-

intensive and it may not be worthwhile to produoaaated corpora for multiple subdomains

within a single discipline if there is little tasklevant variation across these subdomains.
However, such conclusions should not be made betodying the actual degree of difference

between the subdomains of interest.

One of the principal goals of this paper is to rhagv the concept of “biomedical language”,
often construed as a monolithic entity, is compostdiverse patterns of behaviour at more
fine-grained topical levels. Hence we study lingaisariatio in a broad biomedical corpus of
abstractsand full papers, the PMC Open Access Subde select a range of lexical and
structural phenomena for quantitative investigatidrhe results indicate that common
subdomains for resource development are not repisse of biomedical text in general and
furthermore that different linguistic features oftpartition the subdomains in quite different
ways.

Two journal articles related to SCF acquisitiorthe biomedical domain (joint with University
of Colorado and National ICT Australia) have beebmsitted to the Journal of Biomedical
Informatics. The two articles collectively include exploration of subdomain variation, a new
biomedical SCF gold standard, and an investigatiodifferent definitions of subcatgorization
used in biomedicine, where adjuncts are typicaijained in SCFs. The submission also
introduced a novel method of SCF-specific filterifigne first article, a methodological review,
is forthcoming in the journal. The second artidl@inder revision.

. Lippincott, Thomas; Rimell, Laura; Verspoor, Karikprhonen, AnnaApproaches to
Verb Subcategorization for Biomedicine Forthcoming, Journal of Biomedical Informatics.

Information about verb subcategorization framesH8Gs important to many tasks in natural
language processing (NLP) and, in turn, text minBigmedicine has a need for high-quality
SCF lexicons to support the extrac-tion of infornimatfrom the biomedical literature, which
helps biologists to take advantage of the latesnbdical knowledge despite the overwhelming
growth of that literature. Unfortunately, techniguer creating such resources for biomedical
text are relatively undeveloped compared to gen&xabuage. This paper serves as an
introduction to subcategorization and existing apphes to acquisition, and provides
motivation for devel-oping techniques that addissses particularly important to biomedical

NLP. First, we give the traditional linguistic deifion of subcategorization, along with several
related concepts. Second, we describe approachesrteing SCF lexicons from large data sets
for general and biomedical domains. Third, we admsthe crucial issue of linguistic variation
between biomedi-cal fields (subdomain variation @émonstrate significant variation among
subdomains, and find the variation does not siniplpw patterns of general lexical variation.
Finally, we note several requirements for futurgesrch in biomedical SCF lexicon acquisition:
a high-quality gold standard, investiga-tion offeiént definitions of subcategorization, and
minimally-supervised methods that can learn subdmsiecific lexical usage without the need
for extensive manual work

. Rimell, Laura; Lippincott, Thomas; Verspoor, Karilohnson, Helen L.; Korhonen,
Anna. Acquisition and Evaluation of Verb Subcategorizatim Resources for Biomedicine
Under revision, Journal of Biomedical Informatics.
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Biomedical natural language processing (NLP) apfibms that have access to detailed
resources about the linguistic characteristics iofmedical language demonstrate improved
performance on tasks such as relation extractiah symtactic or semantic parsing. Such
applications are important for transforming thewgrgy unstructured information buried in the
biomedical literature into structured, actionabhormation. In this paper, we address the
creation of linguistic resources that capture haowividual biomedical verbs behave. We
specifically consider verb subcategorization, @ titndency of verbs to “select” co-occurrence
with particular phrase types, which influences ititerpretation of verbs and identification of
verbal arguments in context. There are currentlymited number of biomedical resources
containing information about subcategorization #a8n(SCFs), and these are the result of either
labor-intensive manual collation, or automatic noeh that use tools adapted to a single
biomedical subdomain. Either method may resulesources that lack coverage. Moreover, the
quality of existing verb SCF resources for biomedids unknown, due to a lack of available
gold standards for evaluation.

This paper presents three new resources relategtiiasubcategorization frames in biomedicine,
and four experiments making use of the new ressuM present the first biomedical SCF
gold standards, capturing two different but wideged definitions of subcategorization, and a
new SCF lexicon, BioCat, covering a large numbdriomedical sub-domains. We evaluate the
SCF acquisition methodologies for BioCat with redpe the gold standards, and compare the
results with the accuracy of the only previouslisgrg automatically-acquired SCF lexicon for
biomedicine, the BioLexicon. Our results show tie BioLexicon has greater precision while
BioCat has better coverage of SCFs. Finally, weloggpthe definition of subcategorization
using these resources and its implications for bdical NLP. All resources are made publicly
available.

3.1.5 Unsupervised SCF Induction: Tensor Factorization

Two additional novel approaches to SCF acquisitiawe been pursued, both unsupervised
methods that address hypothesis generation andctisale First, non-negative tensor
factorization (NTF) has been used ) to learn SGi SPs jointly. The method takes parser
output and uses NTF, a dimensionality reductiohni@pie, to find clusters of verbs with similar
syntactic and semantic behavior. The accuracyspgaaable for an unsupervised method.

3.1.5.1 Related Papers
This work was presented at COLING 2012.

. Van de Cruys, Tim; Rimell, Laura; Poibeau, Thieddgrhonen, Anna (2012Multi-
way Tensor Factorization for Unsupervised Lexical &Aquisition. In Proceedings of COLING,
Mumbia, India.

This paper introduces a novel method for joint yesuised aquisition of verb
subcategorization frame (SCF) and selectional prate (SP) information. Treating SCF and
SP induction as a multi-way co-occurrence problem,use multi-way tensor factorization to
cluster frequent verbs from a large corpus accgrtbntheir syntactic and semantic behaviour.
The method extends previous tensor factorizatigmagzhes by predicting whether a syntactic
argument is likely to occur with a verb lemma (S@B)well as which lexical items are likely to
occur in the argument slot (SP), and integratesargety of lexical and syntactic features,
including co-occurrence information on grammatiaedhtions not explicitly represented in the
SCFs.
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Our method uses a co-occurrence model augmentédanfiictorization algorithm to cluster
verbs from a large corpus. Specifically, we use -negative tensor factorization (NTF)
(Shashua and Hazan, 2005), a generalization ofixrfattorization that enables us to capture
latent structure from multi-way co-occurrence fregeies. The factors that emerge represent
clusters of verbs that share similar syntactic aesnantic behaviour. To evaluate the
performance on SCF acquisition, we identify thetagtic behaviour of each cluster. The SCF
lexicon that emerges from the clusters achievesomiging F-score of 68.7 against a gold
standard. We further introduce a novel SP evaloatiavhich we investigate the model’s ability
to induce preferences for the co-occurrence ofrcpdar verb lemma and all of its arguments
at the same time. The model achieves a high accwfac7.8 on this new evaluation. We also
perform a qualitative evaluation which shows ttreg joint model is capable of learning rich
lexical information about both syntactic and seritaaspects of verb behaviour in data.

See D7.4 for an evaluation of both SCF and SP atmui against general language gold
standards.

3.1.6 Unsupervised SCF Induction: Tensor Factorization

The second unsupervised method of SCF acquisitieohied graphical models. The method
takes either parsed or POS-tagged data and madedategorization using a Bayesian network.
The method is evaluated against a general langg@ldestandard and in a verb clustering task,
achieving state-of-the-art accuracy.

3.1.6.1 Related Papers
This work was presented at ACL 2012.

. Lippincott, Thomas; Korhonen, Anna and O SéaghBiemuid. (2012)Learning
Syntactic Verb Frames Using Graphical modelsin Proceedings of ACL, Jeju Island, Korea.

High quality SCF lexicons are difficult to build tamatically. The argument-adjunct distinction
is challenging even for humans, many SCFs haveslabte cues in data, and some SCFs (e.g.
those involving control such as type raising) rety semantic distinctions. As SCFs follow a
Zipfian distribution (Korhonen et al., 2000), maggnuine frames are also low in frequency.
State-of-the-art methods for building data-driveBFSlexicons typically rely on parsed input
(see section 2). However, the treebanks necessatsaining a high-accuracy parsing model are
expensive to build for new domains. Moreover, wiilgsing may aid the detection of some
frames, many experiments have also reported S@Fsedue to noise from parsing (Korhonen
et al., 2006a; Preiss et al., 2007). Finally, m&@@F acquisition methods operate with
predefined SCF inventories. This subscribes tonglei(often language or domain-specific)
interpretation of subcategorization a priori, amphares the ongoing debate on how this
interpretation should be tailored to new domaind applications, such as the more prominent
role of adjuncts in information extraction (Coherdadlunter, 2006).

In this paper, we describe and evaluate a novebglmbstic data-driven method for SCF

acquisition aimed at addressing some of the prablith current approaches. In our model, a
Bayesian network describes how verbs choose thgimgnts in terms of a small number of
frames, which are represented as distributions symetactic relationships. First, we show that
by allowing the inference process to automaticdifine a probabilistic SCF inventory, we

outperform systems with hand-crafted rules andritaes, using identical syntactic features.
Second, by replacing the syntactic features withapproximation based on POS tags, we
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achieve state-of-the-art performance without rgJyom error-prone unlexicalized or domain-
specific lexicalized parsers. Third, we highlighkey advantage of our method compared to
previous approaches: the ease of integrating amfbrpeng joint inference of additional
syntactic and semantic information. We describe hasvplan to exploit this in our future
research.

We tested several feature sets either based camppmoximating, the concept of grammatical
relation. Our method is agnostic regarding the egafinition of GR, and for example could

use the Stanford inventory (De Marneffe et al.,800r even an entirely different lexico-

syntactic formalism like CCG supertags (Curranlet2807). In this paper, we distinguish “true
GRs” (tGRs), produced by a parser, and “pseudo GBSRs), a POS-based approximation,
and employ subscripts to further specify the vamet described below. Our input has been
parsed into Rasp-style tGRs (Briscoe et al., 20@8)ch facilitates comparison with previous

work based on the same data set.

Our graphical modeling approach uses a Bayesiamonlet Its generative story is as follows:
when a verb is instantiated, an SCF is chosen ditgpto a verb-specific multinomial. Then,
the number and type of syntactic arguments (Gr& @rosen from two SCF-specific
multinomials. These three multinomials are modelgith uniform Dirichlet priors and
corresponding hyperparameters. The model is trarrsedollapsed Gibbs sampling.

3.1.7 Extrinsic Evaluations for SCF Acquisition

In D6.1 UCAM proposed to investigate extrinsic exions for SCF acquisition. UCAM has

investigated the utility of the VALEX general larage subcategorization lexicon to improve the
accuracy of a lexicalized parser. This work resllie an MPhil dissertation supervised by
PANACEA members. The results were somewhat commhrwing improvement in parser

accuracy on common verbs but less so on rarer veudesto interactions with the SCF selection
mechanisms of the parser, but with further invesiogn could lead to a future publication.

3.1.7.1 Related Experiments
This work was part of an unpublished MPhil disg@ta

. Dong, Yizhen.Using Lexical Resources to Improve Parsing AccuracyMPhil
Dissertation, 2011, University of Cambridge.

This project uses VALEX, an automatically extrackdde-coverage subcategorization resource
in an attempt to improve the C&C parser. The stagesVALEX subcategorization frames are
mapped to CCG categories used in the C&C parsaughr a common formalism called
Grammatical Relations. The mapping scheme is us@orvert the VALEX subcategorization
lexicon to a tag dictionary which relates wordstoresponding CCG categories. Experiments
are conducted on combining the generated tag damjowith the original parser's dictionary
under various settings of word frequencies. Peréoire of the parser i evaluated on CCGbank
and a Wikipedia dataset under different experimesgtings. Finally, a pilot study investigates
enhancing features in the original parsing modekaining with artificially generated data.

Mapping is the most fundamental step in this pitogexcit establishes ways how VALEX SCFs
can relate to CCG categories. Before actual mappamg initial investigation of the two
formalisms reveals that the mapping is inevitabgnsnto many.

Multiple SCFs are mapped to one category becaus&EXrand CCG have different approaches
for modeling types of argument verbs can take. @@ models shallow surface syntax while
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VALEX has more fine-grained frames modeling undedysyntax like raising and control . For
example,sank in His reputation sank low and appears in He appears crazy have the same
category (S\NP)/(S[adj]\NP) but two different SA¥ecause the subject is raised in the second
sentence. As a result the two SCFs are mappedeaeategory. The other direction of many-
to-many mapping results from sentence features hytar example, can specify a generic
(S\NP)/NP category into (S[dcI\NP)/NP, (S[pt]\NRF, (S[ng]\NP)/NP, (S[b]\NP)/NP and the
passive voice category S[pss|\NP. Those categariesall mapped to one SCF for transitive
verbs because those categories are related todaadssice which VALEX does not distinguish.

3.1.8 Spanish Parser

Though the NLP tools such as taggers and parsdiighvihelp to create the input for SCF
acquisition, are mostly described under WP4, wetwammention here the development of a
Spanish parser, as it was a significant portiothefdevelopment of the SCF system. UPF has
developed a version of the Malt parser for Sparastrucial pre-requisite for SCF acquisition,
which has been deployed as a web service. Output this parser has been used as the input to
the language-independent SCF classifier (tpc_sulnchictive), for a set of experiments,
attaining initial results of of around 50 F-scogmimst domain gold standards. A paper using
this SCF component will be submitted to ACL 2013.

3.1.8.1 Web services

31811 malt parser

This web service calls an instance of Malt pardetp(//www.maltparser.org/) for Spanish
trained with the lula treebank (Marimon et al, 2pd@veloped in the Metanet4you project.

The input of this web service is plain text. Thevaee performs PoS tagging with FreeLing and
then performs the dependency parsing using Mastgparhe output follows Conll format.

3.1.9 Gold Standards

CNR, UPF, and UCAM have completed domain-specifif-Syold standards. All of the gold
standards are available on the PANACEA web site. gaid standards were used for evaluation
of SCF acquisition during WP7.

In D6.1 UCAM planned to measure human annotatime tin order to estimate the benefits of
automatic lexical acquisition. This was done infaliy (i.e., an annotator tracking their own
work, but not using a formal timing device) andriduo be approximately 100 sentences per
hour. Therefore if data on e.g. 50 verbs from & demain was required, with a minimum of
200 sentences per verb, automatic acquisition ceaé 100 person-hours for each domain.

The SCF gold standards are described in detailrid D

3.2 Selectional Preferences (WP6.1)

Selectional preferences (SPs) describe the semastidctions imposed by a predicate on its
arguments. The task of learning SPs is similarh® task of judging the plausibility of a
predicate and argument occurring together. Theleaigd in SP acquisition is to be able to
generalize from observed predicate-argument paictaisses of arguments, despite the sparsity
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of evidence for the class, so that the likelihoddh verb appearing with an argument can be
predicted even when the verb-argument pair is umsee

As planned in D6.1, SP research in PANACEA wasim@grated into the platform, due to the
computational requirements of state-of-the-art me@shwhich make them unsuitable for web
services.

3.2.1 English Selectional Preferences using NTF

In previous work, SP induction has been limitedhe relationship between verbs and direct
objects, or, at most, verb-subject-object tripian(de Cruys, 2010). UCAM has applied tensor
factorization methods to model SPs in additionguarent slots, including PP (prepositional
phrase) arguments and clausal arguments. In thésreh, SPs were learned jointly with SCFs,
in experiment described above under Subcategariz&tiames. An evaluation of the method on
SPs using pseudo-disambiguation was completedsaimdtluded in the COLING 2012 paper.

See D7.4 for the evaluation.

3.2.1.1 Related Papers
This work was presented at COLING 2012.

. Van de Cruys, Tim; Rimell, Laura; Poibeau, Thieddgrhonen, Anna (2012Multi-
way Tensor Factorization for Unsupervised Lexical &quisition. In Proceedings of COLING,
Mumbia, India.

(See summary of this paper above.)

3.2.2 ltalian Selectional Preferences using NTF

CNR and UCAM have developed a SP model for Itali@inere SPs have not previously been
very much studied. For the Italian SP model, UCAQdI$ have been used with ILC-CNR data.
A non-negative matrix factorization model has bgeapared for Italian data, based on the
Repubblica corpus, containing 3183 verbs and 94§acts, and factored to 300 dimensions.

3.2.3 Selectional Preferences Using a Lexical Hierarchy

UCAM investigated Bayesian selectional preferencel@s that incorporate knowledge from a
lexical hierarchy such as WordNet. These approaatebased either on “cutting” the hierarchy
at an appropriate level of generalization or orwalking” model that selects a path from the
root to a leaf. The models were evaluated againstam plausibility judgements and were
shown to improve estimation of plausibility for eaftvocabulary items.

3.2.3.1Related Papers
This work was presented at *SEM 2012.

. O Séaghdha, Diarmuid and Korhonen, Anna. (20d®delling selectional
preferences in a lexical hierarchyIn Proceedings of *SEM, Montreal, Canada.

This paper describes Bayesian selectional prefersrudlels that incorporate knowledge from a
lexical hierarchy such as WordNet. Inspired by jpes work on modelling with WordNet,

these approaches are based either on “cutting” hibearchy at an appropriate level of
generalisation or on a “walking” model that seleatgpath from the root to a leaf. In an
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evaluation comparing against human plausibility gemhents, we show that the models
presented here outperform previously proposed coabpa WordNet-based models, are
competitive with state-of-the-art selectional prefeee models and are particularly well- suited
to estimating plausibility for items that were seien in training.

Recent research has investigated the potentiabgé®an probabilistic models such as Latent
Dirichlet Allocation (LDA) for modelling selectional preferences (O S eaghdha, 2010; Ritter et
al., 2010; Reisinger and Mooney, 2011). These nsoale flexible and robust, yielding superior
performance compared to previous approaches. $nptipper we present a preliminary study of
analogous models that make use of a lexical hieyafio our case the WordNet hierarchy). We
describe two broad classes of probabilistic modeier WordNet and how they can be
implemented in a Bayesian framework. The two maiteptial advantages of incorporating
WordNet information are: (a) improved predictiom®at rare and out-of-vocabulary arguments;
(b) the ability to perform syntactic word senseadibiguation with a principled probabilistic
model ad without the need for an additional stegi treuristically maps latent variables onto
WordNet senses. Focussing here on (a), we demtnsthat our models attain better
performance than previously-proposed WordNet-baseithods on a plausibility estimation task
and are particularly well-studied to estimatingugiaility for arguments that were not seen in
training and for which LDA cannot make useful protidins.

Werb-object Noun-noun Adjective-noun
Seen Unseen Seen Unseen Seen Unseen
r i r i r i r i r i r i
| WN-CuT | .593 582 [ 514 571 | 550 584 | 564 500 | 561 618 | 453 439

WN-CuT-100 | 500 529 | 575 .630 | .619 639 | 662 706 | 537 510 | 464 431
WN-CuT-200 | 538 546 | 557 608 | 595 632 | 639 669 | 585 587 | 435 431
LDAWN-100 | 497 538 | 558 .594 | .605 619 | .635 633 | 549 545 | 459 462
LDAWN-200 | 546 562 | 508 548 | 610 654 | 526 568 | 578 583 | 453 450

Resnik A84 0 473 469 470 | 242 (18T | 152 037 | 309 388 | 311 280
Clark/Weir A39 546 | 312 365 | D 521 | 543 576 | 440 476 | 271 242
BNC (MLE) L2000 w614 | 196 222 ) 544 604 | 114 125 | 543 622 | 135 102
LDA S04 541 | 558 603 | 615 641 | 636 666 | 594 558 | 468 459

Table 3: Results (Pearson ¢ and Spearman g correlations) on Keller and Lapata’s (2003) plausibility data; underlining
denotes the best-performing WordNet-based model, boldface denotes the overall best performance

3.24 Gold Standards

For Selectional preference modules, and althougipldin for WP6.1 initially called for manual

annotation of SP gold standards, due to the intensature of annotation required, it was
decided instead to use the well-accepted methogabpseudo-disambiguation for PANACEA

experiments.

3.3 Multiword Expressions (WP6.2)

MWEs still nowadays pose problems to most langutehnology and applications. In
particular, they impact greatly on the performarafe Machine Translation systems and
automatic dictionary compilation. If not recognismadd handled properly, MWEs will result in
mistranslations hampering the overall text reaitsbjsee e.g. Monti et al. 2011, Bilal et al.
2005).
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Although the past decades have seen many expeanmntmethods for the automatic
acquisition of MWESs, there are not very many readitailable and possibly customizable tools,
although some have recently been released on aifig@en source basis.

3.3.1 Italian MWE Acquisition

CNR developed a tool for the automatic creatioM@VE lexicons and tested it on Italian data
(for which not many tools are readily availablelthaugh the tool is potentially language
independent. The tool implements “light” statistiocaethods for the acquisition of MWEs and
collocations in order to be robustly integratedthe distributed web service platform.. The
purpose was not so much devising a new or innowatigthod, but to provide a free to use tool
that creates a full lexical resource: The outpubeftool in fact is a full MWE lexicon, in LMF-
XML. The MWE lexicon building system works by: (&xtracting candidate collocation pairs
with a desired POS-tag pair for first and last comemt of an MWE; (2) applying an initial
frequency filter based on local maxima; (3) retirigv full collocation patterns; (4) using
distributional evidence to filtered out irrelevapatterns; (5) further post-filtering to reduce
noise, (6) building a lexicon in LMF format enrichavith morphosyntactic and frequency
information.. The multi-step nature of the modudedesigned to operate efficiently in a web
service distributed environment. In PANACEA we disd to implement post-filters as separate
pieces of software and services that users can ioembith the core module to obtain the
desired results.

3.3.1.1 Web Services

3.3.1.1.1 MutiwordExtractor (CNR-1LC)

CNR-ILC has delivered a MWE acquisition componehicl has been tested on lItalian, but is
potentially language independent (http://langteith8nr.it:8080/soaplab2-
axis/#panacea.extractormwv7_row). The componendymes an LMF lexicon where each
multi-word expression or term is annotated alsdwéspect to the POS pattern it instantiates,
its frequency, association measures, and othemnafoon.

This related paper describes an experiment of MWaetion using the PANACEA MW-
extraction service. The extraction is conductedt fusing the original PANACEA crawled
corpus, then a "deduplicated" version of the saonpus. The goal is to evaluate the capacity of
the tool to deal with noisy data, and in particiath texts containing a significant amount of
duplicated paragraphs. The accuracy of the extraatf multi-word expressions from the
original crawled corpus is compared to the accuratythe extraction from a later "de-
duplicated" version of the corpus. The paper sholWwew our method can
extract with sufficiently good precision also fronthe original, noisy crawled
data.

3.3.1.2 Related Papers

This work gave birth to two conference papers whmovide more details about the
implementation:

* Quochi V., Frontini F., Rubino F. (2012) “A MWE Aagition and Lexicon Builder
Web Service”Proceedings of the COLING 2012. Mumbai. India.

» Frontini F., Quochi V., Rubino F. (2012) “Automatiereation of quality Multi-
word Lexica from noisy text dat&Proceedings of the Sxth Workshop on Analytics for
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Noisy Unstructured Text Data. COLING 2012. Mumbai, India.

3.3.2 Arabic MWE Acquisition

DCU has investigated the automatic acquisition ofbifc MWEs. Three complementary
approaches have been investigated to extract M\Wis &vailable data resources. The first
approach relies on correspondence asymmetries etiabic Wikipedia titles and titles in 21
different languages. The second approach collentgtigh MWES from Princeton WordNet 3.0,
translates the collection into Arabic using GooBlenslate, and utilizes different search engines
to validate the output. The third approach useg#bxassociation measures to extract MWEs
from a large unannotated corpus.

3.3.2.1 Related Papers
This work has been presented at COLING 2010.

. Attia, Mohammed; Toral, Antonio; Tounsi, Lamia; e Pavel; van Genabith, Josef.
(2010). Automatic Extraction of Arabic Multiword Expressions. Proceedings of the
Workshop on Multiword Expressions: from Theory t@pications (MWE 2010), Beijing,

China: Coling 2010.

In this paper we investigate the automatic acqarsivbf Arabic Multiword Expressions (MWE).
We propose three complementary approaches to eMPMAES from available data resources.
The first approach relies on the correspondenceagfries between Arabic Wikipedia titles
and titles in 21 different languages. The secondragrh collects English MWEs from
Princeton WordNet 3.0 (PWN), translates the cdlbecinto Arabic using Google Translate, and
utilizes different search engines to validate thepot. The third uses lexical association
measures to extract MWEs from a large unannotabepus. We experimentally explore the
feasibility of each approach and measure the guafid coverage of the output against gold
standards.

We use three approaches to identify and extract W@) crosslingual correspondence

asymmetries, (b) translation-based extraction,(@phdorpus-based statistics. For each approach
we use a number of linguistic and statistical \atioh techniques and both automatic and

manual evaluation.

In the first approach we make use of the crossihgorresopndence asymmetry, or many-to-
one relations between the titles in the Arabic Wklia and the corresponding titles in other
languages to harvest MWEs. In the second appro&chssume that automatic translation of
MWEs colelcted from PWN into Arabic are high likedlod MWE candidates that need to be
automatically checked and validated. In the thippraach we try to detect MWEs in a large
raw corpus relying on statistical measures and B@®tation filtering.

3.3.3 Gold Standards

CNR has compiled Italian MWE gold standards for Hrevironment and Labour Legislation
domains by drawing from existing online domain idicaries and glossaries. A full description
will be provided in D7.4. Unfortunately, most ofetlesources are copyright protected. Thus,
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CNR will not be able to release them for publidriligition as originally intended. However, if
requested, they could be made accessible confadlgrit reviewers.

3.4 Lexical-Semantic Classes (WP6.3)

Lexical classes are defined in terms of shared mgaoomponents and similar syntactic
behavior of words (Levin, 1993). These classegargcularly useful for their ability to capture
generalizations about a range of linguistic prapsertSuch classes can benefit NLP systems in a
number of ways. One of the biggest problems in MLiRe sparse data problem: for many tasks
only small text corpora are available, and manydsoare rare even in the largest corpora.
Lexical classifications can help compensate fos firioblem by predicting the likely syntactic
and semantic analysis of a low frequency word. &@mple, ifsimple occurs infrequently in
the data in question, the knowledge that this wierdlkely to belong to the class of EASY
adjectives will help to predict that it takes sianisyntactic frames to the other class members
(e.g.difficult, convenient). This can improve the likelihood of correct syatia analysis, which
can in turn benefit any NLP system which employssipg (e.g. information extraction,
machine translation).

PANACEA has included research on nominal, verhbad, adjectival semantic classes.

3.4.1 Nominal Semantic Classes Using Decision Trees andy#&sian Models

UPF has focused on nominal semantic classes, pgngresearch on the use of Decision Trees
and Bayesian Models to approach this task. Rsated Papers section for details about used
methods.

Nominal lexical semantic classes gather togethepesties that appear to be linguistically
significant for a number of linguistic phenomenat&miner selection, selectional restrictions
and noun collocation have been described in tefrssich groupings of properties. In addition,
these classes are often used to generalize ovsrybar senses of different words. For instance,
Miller et al. (1990) used a number of lexical setitamlasses as features that ordered the
nominal meaning hierarchy in WordNet. Applicatiofst use nouns annotated with lexical
semantic classes include: machine translationridistation of referents in tasks such as event
detection and tracking (Fillmore et al., 2006), stfimm answering (Lee et al., 2001), entity
typing in named entity recognition (Ciaramita & édt, 2005; Fu, 2009), automatic building and
extending of ontologies (Buitelaar et al., 200Bxttial inference (de Marneffe et al., 2009), etc.
Furthermore, nominal lexical semantic classes hals® recently proved to be useful
information for grammar induction (Agirre et alQ11), where problems come from the need of
generalizing over a high dimensional space.

Lexical semantic noun tagging in large lexica i stostly done by hand, and the high cost of
this exercise hinders the production of rich lexicadifferent languages. In addition, domain
tuning of lexica is considered too expensive, drduse of an inadequate lexicon is one of the
causes of poor performance of many applicationsusTlcurrent research on automatic
production of class-annotated lexica is expectelae a high impact on the performance of
most NLP applications. Most critically, it will brg significant improvements in their coverage
over different languages and domains. Thus, anyatéxh in the amount of human work
required for the production of these resourcescoatribute to improve the current situation.
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UPF has addressed cue-based noun classificatiBANIACEA WP6.2. Its main objective is to
automatically acquire lexical semantic informatlmn classifying nouns into previously known
lexical classes. This is achieved by using pamicaspects of linguistic contexts where the
nouns occur as cues that represent distributidmadacteristics of a specific lexical class and
which also support the building of specialized si@ars. Note that, although the particular case
of lexical-semantic classes has been addressedjdtieods can be used to classify words into
any other linguistically motivated class.

In order to represent the linguistic contexts @& representative of the class, first of all it is
necessary to define a setrofinguistically motivated cues that represent thogetexts. Then,
ann-dimensional vector containing the number of tireash cue has been seen with the studied
noun is built. This vector is stored following thiéeka (Witten and Frank, 2005) file format:
Attribute-Relation File Format (ARFR{tp://weka.wikispaces.com/ARFF

As for classification methods, UPF used two sumedi approaches to perform noun
classification: Decision Tree (DT) classifiers ahtive Bayes classifiers with Bayesian
inference of the parameter. Both of them are tdiinsing the cue vectors of a set of pre-
classified nouns, i.e. the nouns in the gold stahda

Regarding the experiments with Decision Tree di&ssi UPF used a pruned Decision Tree
classifier in the Weka (Witten and Frank, 2005) lenpentation of C4.5DT (Quinlan, 1993),
which proved to be very effective in the lexicatjaisition tasks of Merlo and Stevenson (2001).

3.4.1.1 Web Services

UPF delivers 7 classifiers for English and 9 forafigh for the following classes: HUMAN,
EVENT, LOCATION, SEMIOTIC (only Spanish), ABSTRACTARTIFACT, MATTER,
SOCIAL_ENTITY. PROCESS (only Spanish). The classgiare based on pre-trained Decision
Trees, reaching an accuracy between 70 and 80%.oUtpmut of the classifier delivers a
confidence measure that supports assessment gudlity of every decision in order to be able
to separate the instances classified with high igiget from those that may need manual
revision.

UPF also delivers a web service implementing a &l@ayes classifier and a service to learn
the parameters for these classifiers using Bayéasfanence and some useful tools to perform
research on lexical classification among otherraus indexer and querier, a service to create
ARFF files given a set of regular expressions, andlaximum Likelihood estimator of the
probability of each cue given each class given BRRAfile.

In what follows, we give a brief description of tdeployed web services. For more details
about usage and input/output formats, consult tegidy entry for each web service
(http://registry.elda.orgyg/and the Common Interface and Travelling objedind®ns in this
document.

34111 dt_noun_classifier_[CLASS] (UPF)

Those are a set of web services that perform thesification of a given set of nouns into a
lexical semantic class. There is one web service #ach available class:

dt_noun_classifier_abstract, dt_noun_classifieifaatt dt_noun_classifier_eventive,

dt_noun_classifier_human, dt_noun_classifier_|ocati dt_noun_classifier_matter,

dt_noun_classifier_process, dt_noun_classifier_sgeni dt_noun_classifier_social. The
classification is performed from PoS annotated datag a pre-trained Decision Tree.
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The mandatory input parameters of these web seardme a PoS tagged corpus, tab separated,
following FreelLing tagset; the language (EnglisiSpanish) and a label to identify the corpus
we are using (e.g. the corpus domain). The inprgusocan be introduced with a list of URLs
pointing to different PoS files, using the optiomarameterinputlsURLIist. Using optional
parameters, we can choose to classify a list agrgivouns or all nouns in corpus that appear
more than a certain number of times.

These web services output a lexicon in LMF formaitaining the classifier predictions for
each noun. See the Travelling Object section faildeabout the format of this lexica.

34.1.1.2 noun_classfication_filter (UPF)

Given a LMF file with nouns classified with a scorge.g. the output of the
dt_noun_classifier [CLASS]), a threshold for thenmbers of the class and a threshold for the
non members of the class, separate those elentettare classified over the threshold from
those that are not. There are three cases:

. class nouns (score > 0) over the class threshoitdzert them to "class=yes".

. no-class nouns (score < 0) over the non-classhbl@gqin absolute value): convert
them to "class=no".

. nouns under the threshold (in absolute value): edrikiem to "class=unknown"

34.1.1.3 naive bayes classifier (UPF)

This web service performs traditional Naive Baykssification of instances given in a Weka
(ARFF) file®. It outputs the predicted classification for e@m$tance and some statistics about
the performance of the classification. The parameteeded as input can be learnt using
estimate_bayesian_parameters web service.

34114 estimate bayesian_parameters (UPF)

Given a training set encoded as vectors of cue roemces, estimate the parameters
P(cue|class): the probability of seeing each cue as a membapnfmember of the class. This
estimation is performed using Bayesian inferenchjclv combines prior knowledge with
observed data. The parameters estimated with this service can be used, for example, to
classify new instances using a Naive Bayes classifihe output format is the one needed as
input for the naive_bayes_classifier webservice.

34115 cqgp_index (UPF)

This web service implements a corpus indexer basethe IMS Open Corpus Workbench

(CWBY". It takes as input a PoS tagged corpus in talfotarat and the structure of the data as
needed by CWB The optional parametamputiSURLIist allows us to introduce the input corpus

as a list of URLSs instead of the direct text.

The output of the service is the ID of the corpubich can be used to make queries with the
cqp_query web service.

3 http://weka.wikispaces.com/ARFF
4 http://cwb.sourceforge.net/
5 http://cwb.sourceforge.net/files/ICWB Encoding_Tigbpdf
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34.1.1.6 cgp _query (UPF)

This web service implements a corpus querier basedhe IMS Open Corpus Workbench
(CWB). The input is the ID of a corpus previousigéxed with cgp_index web service and the
query following CWB languadeThe output is the query result.

34.1.1.7 create weka noun_signatures (UPF)

This web service creates the weka (ARFF) file giwerset of regular expressions and a
previously indexed corpus (using cqp_index). It wikate the vectors for a given list of nouns
or for all nouns in corpus over a given threshold.

The output of the service is the weka file andstadf lemmas that were not found in the corpus
or that appeared less than the given threshold.

34.1.1.8 compute p cue class from_weka (UPF)

Given a weka file with feature vectors, this webve computes the observed frequency (with
Maximum Likelihood estimator) of each feature giveach class, useful to study cue
distribution among classes. The input is a weke, filollowing the format given by
create_weka_noun_signatures web service and thpaitoist a comma separated file with the
frequencies of each cue given each class.

3.4.1.2 Related Papers

The work using DTs has been presented at COLIN®,204 recognizing non-deverbal event
nouns, and at LREC 2012, on recognizing a widestanf noun classes.

e Bel, Nuria; Romeo, Lauren and Padré, Muntsa. (20ARjomatic Lexical Semantic
Classification of Nouns In Proceedings of LREC 2012, Istanbul, Turkey.

* Bel, Nuria; Coll, Maria; Resnik, Gabriela. (201utomatic Detection of Non-
deverbal Event Nouns for Quick Lexicon Production In Huang; Chu-Ren and
Jurafsky, Dan (Eds.). Proceedings of the 23rd matiisnal Conference on Computational
Linguistics (COLING 2010). Beijing, China: Colindd20 Organizing Committee. Pag.
46-52. ISBN 978-7-900268-00-6.

UPF also investigated on using Bayesian infere@réfiths et al., 2008; Mackay, 2003pr
noun classification. A method to formally introddoguistic knowledge as priors in a Bayesian
framework was proposed. Priors are to compensatéatik of evidence that affects the correct
significance assessment of some co-occurrencextsniéhe results of the experiments show a
significant improvement when learning from smalhgdes with very sparse data. The proposed
method for introducing linguistic priors can behdhe development of appropriate lexical
resources in contexts where these conditions atefarenstance for less-resourced languages
and for domain adaptation of lexical resources.

A paper has been prepared but has not yet beeptadces a conference/journal publication.

< Bel, Nuria; Padro, Muntsa. Using linguistic pridrs lexical semantic classification: a
Bayesian approach. Prepared draft.

6 http://cwb.sourceforge.net/files/CQP_Tutorial.pdf
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3.4.2 Identification of Deverbal Nouns in Italian

CNR has also investigated the identification ofeateal nouns in Italian with event readings,
using syntagmatic and collocational cues.

Deverbal nouns obtained through transpositionafixad (such as -zione; -mentofura
and aggio) are commonly known as nouns of action, neuns which denote the
process/action described by the corresponding verbkwewer, this class of
nouns is also known for a specific polysemous éton: they may denote the
result of the process/action of the correspondingb.v This paper describes a
statistically based analysis that helps to devel@g classifer for automatic
identification of deverbal nouns denoting etgenin context by exploiting rules
obtained from syntagmatic and collocational cues enii@d by linguists,
proposing a methdology for event detenti as a key task in order to access
information through content.

3.4.2.1 Related Papers
This work was presented at CICLing 2011 and publisin a proceedings volume.

. Russo, Irene; Caselli, Tommaso; Rubino Frances2011(). Recognizing deverbal
events in context International Journal of Computational Linguistics and Applications —
IJCLA VOI.2 (1-2).

3.4.3 Verbal Semantic Classes Using Hierarchical Verb Clstering

Verbal semantic classes are the most studied afdlexemantic classes, with a key resource
being (Levin, 1993). Lexical-semantic classes ferbg are usually defined by their argument
and alternation patterns, which generally corredpém meaning classes. For example,
MANNER OF MOTION verbs, such asavel, run, andwalk, not only share the meaning of
‘manner of motion’, but also behave similarly ixt®e e.g. they appear in similar syntactic
frames, such asl travelledran/walked, | travelled/ran/'walked to London, and I
travelled/ran/walked five miles. Lexical classes can be identified across theesigkicon (e.qg.
CHANGE OF STATE , MANNER OF SPEAKING , SENDING , REOVING , LEARNING ,
BUILDING and PSYCHOLOGICAL verbs, among many otheand they may also apply
across languages.

UCAM has focused partly on verbal semantic clasdédsst previous research on verb
clustering has focused on acquiring flat classifoces from corpus data, although many
manually built classifications are taxonomic inurat NLP applications can also benefit from
taxonomic classifications because they vary in sepfithe granularity they require from a
classification.

3.4.3.1 Related Papers

UCAM has introduced a new clustering method calldigrarchical Graph Factorization
Clustering (HGFC) and extended it so that it israpgate for hierarchical verb clustering. This
method outperforms agglomerative clustering whesluated against a test set from VerbNet.
This work has been presented at EMNLP 2011.
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. Sun, Lin and Anna Korhonen. (201Bierarchical Verb Clustering Using Graph
Factorization. 2011. In Proceedings of the 2011 Conference onifttapMethods in Natural
Language Processing (EMNLP). Edinburgh, UK.

A variety of verb classifications have been builtsupport NLP tasks. These include syntactic
and semantic classifications, as well as ones winigtgrate aspects of both (Grishman et al.,
1994; Miller, 1995; Baker et al., 1998; Palmer ket 2005; Kipper, 2005; Hovy et al., 2006).

Classifications which integrate a wide range ofjliistic properties can be particularly useful
for tasks suffering from data sparseness. One sladsification is the taxonomy of English

verbs proposed by Levin (1993) which is based aarezh (morpho-)syntactic and semantic
properties of verbs. Levin's taxonomy or its exthdersion in VerbNet (Kipper, 2005) has

proved helpful for various NLP application tasksicluding e.g. parsing, word sense
disambiguation, semantic role labeling, informati@xtraction, question-answering, and

machine translation (Swier and Stevenson,2 004gDP2004; Shi and Mihalcea, 2005; Zapirain
et al., 2008).

Because verbs change their meaning and behaviomssadomains, it is important to be able to
tune existing classifications as well as to builthel ones in a cost-effective manner, when
required. In recent years, a variety of approatiae®e been proposed for automatic induction of
Levin style classes from corpus data which couldibed for this purpose (Schulte im Walde,
2006; Joanis et al., 2008; Sun et al., 2008; O I8## and Copestake, 2008; Vlachos et al.,
2009). The best of such approaches have yieldadigirgy results. However, they have mostly
focussed on acquiring and evaluating flat classifons. Levin's classification is not flat, but

taxonomic in nature, which is practical for NLP poses since applications differ in terms of
the granularity they require from a classification.

In this paper, we experiment with hierarchical lcestyle clustering. We adopt as our baseline
method a well-known hierarchical method — agglotiegaclustering (AGG) —which has been
previously used to acquire flat Levin-style classifions (Stevenson and Joanis, 2003) as well
as hierarchical verb classifications not based ewirL (Ferror,2004; Schulte im Walde, 2008).
The method has also been popular in the relaté&dbfasoun clustering (Ushioda, 1996; Matsuo
et al., 2006; Bassiou and Ktropoulos, 2011).

We introduce then a new method called Hierarchi@aph Factorization Clustering (HGFC)
(Yu et al., 2006). This graph-based, probabilishistering algorithm has some clear advantages
over AGG (e.qg. it delays the decision on a verhlster membership and any level until a full
graph is available, minimising the problem of erpyopagation) and it has been shown to
perform better than several other hierarchicaltelusg methods in recent comparisons (Yu et
al.,2 006). The method has been applied to thetifamtion of social network communities
(Lin et al., 2008), but has not been used (to &t bf our knowledge) in NLP before.

We modify HGFC with a new tree extraction algoritiwrhich ensures a more consistent result,
and we propose two novel extensions to it. The s method for automatically determining
the tree structure (i.e. number of clusters to tmelgced for each level of the hierarchy). This
avoids the need to pre-determine the number ofassisnanually. The second is addition of soft
constraints to guide the clustering performancea¢Wbs et al., 2009). This is useful for
situations where a partial (e.g. a flat) verb dfasgion is available and the goal is to extend it
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3.4.4 Verb and Noun Clustering in Automatic Metaphor Identification

UCAM has used verb and noun clustering in the tdskutomatic metaphor identification. The
work on metaphor has served to evaluate and demateghe practical usefulness of lexical
acquisition, specifically SCF acquisition, SP asgion, and verb clustering, as it makes use of
these techniques in a task. Metaphor is a freqpeahomenon in language and task-based
evaluation of lexical acquisition is important fdemonstrating the success of the models. The
following papers show that the PANACEA techniquas greatly aid metaphor identification.
The methods are unsupervised save for an inited set.

3.4.4.1 Related Papers
This work was presented at COLING 2010.

. Shutova,Ekaterina; Sun, Lin; Korhonen, Anna. (200®taphor Identification Using
Verb and Noun Clustering. In Huang; Chu-Ren and Jurafsky, Dan (Eds.). Rrdiogs of the
23rd International Conference on Computational liatics (Coling 2010). Beijing, China:
Coling 2010.

. Shutova, Ekaterina; Van de Cruys, Tim; Korhonem#n(2012)Unsupervised
Metaphor Paraphrasing Using a Vector SpaceProceedings of the 24nternational
Conference on Computational Linguistics (Coling 20Mumbai, India.

. Shutova, Ekaterian; Teufel, Simone; Korhonen, Arip@12).Statistical Metaphor
Processing Computational Linguistics 39(2).

Besides enriching our thought and communicatiorh wiovel imagery, the phenomenon of
metaphor also plays a crucial structural role in uge of language. Metaphors arise when one
concept is viewed in terms of the properties ofdtieer. Below are some examples of metaphor.

Q) How can Ikill a process? (Martin, 1988)
2) Inflation haseaten up all my savings. (Lakoff and Johnson, 1980)
3) He shot down all of my arguments. (Lakoff and Johnson, 1980)

We present a novel approach to automatic metaplentification in unrestricted text. Starting
from a small seed set of manually annotated metégai@xpressions, the system is capable of
harvesting a large number of metaphors of simijartesctic structure from a corpus. Our
method is distinguished from previous work in tliatdoes not employ any hand-crafted
knowledge, other than the initial seed set, butdntrast, captures metaphoricity by means of
verb and noun clustering. Being the first to emplaysupervised methods for metaphor
identification, our system operates with precisi60.79.

The motivation behind the use of clustering methiodsnetaphor identification task lies in the
nature of metaphorical reasoning based on assmtiaCompare, for example, the target
concepts ofmarriage and political regime. Having quite distinct meanings, both of them are
cognitively mapped to the source domainnachanism, which shows itself in the following
examples:

(4) Our relationship is not reallyorking.

(5) Diana and Charles did not succeednanding their marriage.
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(6) Thewheds of Stalin's regime weraell oiled and alreadyurning.

We expect that such relatedness of distinct targietepts should manifest itself int he examples
of language use, i.e. target concepts that areciassd with the same source concept should
appear in similar lexico-syntactic environmentsu3hclustering concepts using grammatical
relations (GRs) and lexical features would allomtagapture their relatednelbg association
and harvest a large number of metaphorical exgmesdieyond our seed set. For example, the
sentence in (4) being part of the seed set shadble the system to identify metaphors in both
(5) and (6).

The system was evaluated against a manually aedotitaset. The precision of the system
against the manually annotated dataset was 0.a3)siga WordNet-based baseline precision of
0.44.

3.4.5 Verb Classes in French

UCAM has also applied spectral clustering to Frewetb classes, using lexical, syntactic and
semantic features.

3.4.5.1 Related Papers
This work was presented at COLING 2010.

. Sun, Lin; Poibeau, Thierry; Korhonen, Anna; Meski&@edric. (2010)Investigating
the cross-linguistic potential of VerbNet-style clasification. In Huang; Chu-Ren and Jurafsky,
Dan (Eds.).Proceedings of the 23rd Internationahf@@nce on Computational Linguistics
(Coling 2010). Beijing, China: Coling 2010.

Verb class which integrate a wide range of lingaigtroperties (Levin, 1993) have proved
useful for natural language processing applicatiblwsvever, the real-world use of these classes
has been limited because for most languages, wones similar to VerbNet (Kipper-Schuler,
2005) are available. We apply a verb clustering@gghed developed for English to French — a
language for which no such experiment has beenumted yet. Our investigation shows that
not only the general methodology but also the pedbrming features are transferable between
the languages, making it possible to learn usefubMet style classes for French automatically
without language-specific tuning.

3.4.6 Review of Lexical Classification

A review of lexical classification methods and ¢bagies has been prepared.

3.4.6.1 Related Papers
This work appears in the following paper in #telosophical Transactions of the Royal Society.

. Korhonen, Anna. (2010Automatic Lexical Classification - Bridging Researt and
Practice. Philoshophical Transactions A of the Royal Soci@é8: 3621-3632.

Natural language processing (NLP)—the automatidyaisa understanding and generation of
human language by computers—is vitally dependentaccurate knowledge about words.
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Because words change their behaviour betweenypgst domains and sublanguages, a fully
accurate static lexical resource (e.g. a dictignamprd classification) is unattainable.
Researchers are now developing techniques that doeilused to automatically acquire or
update lexical resources from textual data. If easful, the automatic approach could
considerably enhance the accuracy and portabifitarmuage technologies, such as machine
translation, text mining and summarization. Thipgrareviews the recent and on-going research
in automatic lexical acquisition. Focusing on lexXiclassification, it discusses the many
challenges that still need to be met before theagmth can benefit NLP on a large scale.

3.4.7 Adjective Classes

Adjective lexical-semantic classes, like nominadssies, are less studied than verbal ones,
although there is some recent work on adjectivesels. Hatzivassiloglou and McKeown (1993)
identified adjective scales, e.got-warm-cold, by using cues for scalar adjectives and then
clustering adjectives, and evaluated against huwneated clusters. Tomuro et al. (2007)
presented a clustering algorithm based on wordesassiction to cluster adjectives in Japanese
and English, evaluated against lexical resourceb as WordNet. Navarretta (2000) clustered
Danish adjectives based on predicative patterigwied by manual editing of the clusters.
Boleda and Alemany (2003) performed unsupervisepliaition of Catalan adjective classes,
with the resulting clusters evaluated by human @sdd@oleda (2004) focused on unsupervised
clustering of Catalan adjective semantic classesxXpjoiting a range of shallow distributional
linguistc features.

In D6.1 UCAM intended to work on noun classes. Hegvean opportunity arose to research
classification of adjectives rather than nouns.aA®sult, an MPhil dissertation supervised by
PANACEA members has been completed on unsuperadgdtive clustering. This work uses
spectral clustering to group adjectives using sytiddeatures, specifically subcategorization
patterns, along with co-occurrence and semantitufes Evaluation is against a novel gold
standard based on Dixon (1991) and the F-scofeedbést feature set is 58.

3.4.7.1Related Papers

. Vo, Quang PhuUnsupervised acquisition of adjective classeMPhil Dissertation,
2012, University of Cambridge.

Previous researchers have explored the task ofeding nouns and verbs according to their
semantic and syntactic behaviour. Not many work&eHacused on adjectives, although they
are equally important for many useful natural laaggl applications. In this work, we
investigate a novel task of clustering adjectiv@® isyntactic-semantic classes. A wide range
syntactic, semantic and lexical features were etdch from the GigaWord corpus and we
experimented using of three clustering algorithe evaluate the results using F-measure
against the gold-standard created based on thenBixtassification for adjectives. We show
that our features appear to be useful for the task yield promising results although the
evaluation is particularly challenging. In additiome report the performance of the adopted
machine learning methods using different featuneksfaature representations.

. Vo, Quang Phu; Rimell, Laura; Sun, Lin; Korhonemna.Unsupervised acquisition
of adjective classesDraft submission being prepared.
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3.4.8 Gold Standards

UPF has developed gold standards for noun claasdit. A total of 9 different test sets were
compiled for English and Spanish nouns for HUMANYENT, LOCATION, SEMIOTIC,
ABSTRACT, ARTIFACT, MATTER, SOCIAL_ENTITY, PROCESS(http://www.panacea-
Ir.eu/en/info-for-researchers/gold-standards/noivitassification). All will be available on the
PANACEA website.

UCAM has compiled a new gold standard for adjectieesses, which will be made available at
the PANACEA web site.

3.5 Scientific Articles

Papers describing the different experiments areexath to this document (Annex A). The
complete list of publications is as follows; ths @& collection of the papers listed in the
individual sections above. Note that papers on imgrgre included in D6.4.

* Attia, Mohammed; Toral, Antonio; Tounsi, Lamia; Rec Pavel; van Genabith, Josef.
(2010). Automatic Extraction of Arabic Multiword Expression s. Proceedings of the
Workshop on Multiword Expressions: from Theory tpplications (MWE 2010), Beijing,
China: Coling 2010.

* Bel, Nuria; Coll, Maria; Resnik, Gabriela. (201wutomatic Detection of Non-
deverbal Event Nouns for Quick Lexicon Production In Huang; Chu-Ren and
Jurafsky, Dan (Eds.). Proceedings of the 23rd matiisnal Conference on Computational
Linguistics (COLING 2010). Beijing, China: Colindd20 Organizing Committee. Pag.
46-52. ISBN 978-7-900268-00-6.

* Bel, Nuria; Romeo, Lauren and Padré, Muntsa. (20ARjomatic Lexical Semantic
Classification of Nouns In Proceedings of LREC 2012, Istanbul, Turkey.

» Caselli, Tommaso; Rubino, Francesco; Frontini, Eeana; Russo, Irene; Quochi, Valeria.
(2012). Flexible Acquisition of Verb Subcategorization Franes in Italian. In
Proceedings of LREC2012, Istanbul, Turkey.

e Frontini F., Quochi V., Rubino F. (2012) “Automat@reation of quality Multi-word
Lexica from noisy text dataProceedings of the Sxth Workshop on Analytics for Noisy
Unstructured Text Data. COLING 2012. Mumbai, India.

« Korhonen, Anna. (2010Automatic Lexical Classification - Bridging Researtr and
Practice. Philoshophical Transactions A of the Royal Soci@é8: 3621-3632.

e Korhonen, Anna; Lippincott, Tom; 6 Séaghdha, Diadn&un, Lin. (2010). Eploring
variation across biomedical subdomains In Huang; Chu-Ren and Jurafsky, Dan (Eds.).
Proceedings of the 23rd International Conferenc&€omputational Linguistics (Coling
2010). Beijing, China: Coling 2010.

+ Lippincott, Thomas; Korhonen, Anna and O Séaghdbiarmuid. (2012).Learning
Syntactic Verb Frames Using Graphical modelsin Proceedings of ACL, Jeju Island,
Korea.
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e Lippincott, Thomas; Rimell, Laura; Verspoor, Karlmhnson, Helen L.; Korhonen, Anna.
Approaches to Verb Subcategorization for Biomedicia. Forthcoming, Journal of
Biomedical Informatics.

» O Séaghdha, Diarmuid and Korhonen, Anna. (20M@)elling selectional preferences
in a lexical hierarchy. In Proceedings of *SEM, Montreal, Canada.

e Quochi, Valeria, Frontini, Francesca and RubinmEeaco (2012)A MWE Acquisition
and Lexicon Builder Web Service Proceedings of the COLING 2012. Mumbay. India

¢ Rimell, Laura; Poibeau, Thierry and Korhonen, An(012). Merging Lexicons for
Higher Precision Subcategorization Frame Acquisitia. In Proceedings of the LREC
Workshop on Language Resource Merging, Istanbukelu

* Russo, Irene; Caselli, Tommaso; Rubino Frances2011). Recognizing deverbal
events in contextInternational Journal of Computational Linguistics and Applications —
IJCLA VOI.2 (1-2).

e Shutova,Ekaterina; Sun, Lin; Korhonen, Anna. (20Mgtaphor Identification Using
Verb and Noun Clustering. In Huang; Chu-Ren and Jurafsky, Dan (Eds.). Rrdicgs
of the 23rd International Conference on Computatidinguistics (Coling 2010). Beijing,
China: Coling 2010.

e Shutova, Ekaterian; Teufel, Simone; Korhonen, An(2012). Statistical Metaphor
ProcessingComputational Linguistics 39(2).

e Shutova, Ekaterina; Van de Cruys, Tim; Korhonen,n@dn (2012). Unsupervised
Metaphor Paraphrasing Using a Vector SpaceProceedings of the P4international
Conference on Computational Linguistics (Coling 20Mumbai, India.

e Sun, Lin; Poibeau, Thierry; Korhonen, Anna; Meski&@edric. (2010).nvestigating the
cross-linguistic potential of VerbNet-style classi€ation. In Huang; Chu-Ren and
Jurafsky, Dan (Eds.).Proceedings of the 23rd latissnal Conference on Computational
Linguistics (Coling 2010). Beijing, China: Colin@20.

e Sun, Lin and Anna Korhonen. (201Blierarchical Verb Clustering Using Graph
Factorization. 2011. In Proceedings of the 2011 Conference oniitapMethods in
Natural Language Processing (EMNLP). Edinburgh, UK.

e« Van de Cruys, Tim; Thierry Poibeau and Anna Korhobn&011). Latent Vector
Weighting for Word Meaning in Context. In Proceedings of the 2011 Conference on
Empirical Methods in Natural Language ProcessingNEP). Edinburgh, UK

e Van de Cruys, Tim; Rimell, Laura; Poibeau, ThieKkgrhonen, Anna. (2012Multi-way
Tensor Factorization for Unsupervised Lexical Acqusition. Proceedings of the 94
International Conference on Computational Lingasst{Coling 2012). Mumbai, India:
Coling

The following papers are in preparation, undersiewi, or are unpublished reports.

* Bel, Nuria; Padré, Muntsdsing linguistic priors in lexical semantic classitation: a
Bayesian approach Prepared draft.

e Dong, Yizhen. Using Lexical Resources to Improve Parsing Accuracy MPhil
Dissertation, 2011, University of Cambridge.
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« Rimell, Laura; Lippincott, Thomas; Verspoor, Kardohnson, Helen L.; Korhonen, Anna.
Acquisition and Evaluation of Verb Subcategorizatim Resources for Biomedicine
Under revision, Journal of Biomedical Informatics.

* Vo, Quang Phulnsupervised acquisition of adjective classedVPhil Dissertation,
2012, University of Cambridge.

PANACEA project members have been involved in oigiag a number of workshops to
encourage the development of techniques requiredefd-world lexical acquisition. A list of
the workshops appears here (note an additionalshogkon Lexical Merger appears in D6.4).

» Omri Abend, Anna Korhonen, Ari Rappoport and RoidRart. 2011. Proceedings of the
EMNLP Workshop on Unsupervised Learning in NLP.

e Omri Abend, Chris Biemann, Anna Korhonen, Ari Rappid, Roi Reichart and Anders
Sogaard. 2012. Proceedings of the EACL Joint Wansbn Unsupervised and Semi-
Supervised Learning in NLP.

4 Intregration of lexical acquisition tools into PANACEA platform.

In this section, we present the list of web sewirgegrated into the platform, their common
interfaces and the produced travelling objectso Alge report on the developed workflows.

4.1 Lexical Acquisition Web Services

The consolidated list of deployed web serviceddwical acquisition is presented here. See the
following sections of this document for additiort@scription of the individual web services,
broken down by lexical acquisition task.

We omit here the supporting services such as takes)i lemmatizers, and taggers, which are
generally pre-requisites for lexical acquisitionta@e place, and which are listed in D3.4. Here
we focus on the high level lexical acquisition caments. We also include four parser web
services which have been newly introduced in verSiof the Platform, since parsers are mid-
level tools which are crucial for much lexical amjion. (Abbreviations: LC = Lexical
Classification, SCF = Subcategorization Frames, M¥Wgultiword Expressions.)

. Registry

Name Task Category Language Provider Number
r?oun_classmcatlon_ LC LeX|con/Ter.m|noI !_anguage- UPE 246
filter ogy Extraction independent

ifi Lexi Terminol . :
dt_noun_classifier_ LC exicon/ er.mlno Spanish, English  UPF 264
abstract ogy Extraction
dt_.noun_classmer_ LC LeX|con/Ter.m|noI Spanish, English  UPF 265
artifact ogy Extraction

ifi Lexi Terminol . :
dt_no.un_classﬁler_ LC exicon/ er.mlno Spanish, English  UPF 597
eventive ogy Extraction
dt_noun_classifier | LC Lexicon/Terminol = Spanish, English  UPF 243
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human

dt_noun_classifier_|
ocation

dt_noun_classifier_
matter

dt_noun_classifier_
process

dt_noun_classifier_
semiotic

dt_noun_classifier_
social

naive_bayes_classifi
er

estimate_bayesian_
parameters

create_weka noun_
signatures

compute_p_cue_cla
sses_from_weka

SubcategorizationF
ramesExtractor_IT

estrattore_scf lang
indip
tpc_subcat_inductiv
e

MultiwordExtracto
r IT

TPC_Desr_depende
ncyparser_it

malt_parser

freeling3_dependen
cy

tpc_rasp

LC

LC

LC

LC

SCF

SCF

SCF

MWE

Parsing

Parsing

Parsing

Parsing

ogy Extraction

Lexicon/Terminol
ogy Extraction

Lexicon/Terminol
ogy Extraction

Lexicon/Terminol
ogy Extraction

Lexicon/Terminol
ogy Extraction

Lexicon/Terminol
ogy Extraction

Lexicon/Terminol
ogy Extraction

Lexicon/Terminol
ogy Extraction

Lexicon/Terminol
ogy Extraction

Statistics
Analaysis

Lexicon/Terminol
ogy Extraction

Lexicon/Terminol
ogy Extraction

Lexicon/Terminol
ogy Extraction

Lexicon/Terminol
ogy Extraction

Syntactic Tagging

Syntactic Tagging

Syntactic Tagging

Syntactic Tagging
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Spanish, English UPF
Spanish, English UPF
Spanish UPF
Spanish UPF
Spanish, English  UPF
Language- UPE
independent
Language-
independent UPF
Language-
independent UPF
!_anguage- UPE
independent
ltalian CNR-
ILC
Language- CNR-
independent ILC
Language- UCAM
independent
ltalian CNR-
ILC
ltalian CNR-
ILC
Spanish UPF
English,
Catalan,
Spanish, UPF
Asturian,
Galician
English UCAM

244

266

267

268

269

229

228

226

225

212

250

223

211

210

249

240

222



4.2 Common Interfaces for Lexical Acquisition Componens

All PANACEA components deployed as web servicesenade of Common Interfaces as a way
to ensure interoperability. Common Interfaces peuvisers and Web Service Providers with a
reference showing which mandatory parameters nausebfor each functionality (PoS tagging,
tokenization, sentence alignment, subcategorizatiame induction, lexical class induction,
etc.).

The rationale and background for the Common Intedahas been explained in detail in
deliverable D3.1; see also D3.3, D3.4. Each relealsthe Platform has required that a
Common Interface be defined for the tools releagminmon Interfaces have therefore been
designed for each WP6 component type includeddr8td release of the Platform.

This section sets out the Common Interfaces fothalllexical acquisition component types in
the WP6 modules. Each component type (except ifesline-internal components such as the
weka creator) has mandatory input and output paersyerhich each web service must conform
to, as well as a number of optional inputs and watstpvhich may be used by different tools
instantiating the same lexical acquisition taskn8mf the lexical acquisition component types
have relatively complex interface specificationspexially a wide variety of optional
parameters, since they are highly configurable.eNbat common interfaces are common for
each component type, for example, the CI for SCfaetor is common for the extractor
developed by UCAM and ILC.

4.2.1 Verb SCF Extractor

* Inputs
e Mandatory

* input (text) (Description: parsed corpus)

e corpus_structure (pick list) (Description: choosmf the list of parser output
formats that the component accepts as input)

e Optional

* verb_tags (text) (Description: list of verb POSstég allow identification of the
verbs in the corpus regardless of tagset; canrbgudar expression)

* lemmas (text) (Description: a list of verb lemmaswhich to extract SCFs)

» target_dependency_types (text) (Description: listependency labels which
should be considered as part of SCFs)

* ignore_dependency_types (text) (Description: lisilependency labels which
indicate a verb instance should be ignored, epgpsbkives should be ignored)

* pos_groups (text) (Description: how to group PQJs tagether for SCFs which
include information about POS tag of dependent,a&single grouping containing
noun and pronoun pos tags)

» dependency_types_to_deppos (text) (Descriptionofidependency types where
the POS tag group of the dependent is part of @) S

» dependency_types_to_lexicalize (text) (Descriptiimh:of dependency types
where the lexical value of the dependent is pathefSCF)

* dependency_types_lex_groups (text) (Descriptioougs of lexical items for
lexicalized dependencies, e.g. grouping all diogetl prepositions together)

» dependency_types_to_extend (text) (Descriptionhofislependency types where
the dependent's dependencies are part of the SCF)

« filtering_type (pick list): which type of filteringp use, e.g. relative frequency
thresholding
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e Outputs

filtering_parameter (text): a user-defined paramftethe filtering, e.g. if user
wishes to specify a frequency threshold

confidence (H|M|L) (Description: level of confidendesired for the output,
high/medium/low, default H)

configuration_properties (text): (Description: k& fio customise various properties
of the extractors)

* lexicon (Description: SCF lexicon)

4.2.2 CQP indexer

e Inputs

e Mandatory

corpus (text): PoS tagged corpus, tab separatgdifeghe form: word lemma
PoS).

structure (text): structure of the corpus, thiorgler of components. For example: -
P lemma -P pos -P token is the structure for FregLi

e Optional

e Outputs

charset (pick list): encoding of the corpus (maydwzeor utf-8)
inputlsURLIist (boolean): whether the input is st Ibf urls containing PoS tagged
files or a whole corpus

e corpusld: ID of indexed corpus

4.2.3 CQP querier

e Inputs

* Mandatory

e Outputs

query (text): CQP query, e.g. [lemma="be"]; cat;
corpusld (string): ID of the CQP indexed corpus.

e output: Result of the CQP query

4.2.4 DT noun classifier

e Inputs

e Mandatory

input (text): PoS tagged corpus, tab separatettheiiorm: word lemma PoS. The
tagset must follow FreelLing tagset

language (pick list): language

label (string): label to indentify the corpus fromhich we are extracting noun
occurrences to classify. For example, it may in@iche domain or the origin of the
corpus. This label will be used in the output LMF.

Optional

inputlsURLIist (boolean): whether the input is st lof urls containing PoS tagged
files or a whole corpus

lemmas (text): a list of lemmas to be classifiddnd list is given, all nouns in
corpus will be classified

minOccurrences (number): minimal number of occuwesnin corpus to take the
noun into account and classify it. All nouns octgrless than this number won't
be classified.

output_type (pick list): scored or filtered. Indiea whether a filter to select nouns
classified with high precision should be used dr no
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¢ OQutputs

«  LMFoutput: lexicon in LMF containing the classifigredictions for the selected nouns

« weka: weka file with the signatures used by the D§eful for debugging purposes

e notFoundLemmas: list of lemmas that were not inciipus or appeared less than the
selected number of occurrences.

4.2.5 noun_classification_filter

Filters the output of the noun classifier given theesholds

e Inputs

e Mandatory

input (text): LMF file with scored classificatiorf nouns

class_threshold (number): Threshold for membersth&f class (only nouns
classified with a highest score than this threshaill be considered as class
members)

no_class_threshold (number): Threshold for non-membf the class (only nouns
classified with a negative score that is highest gbsolute value) than this
threshold will be considered as non-class members)

e Optional

¢ OQutputs

class_name: class to be filtered (in case thereeueral classes in input LMF file).
If empty, the same filter will be applied to albekes.

corpusLabel: corpusLabel to be filtered (in casrdhare several corpusLabels in
input LMF file). If empty, the same filter will bapplied to all corpusLabels.

o filtered_LMF: LMF with yes/no/unknown informationstead of scored information.

4.3 MWE Extractor

e Inputs

e Mandatory

input (text) (Description: POS-tagged, possiblysgarcorpus, CoNNL format)

e Optional

¢ OQutputs

tagl (text) (Description: POS tag or class fortfiverd of extracted MWES)

tag2 (text) (Description: POS tag or class for séomord of extracted MWES)
extraction_type (postag|deprel) (Description: whetlo extract MWEs using POS
tags alone or also dependency relations)

window (number) (Description: size of window to sdafor MWE pairs, only
relevant if extraction_type=postag)

depth_rel (number) (Description: how many depenigsnthe extractor looks for,
only relevant if extraction_type=deprel)

stop_words (url) (Description: file containing atlof stop words)

bad_words (url) (Description: file containing & laf words to be discarded)
bad_multiwords (url) (Description: file containing list of multiwords to be
discarded)

prefilter (text) (Description: choice of pre-filttlom tool documentation)
order_by (freg|lljpmi) (Description: how to ordexifs in the output file)

e« Mandatory

mwe lexicon (urllfile): (Description: output lexio as either URL to the actual
resource, or a file)

e Optional
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»  outputType(predefined params): (Description: theetyf output format for the
lexicon. E.g. XML-LMF, tabbed,...)

4.4  Travelling Object definitions for Acquired Lexica

In this section, the format of the lexica acquiraad delivered by PANACEA platform is
specified. The targeted standard format choserthfese travelling objects is basic Lexical
Markup Framework, LMF (Francopoulo et al. 2008).

In this document, the format of the lexica acquiegdl delivered by PANACEA platform is
specified. The targeted standard format choserthfese travelling objects is basic Lexical
Markup Framework, LMF (Francopoulo et al. 2008).

Below we provide LMF examples for the levels of cem in PANACEA, all of them based on
LMF usingDTD in revision 16

4.4.1 General issues about LMF
(extracted from LMF specifications revision’16

“The LMF core package describes the basic hierammhynformation of a lexical entry,
including information on the form. The core packégsupplemented by various resources that
are part of the definition of LMF. These resourresude:

« Specific data categories used by the variety obue® types associated with LMF, both
those data categories relevant to the metamodelf,itand those associated with the
extensions to the core package (for data categbees we understand the names of the
XML elements, that correspond to the main buildisigcks of a lexical resource (e.g.
LexicalEntry, Lemma, Sense etc), and of the mamgatitributes (e.g. id, entry, targets...)).

e The constraints governing the relationship of thdata categories to the meta-model and to
its extensions;

e Standard procedures for expressing these categamigéshus for anchoring them on the
structural skeleton of LMF and relating them to tegpective extension models;

« The vocabularies used by LMF to express relatamtimditional objects for describing how to
extend LMF through linkage to a variety of specisources (extensions) and methods for
analyzing and designing such linked systems.

[..]

LMF extensions are expressed in a framework thatries the reuse of the LMF core
components (such as structures, data categoriésy@eabularies) in conjunction with the
additional components required for a specific reseu

[.]

LMF provides general structures and mechanismsfiatyzing and designing new electronic
lexical resources, but LMF does not specify thacstires, data constraints, and vocabularies to
be used in the design of specific electronic ldxieaources. LMF also provides mechanisms
for analyzing and describing existing resourceagisi common descriptive framework. For the
purpose of both designing new lexical resourcesdmsgribing existing lexical resources, LMF

7 http://www.tagmatica.fr/imf/iso_tc37 sc4 n453 revE®IS 24613 LMF.pdf
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defines the conditions that allow the data exp#s@ny one lexical resource to be mapped to
the LMF framework, and thus provides an intermexdfatmat for lexical data exchange.”

4.4.2 General information about the resource/lexicon

LMF requires two high level, general elements: cakiResource and Lexicon. They are
supposed to be used to encode general and adiiivistmformation about the resource and
the lexicons included in it such as size, daterefition, authors, availability, and so on. Here
below we list the features that are/can be addeahatically by the service and those that may
be added manually if the final user wants to phiisstribute the resource.

The used features will be presented in tables,aoang the name of the attribute, the kind of
values it can have and whether it is mandatorypbional. The proposed features are already
compliant to Metashare. Furthermore, most of thesrti@ceable in IsoCat. In the tables below
we give the link to these correspondences wheriadlai

4.4.2.1 Features added automatically by the lexicon acquison component(s)

44211 Globallnformation

In the table below we list the features that canfdaend under<Globallnformation> in
PANACEA generated lexica.

Attribute Val ue St at us | soCat
resourceTvpe “ lexicalConceptu mandator http://www.isocat.org
yP alResource” Y| restidc/asos
lexicalConceptualRe « lexicon” mandator http://www.isocat.org
sourceType y /datcat/DC-2487
conformanceToStanda
. “LMF” mandator
rdsBestPractices y
. http: d .
mediaType “ text” mandatory /;;ﬁé;m_'gzggt o9
. « » http://www.isocat.org
mimeType text/xml mandatory Idatcat/DC-2571
. p " http://www.isocat.org
characterEncoding UTF-8 mandatory Idatcat/DC-2564
resourceName open optional
. “written http://www.isocat.org
modalityType language” /datcat/DC-2490

44212 Lexicon

Those are the features that are relatedLlisxicon> entry. Nevertheless, some PANACEA
tools (such as the mergers) deliver this infornmatro<Globallnformation> in order to ease
the extraction of the data to be used in the Met@&sMetadata creator. The idea is to put all
metadata irkGloballnformation> and then convert automatically the LMF data indlde
element to Metadata compliant with Metashare.
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Attribute Val ue St at us | soCat
- open (eg. . http://www.isocat.or
originalSource corpu name)* optional g/datcat/DC-2534
domain open * obtional http://www.isocat.or
p p g/datcat/DC-2467
. open, value mandator | http:/www.isocat.or
size type: number. y g/datcat/DC-2580
open .
sizeUnit ted: mandator | http://www.isocat.or
suggestea. y g/datcat/DC-2583
uentryl!)
open
suggested
creationMode ( Igg st mandator | http://www.isocat.or
value ) ISt: y g/datcat/DC-2516
“automaticjmanu
al|mixed”)

. . . http://www.isocat.or
creationModeDetails open optional gldatcat/DC-2511
creationTool open optional
encodingLevel open optional

list:
inaualityTvoe “monolingual|bi mandator | http://www.isocat.or
gualitytyp lingual|multil y g/datcat/DC-2491
ngual”
open (the feat .
lanauagelD can be mandator http://www.isocat.or
guag y g/datcat/DC-2482
repeated)
open (the feat _
lanauageName can be mandator http://www.isocat.or
guag y glrest/dc/2484
repeated)
resourceName open optional http:/Awww.isocat.or
p p g/datcat/DC-2545
* Value should be passed to a wrapper from the Xces/ Graf header.

4.4.2.2 Features to be added manually by the lexicon “curatr”/publisher

Here we include only those recommended features, co mpliant to
Metashare that may be added manually to those indic ated above.

44221 Globallnformation

Attribute Val ue St at us | soCat

http://www.isocat.or

description f ree text optional g/datcat/DC-2520
“ . Similar to:
N available- . .
availability rictedUse” optional http://www.isocat.or
restrictedse g/datcat/DC-2453
open )
license (recommended optional htp://www.isocat.or
g/datcat/DC-2457
“CC-BY-3.0")
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licenseurl open optional http:/ Isocat.or
P p g/datcat/DC-2457
open

restrictionsOfUse (recommended optional
“ attribution”)

I open, free .

attributionText P optional
text

distributionAccessM it ) .

. . , . p://www.isocat.or
edium downloadable optional g/datcat/DC-2458
foreseenUse “ nlpApplication” optional

open, free .
owner optional
text
email email recommen | http://www.isocat.or
ded g/datcat/DC-2521
oraanisationName open, free ontional http://www.isocat.or

J text P g/datcat/DC-2459
organisationShortNa .
me open, achronym optional

open, free ,
departmentName P optional
text
roiectName open, free ontional http://www.isocat.or
proj text P g/datcat/DC-2537
. . http://www.isocat.or
projectShortName open optional g/datcat/DC-2536
roiect!D open optional http://www.isocat.or
Proj p p g/datcat/DC-2535
open (see
fundingType Metashare optional
list)
4.4.2.2.2 Lexicon
Attribute Val ue St at us | soCat
version number optional htp:/hwiw.isocat.or
p g/datcat/DC-2547
descrintion open, free ontional http://www.isocat.or
P text P g/datcat/DC-2520

4.4.2.3Example

<?xml version="1.0" encoding="UTF-8"?>

<IDOCTYPE LexicalResource SYSTEM

“http://lwww.tagmatica.fr/Imf/DTD_LMF_REV_16.dtd" >

<LexicalResource dtdVersion="16">
<!-- metadata for Globallnfo are as far as possible compliant to MetaShare
metadata and/or I1SO Cat. Penny Labropoulou, Elina D esipri  (eds)
Documentation and User Manual of the META-SHARE Met adata Model. Date:
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06/03/2012. http://www.meta-net.eu/meta-share/metadata-schema/

However,

metadata are given as flat lists; not organised int
Some of these metadata have been manually added for
are automatically added by the acquisition tool.-->

<Globallnformation>
<feat att="resourceType” val="lexicalConceptualReso
<feat att="lexicalConceptualResourceType” val="lexi
<feat att="resourceName” val="PANACEA_SCF_IT_ENV”/

<feat att="description” val="This is the PANACEA ac
for Italian and Environment domain” />

<feat att="conformanceToStandardsBestPractices” val
<feat att="mediaType” val="text” />

<feat att="modalityType” val="writtenLanguage” />
<feat att="characterEncoding” val="UTF-8" />

<feat att="availability” val="available-restrictedU

<feat att="license” val="CC-BY-3.0" />

0 components

distributions. Other

urce” />
con” />
>

quired SCF lexica

=“LMF” />

se” [>

<feat att="licenseurl” val= http://creativecommons.org/licenses/by/3.0/ />

<feat att="restrictionsOfUse” val="attribution” />

<feat att="attributionText” val="The Language Resou
Caselli et al.(2012)” />

<feat att="distributionAccessMedium” val="downloada
<feat att="foreseenUse” val="nlpApplication” />

<feat att="owner” val="The Language Resources Group
<feat att="email” val="risorse@ilc.cnr.it” />

<feat att="organisationName” val="Consorzio Naziona
<feat att="organisationShortName” val="CNR-ILC" />

<feat att="departmentName” val="Istituto di Linguis
A. Zampolli” />

<feat att="projectName” val="Platform for Automatic
Annotation and Cost-Effective Acquisition of Langua
Human Language Technologies” />

<feat att="projectShortName” val="PANACEA”" />
<feat att="project|D” val="FP7-ICT-2009-4-248064" /
<feat att="fundingType” val="euFunds” />

<feat att="description” val="This is an automatical
created lexicon for verb subcategorisation frames f
domain.” />

</Globallnformation>

<Lexicon>
<feat att="domain” val="Environment” />
<feat att="encodingLevel” val="syntax” />
<feat att="linguisticlnformation” val="syntax-Subca
<feat att="creationMode” val="automatic” />
<feat att="creationModeDetails” val="induction” />
<feat att="creationTool” val="SCF_Extractor_IT" />
<feat att="creationDate” val="20120715" />
<feat att="originalSource” val="PANACEA_MCv2_ENV_IT
<feat att="version” val="1.0" />
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<feat att="lingualityType” val="monolingual” />
<feat att="languagelD” val="it" />
<feat att="languageName” val="ltalian” />
<feat att="size” val="370" />
<feat att="sizeUnit” val="SyntacticBehaviour” />
<LexicalEntry id="le_1">
()
</LexicalEntry>
</Lexicon>
</LexicalResource>

4.4.3 PANACEA SubCat lexicon format

We present and discuss an example with one legiay for the vertaccusare. Two syntactic
frames for this verb are described here as an deamp

@SUBJ@OBJ (i.e. a syntactic frame with two argursfenimplements: a subject and a direct
object)

@SUBJ@OBJ@COMP-DI (i.e. a syntactic frame with ¢hmeguments/complements: a subject,
a direct object, and a prepositional phrase comgitgnmtroduced by the prepositidr)

Some comments are contained in the appropriate emtfield. <!-- -->

<Lexicon>

<LexicalResource>

<I-- LexicalEntry represents the verb main entry

<LexicalEntry id="le_1">
<feat att="partOfSpeech” val="V" /> <!-- it is recommended to use feat
“partOfSpeech” to set the partOfSpeech of the entry
<I-- Lemma is obligatory in LMF and should be used to

encode the morphosyntactic information applicable t o the
whole lemma -->

<Lemma>
<feat att="writtenForm” val="accusare"/>

</Lemma>
<l--  SyntacticBehaviour contains the link btw the verb and the
subcategorisation frame(s) relevant for the verkhad; auxiliary and frequency
information can also be encoded here. Becaudeedfidture of the extracted data and
especially because of frequency information thatilg refers to the verb-subcat pair ,
we would recommend to have each syntactic behavipint to only one
subcategorisation frame. But this is not constighibg LMF, and infact may not be
true nor a good practice for other types of lex&oen

<SyntacticBehaviour id="sb_1" subcategorizationFram es="scf_11">
<feat att="aux” val="avere"/>
<feat att="freq” val="0.3"/>
<I--“domain” is a label used to identify the domain in the casenanually
developed lexica or the corpus from where the taxitas been extracted, in case it
has been automatically acquieresd
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<feat att="domain” val="general”/>
</SyntacticBehaviour>

<SyntacticBehaviour id="sb_2" subcategorizationFram es="scf_22">
<feat att="aux” val="avere”/>
<feat att="freq” val="0.04"/>
<feat att="domain” val="general”/>
</SyntacticBehaviour>
</LexicalEntry>

<I-- SubcategorizationFrame contains the description of the syntactic struegun
terms of syntactic arguments
<SubcategorizationFrame id="scf_11">
<feat att="scf-type” val="@obj"/> <!-- the attribute scf-type here is used
simply to assign a lable to the whole SCF, whicly ima useful for evaluation purposes
>
<I-- SyntacticArgument specifies the properties of each single argument: e
information about position, function, its optiortglisyntactic realization, etc may be
expressed here. In the PANACEA TO it is recommehdaddatory to use function
(to express the grammatical function of the argujnand/or realisation (to express
somehow the surface realization of the argumenthaskey/obligatory features for
syntctic arguments. They will be used e.g. for nmgrgourposes. Optionality and
position are optionat>
<SyntacticArgument>
<feat att="position” val="0"/>
<feat att="optionality” val="yes"/>
<feat att="function” val="subj"/>
<feat att="realization” val="NP"/>
</SyntacticArgument>

<SyntacticArgument>
<feat att="position” val="1"/>
<feat att="optionality” val="no"/>
<feat att="function” val="obj"/>
<feat att="realization” val="NP"/>
</SyntacticArgument>
</SubcategorizationFrame>

<SubcategorizationFrame id="scf_22">

<feat att="scf-type” val="@obj@comp-di"/>
<SyntacticArgument>

<feat att="position” val="0"/>

<feat att="optionality” val="yes"/>

<feat att="function” val="subj"/>

<feat att="realization” val="NP"/>
</SyntacticArgument>
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<SyntacticArgument>
<feat att="position” val="1"/>
<feat att="optionality” val="no"/>
<feat att="function” val="obj"/>
<feat att="realization” val="NP"/>
</SyntacticArgument>

<SyntacticArgument>
<feat att="position” val="2"/>
<feat att="optionality” val="no"/>
<feat att="function” val="comp”/>
<feat att="realization” val="PP_di"/>

</SyntacticArgument>

</SubcategorizationFrame>
</Lexicon>
</LexicalResource>

4.4.3.1 Spanish SCF

The general LMF structure used in the PANACEA laxis common for all languages.
Nevertheless, there is some information that camgéh in the different languages depending on
the kind of information available in each case. &dmg SCFs, the concrete realization of the
SyntacticArgument for Spanish is different than Italian. Thus, haeve present some
examples of SpanisByntacticArgument and their contents:

<SyntacticArgument id="syn_arg_43 1">
<feat att="position” val="1"/>
<l--  for Spanish there is only one kind of complemeamead‘comp” . The realization
states the different kind of complements
<feat att="function” val="comp”/>
<I-- np: noun phrase->
<feat att="realization” val="np"/>
</SyntacticArgument>

<SyntacticArgument id="syn_arg_47_1">
<feat att="position” val="1"/>
<feat att="function” val="comp”/>
<!-- ppa: indirect object->
<feat att="realization” val="ppa”/>
</SyntacticArgument>

<SyntacticArgument id="syn_arg_43 2">
<feat att="position” val="2"/>
<feat att="function” val="comp”/>
<I--cp: object is a clause phrase, state also the kinthote-->
<feat att="realization” val="cp"/>
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<l-- inf: infinitive clause-->
<feat att="type” val="inf"/>
</SyntacticArgument>

<SyntacticArgument id="syn_arg_43 2">
<feat att="position” val="2"/>
<feat att="function” val="comp”/>
<l--cp :objectis a clause phrase, state also the kinthoke->
<feat att="realization” val="cp"/>
<!-- fin: finite clause->
<feat att="type+cl_type” val="fin"/>
</SyntacticArgument>

<SyntacticArgument id="syn_arg_43_3">
<feat att="position” val="3"/>
<feat att="function” val="comp”/>
<l-pp:  prepositional complement, state which kind of objehas-->
<feat att="realization” val="pp”"/>
<I--  concrete preposition that introduces the-pp:
<feat att="prep” val="a"/>
<I--  the object of the pp can be “np” or “cp”. If itds“cp” the type of the “cp” is also
stated->
<feat att="pp_object” val="cp”/>
<feat att="pp_object+type” val="inf"/>
</SyntacticArgument>

<SyntacticArgument id="syn_arg_44_0">
<I--  the subject is essentitally equal to Italian, thalization can be “np” or “cp”. If it
is “cp”, it can have the same options than complerfep” -->
<feat att="position” val="0"/>
<feat att="function” val="subj"/>
<feat att="optionality” val="yes"/>
<feat att="realization” val="np"/>
</SyntacticArgument>

4.4.4 PANACEA Multiword lexicon format
For the TO for MW lexica we propose the simplegresentational means offered by LMF.

LMF has 3 possible extensions for representing MWE: “Morphology”, the “Morphological
patterns” and the “NLP multiword expression patt&mextensions, but the main components for
their representations, available in all extensiams,List Of Components (aggregated to Lexical
Entry) and Component (aggregated to List Of Compt:and pointing to Lexical Entry).
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Lexicon

Lexical Entry |= List Of Components

1 A
= [

— T 0. { 2. {ordered)
1 0."

I Component
Lemma \ 0.

Already with these representational objects we rbhayable to describe also the internal
composition and properties of MWE in a relativeiygle way.

Lexical Entry may contain data categories that ipdicat the entry is a multiword and a data
category specifying the POS (or MWE) pattern itansiates.

See an example below:

<?xml version="1.0" encoding="UTF-8"?>

<IDOCTYPE LexicalResource SYSTEM
"http://www.tagmatica.fr/Imf/DTD_LMF_REV_16.dtd">

<LexicalResource dtdVersion="16">
<-- metadata for genaral info, to make compliant to MetaShare
metadata -->
<Globallnformation>
<feat att="originalSource” val="panacea_corpus_20 111023"/>
<feat att="crawlDate” val="2011"/>
<feat att="size” val="20"/>
<feat att="sizeUnit” val="words"/>
<feat att="sizeUnitMultiplier” val="million"/>
<feat att="author” val="CNR"/>
<feat att="creationMode” val="automatic"/>
<feat att="creationModeDetails” val="acqui sition”/>
</Globallnformation>

<Lexicon>
<feat att="type" val="Panacea_ MWE_Lexicon"/>
<feat att="language" val="Italian"/>

<-- here follows a list of single words that are ugsethi Multiword lexicon->
<LexicalEntry id="le_ea38d68660cd14356bbc85858679 0dle">
<feat att="entryType" val="Singleword"/>
<feat att="absoluteFrequency" val="33675"/>
<feat att="pos" val="s"/>
<Lemma>
<feat att="writtenForm" val="datore"/>
</Lemma>
</LexicalEntry>

<LexicalEntry id="le_fbc2154ed38299eea3458847abab afe3">
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<feat att="entryType" val="Singleword"/>
<feat att="absoluteFrequency" val="295032"/>
<feat att="pos" val="s"/>
<Lemma>
<feat att="writtenForm" val="lavoro"/>
</Lemma>
</LexicalEntry>

<LexicalEntry id="le_ad72734656bb0f51bdd5dfcfcb35
<feat att="entryType" val="Singleword"/>
<feat att="pos" val="e"/>
<Lemma>
<feat att="writtenForm" val="di"/>
</Lemma>
</LexicalEntry>

607f">

<-- here is the list of actual MWESs, with their featrand list of components. Each
component points to the single Lexical Entry agmefd above; the MWEs contain the
feature Domain to mark the fact that they belong special domain->

<LexicalEntry id="le_254b8f8a92b5d4efdd22e057edae
<feat att="entryType" val="Multiword"/>
<feat att="MWEPattern" val="s+e+s"/>
<feat att="absoluteFrequency" val="32149"/>
<feat att="logLikelihood" val="0.002367902295912
<feat att="writtenform" val="datore di lavoro"/>
<feat att="lemmaPair" val="datore-lavoro"/>
<feat att="domain" val="labour"/>
<Lemma></Lemma>

<ListOfComponents>

<Component entry="le_ea38d68660cd14356bbc858586

<feat att="rank" val="0"/>

<feat att="pos" val="s"/>

<feat att="lemma" val="datore"/>

<feat att="writtenform" val="datore"/>

<feat att="function" val="head"/>
</Component>

<Component entry="le_ad72734656bb0f51bdd5dfcfcb

<feat att="rank" val="1"/>

<feat att="pos" val="e"/>

<feat att="lemma" val="di"/>

<feat att="writtenform" val="di"/>
</Component>

<Component entry="le_fbc2154ed38299eea3458847ab

<feat att="rank" val="2"/>
<feat att="pos" val="s"/>
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<feat att="lemma" val="lavoro"/>
<feat att="writtenform" val="lavoro"/>
</Component>
</ListOfComponents>
</LexicalEntry>
</Lexicon>
</LexicalResource>

4.4.5 PANACEA Lexical Classes lexicon format

We present two LMF examples for lexical semanti&sses. Our proposal is to include the
information regarding the semantic class undense> entry. For the given examples, we will
assume that the nouns are classified in threeedagventive, human and location. The two
different LMF samples that we present differ onty liow the information of belonging or not
belonging to the class is encoded. This depend®uarthe classifier is used:

» Scored LMF: each noun in the lexicon receives a score (betwkand 1) for each class
indicating the confidence of the classifier. If $wore is higher than 0, the noun is
considered a member of the class, scores closinttichte high confidence of the
classifier. If the score is below zero, it is calesed a non-member of the class (with more
confidence as closer to -1 is the score).

« Filtered LMF: instead of giving a score for the classificatithre nouns receive a ternary
classification: yes/no/unknown. The unknown elerseme those that have been classified
with small confidence by the classifier.

4.4.5.1 Scored LMF example:

<Lexicon>
<LexicalEntry id="le_1">
<I--Lemma is obligatory in LMF and should be used to encdue morphosyntactic
information applicable to the whole lemma
<Lemma>
<feat att="writtenForm” val="boy"/>

</Lemma>
<l-- use featpartOfSpeech” to set the PoS of the entry
<feat att="partOfSpeech” val="noun”/>
<Sense>
<l-- add one feat for each class and its assigned score
<I--  “boy” belongs to the class human but notdeation or eventive -->

<feat att="event” val="-0.85"/>
<feat att="hum” val="0.95"/>
<feat att="loc” val="-0.75"/>

<!I-- “domain” is a label used to identify the corpus from whédre lexicon has
been extracted, in case it has been automatioaijyiered->
<feat att="domain” val="labour”/>
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</Sense>
</LexicalEntry>

<LexicalEntry id="le_2">
<feat att="partOfSpeech” val="noun”/>
<Lemma>
<feat att="writtenForm” val="car”/>
</Lemma>
<Sense>
<feat att="domain” val="labour"/>
<l--  “car” does not belong to the clalssman nor eventive, but it has small score to
belong to clastocation -->
<feat att="event” val="-0.65"/>
<feat att="hum” val="-0.75"/>
<feat att="loc” val="0.25"/>
</Sense>
</LexicalEntry>

<LexicalEntry id="le_3">
<feat att="partOfSpeech” val="noun”/>
<Lemma>
<feat att="writtenForm” val="storm"/>
</Lemma>
<Sense>
<feat att="domain” val="labour”/>
<l--  “storm” belongs to the class eventive but ndiotmtion or human -->
<feat att="event” val="0.95"/>
<feat att="hum” val="-0.75"/>
<feat att="loc” val="-0.80"/>
</Sense>
</LexicalEntry>
</Lexicon>

4.4.5.2 Filtered LMF example:

<Lexicon>
<LexicalEntry id="le_1">
<feat att="partOfSpeech” val="noun”/>
<l--Lemma is obligatory in LMF and should be used to encdue morphosyntactic
information applicable to the whole lemma
<Lemma>
<feat att="writtenForm” val="boy"/>

</Lemma>

<l-- use featpartOfSpeech” to set the PoS of the entry
<feat att="partOfSpeech” val="noun”/>
<Sense>
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<I--  add one feat for each class and its assigned score

<I--  “boy” belongs to the class human but notdeation or eventive -->
<feat att="event” val="no"/>
<feat att="hum” val="yes"/>
<feat att="loc” val="no"/>
<!I-- “domain” is a label used to identify the corpus from whtre lexicon has
been extracted, in case it has been automatioadjyiered->
<feat att="domain” val="labour"/>
</Sense>
</LexicalEntry>

<LexicalEntry id="le_2">
<feat att="partOfSpeech” val="noun”/>
<Lemma>
<feat att="writtenForm” val="car"/>
</Lemma>
<Sense>
<feat att="domain” val="labour”/>
<I--  “car” does not belong to the clakgman nor eventive, but the classifier is not
sure about cladscation -->
<feat att="event” val="no"/>
<feat att="hum” val="no"/>
<feat att="loc” val="unknown”/>
</Sense>
</LexicalEntry>

<LexicalEntry id="le_3">
<feat att="partOfSpeech” val="noun”/>
<Lemma>
<feat att="writtenForm” val="storm"/>
</Lemma>
<Sense>

<feat att="domain” val="labour”/>

<I--  ‘“storm” belongs to the classentive but not tdocation or human -->
<feat att="event” val="yes"/>
<feat att="hum” val="no"/>
<feat att="loc” val="no"/>
</Sense>
</LexicalEntry>
</Lexicon>

4.5 Workflows

Within the PANACEA platform, Taverna workflows aglesigned to provide a seamless end-to-
end solution for lexical acquisition. In the WP6nkflows, tools for creating lexica are chained
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together, demonstrating the ability to perform awatic lexical acquisition. The PANACEA
lexical acquisition components were particularlgigeed to use technologies that are scalable
and implementable in a distributed environment.

The following workflows relevant to WP6 lexical agsjtion components have been developed.
Workflows are also documented at http://myexperinedaa.org. (Workflows related to lexical
merger are presented in D6.4.). For each workflsted here, the components included are also
listed. In some cases the workflows start from taxt and in others from parsed data, where
parsed corpora already exist or where parsingladively time-consuming and is assumed to
have taken place offline or in a separate workfl&w.an example, the diagram is given for
some of the workflows.

45.1 SCF workflows

4.5.1.1 Dependency parsed 2 Italian SCF acquisition

http://myexperiment.elda.org/workflows/50

This workflow contains the Subcategorisation frameguisition service for the Italian language.
The service takes in input dependency parsedTeetoutput is a lexicon encoded according to
LMF and serialized in an XML conformant to the LNDA'D rev.16.

Components estrattore_scf

Provider: CNR

4.5.1.2 Dependency parsed 2 Italian MWE and SCF acquisition

http://myexperiment.elda.org/workflows/48

This workflow combines together two services rugrim parallel: the MWE acquisition and the
Subcategorisation frames acquisition services, fmthhe Italian language. The two services
take in input dependency parsed text. The outpwasseparate lexicons encoded according to
LMF and serialized in an XML comformant to the LNIA'D rev.16.

Components:estrattore_mw_2, estrattore_scf, SCF

Provider: CNR

apos_value bpos_value window _value | . | file_with_urls verbs | A\ ¢
estrattore_mw_2 estrattore_scf
- Workflow Outpula i
estrattore_mw_std_output_url estrattore_scf std output_url \v4

Figure 1: Dependency parsed 2 Italian MWE and SCF acquisitiorkflow
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4.5.1.3Rasp parsed to English SCF

http://myexperiment.elda.org/workflows/70

This workflow takes English data parsed with theSRAsystem and outputs a SCF lexicon. The
default settings for the workflow are those use®ANACEA experiments, but all settings are
customizable by the user.

Components:tpc_subcat_inductive

Provider: UCAM

4.5.1.4 Spanish SCF extractor from parsed corpus for a give list of verbs

http://myexperiment.elda.org/workflows/80

This workflow uses UCAM SCF extractor to extraa tBCF for a set of given verbs. The input
corpus must be already parsed. The parametersrutied workflow assume that the corpus has
been tagged (or follows the format) whit Spanishitnparser webservice as deployed by
Panacea

Components:tpc_subcat_inductive

Provider: UPF

4.5.1.5 Spanish SCF extractor from parsed corpus for all vbs appearing more than a
given number of times in the corpus

http://myexperiment.elda.org/workflows/81

This workflow uses UCAM SCF extractor to extracd tBCF in Spanish for all verbs appearing

in the corpus more than a given number of timee. ifiput corpus must be already parsed. The
parameters used in this workflow assume that tineusohas been tagged (or follows the format)
whith Spanish malt parser webservice as deployeanacea. This corpus is indexed with cqp

to get all verbs appearing more than the given rmrobtimes in the corpus and then the list of

these verbs is used to call the SCF extractor.

Components:cqp_index , cqp_query_all_verbs, columns_seletgor,subcat_inductive

Provider: UPF

4.5.2 MWE acquisition workflows

4.5.2.1 MWE lexicon extractor from text

http://myexperiment.elda.org/workflows/58

This is a workflow for acquiring a Lexicon of Muktords for Italian from a corpus of web
pages (in basicxces format). In PANACEA this corfauthe output of crawling workflows. NB.
This wf assumed the crawling phase has already peormed and the result saved on a server.

Components:converter_to_plain, freeling_it, fc_freeling_text conll_it, desr, estrattore_mw

Provider: CNR

58



. Workflow Inputs

o | file_with_urls

Beanshell

| converter_to plain || language value |

| fo_freeling_text_2_conll_it || language value_1 |

desr

v

| Beanshell_2 | apos_value ” bpos_value ” window_value

estratiore_mw

Figure 2: MWE lexicon extractor from text

4.5.2.2 Dependency parsed 2 Italian MWE and SCF acquisition

http://myexperiment.elda.org/workflows/48

See section 4.4.1.2

4.5.2.3 Multiword acquisition with post-filtering

http://myexperiment.elda.org/workflows/94

This workflow combines the language independenttiviaold Extractor and 4 post-filters. The
input is a pos-tagged corpus formatted in CoNLL @dumns format). The output is a
multiword form lexicon optionally represented in ENKML or in tabbed format.

4.5.3 Workflows for Lexical Semantic Classes Acquisition

4.5.3.1 Classification of nouns found in crawled data intdexical classes

http://myexperiment.elda.org/workflows/63

This workflow annotates with FreeLing the inputwled data (in TO1 format) and sends it to
three different noun classifiers: event, locatiod dauman nouns. Each classifier produces a
LMF output. The three obtained LMF files are mergetd a single LMF lexicon containing
information for all classes using the merging welviee. This workflow works for English and
Spanish, since those are the languages for whesk tire noun classifiers available.
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Components: url_list_split, panacea_conversor, freeling3_taggidt noun_classifier_human,
dt_noun_classifier_location, dt_noun_classifier eattive, merge_Imf_loc_event,
merge_Imf_loc_event_hum

Provider: UPF

4.5.3.2 Classification of nouns in PoS tagged data for Enigh and 7 available classes

http://myexperiment.elda.org/workflows/84

This workflow uses FreelLing annotated data to dasise given list of nouns with the different
available noun classifiers for English. The LMF mut of each classifier are merged into a
single LMF lexicon containing information for alasses.

Components:dt_noun_classifier_eventive, dt_noun_classifieman,
dt_noun_classifier_location, dt_noun_classifier triatn$, dt_noun_classifier_artifact,
dt_noun_classifier_matter, dt_noun_classifier_dpmarge_list_of Imf files

Provider: UPF

:

Figure 3: Classification of nouns in PoS tagged data forliEh@nd 7 available classes

4.5.3.3 Classification of nouns in PoS tagged data for Sp&h and 9 available classes

http://myexperiment.elda.org/workflows/85

This workflow uses FreeLing annotated data to diasise given list of nouns with the different
available noun classifiers for Spanish (9 classE. LMF ouputs of each classifier are merged
into a single LMF lexicon containing informatiorrfall classes.

Components:dt_noun_classifier_eventive, dt_noun_classifieman,
dt_noun_classifier_location, dt_noun_classifier tians$, dt_noun_classifier_artifact,
dt_noun_classifier_matter, dt_noun_classifier_psscdt_noun_classifier_semiotic,
dt_noun_classifier_social, merge_list_of_Imf_files

Provider: UPF

4.5.3.4 Freeling tagging, weka creation and model trainingrom crawled data

http://myexperiment.elda.org/workflows/67

This workflow annotates with FreeLing PoS tagge ithput crawled data and creates a weka
file using given regular expressions and gold saathdThis weka file is used to estimate the
bayesian parameters using the given priors. Thpubuhodel can be used to classify new
instances with a Naive Bayes classifier.
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Components: url_list_split, panacea_conversor, freeling3_taggi  cgp_index,
create_weka_noun_signatures

Provider: UPF

4.5.3.5 Freeling tagging, weka creation and classificatiofor crawled data

http://myexperiment.elda.org/workflows/68

This workflow annotates with FreeLing PoS tagge ithput crawled data and creates a weka
file using given regular expressions and gold saeshdThis weka file is then classified using
Naive Bayes classifier and the given model.

Components: url_list_split, panacea_conversor, freeling3_taggi  cgp_index,
create_weka_noun_signatures, naive_bayes_classifier

Provider: UPF

5 Deliveries

The monolingual lexica built using the presentedidlows are delivered in D6.3. See that
document for details.

We also deliver (attached to this document) thergiic articles related to the work presented
here and the Regular Expression sets to developeaatters for noun-lexical acquisition.
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