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1. Experimental Setup

To evaluate our curiosity module on its ability to improve
exploration and provide generalization to novel scenarios,
we will use two simulated environments. This section de-
scribes the details of the experimental setup. The code,
environment setups, trained models and video of results
are publicly available at http://pathak22.github.
io/noreward-rl/.

Training details All agents in this work are trained us-
ing visual inputs that are pre-processed in manner similar
to (Mnih et al., 2016). The input RGB images are con-
verted into gray-scale and re-sized to 42 x 42. In order to
model temporal dependencies, the state representation (s;)
of the environment is constructed by concatenating the cur-
rent frame with the three previous frames. Closely follow-
ing (Mnih et al., 2015; 2016), we use action repeat of four
during training time in VizDoom and action repeat of six
in Mario. However, we sample the policy without any ac-
tion repeat during inference. Following the asynchronous
training protocol in A3C, all the agents were trained asyn-
chronously with twenty workers using adaptive stochastic
gradient descent, ADAM (Kingma & Ba, 2015).

A3C architecture The input state s; is passed through
a sequence of four convolution layers with 32 filters each,
kernel size of 3x3, stride of 2 and padding of 1. An expo-
nential linear unit (ELU; (Clevert et al., 2015)) is used after
each convolution layer. The output of the last convolution
layer is fed into a LSTM with 256 units. Two separate fully
connected layers are used to predict the value function and
the action from the LSTM feature representation.

Intrinsic Curiosity Module (ICM) architecture The in-
trinsic curiosity module consists of the forward and the in-
verse model. The encoder model first maps the input state
(s¢) into a feature vector ¢(s;) using a series of four con-

"University of California, Berkeley.
Deepak Pathak <pathak @berkeley.edu>.

Correspondence to:

Proceedings of the 34" International Conference on Machine
Learning, Sydney, Australia, PMLR 70, 2017. Copyright 2017
by the author(s).

127
finetuned: ICM + A3C

scratch: ICM + A3C
finetuned: ICM (pixels) + A3C i
—— scratch: ICM (pixels) + A3C VA

I o o =
IS o © )

Extrinsic Rewards per Episode
o

o
o

0 1 2 3 4 5 6 7 8

Number of training steps (in millions)
Figure 1. Curiosity pre-trained ICM + A3C when finetuned on the
test map with environmental rewards outperforms ICM + A3C
trained from scratch using both environmental and curiosity re-
ward on the “sparse” reward setting of VizDoom. The pixel pre-
diction based ICM agent does not generalize, while our ICM
agent generalizes very well to the new map and novel textures.
Results in “very sparse” scenario are in shown in main paper in
Figure 8. Discussion is in Section 4.3.

volution layers, each with 32 filters, kernel size 3x3, stride
of 2 and padding of 1. ELU non-linearity is used after
each convolution layer. The dimensionality of ¢(s;) (i.e.
the output of the fourth convolution layer) is 288. For the
inverse model, ¢(s;) and ¢(s;41) are concatenated into a
single feature vector and passed as inputs into a fully con-
nected layer of 256 units followed by an output fully con-
nected layer with 4 units to predict one of the four possible
actions. The forward model is constructed by concatenat-
ing ¢(s;) with a; and passing it into a sequence of two fully
connected layers with 256 and 288 units respectively. Note
that there are no shared parameters between ICM architec-
ture and policy architecture because these two are optimiz-
ing the objective in approximately opposite directions.

The value of g is 0.2,  is 0.01, and X is 0.1. The equa-
tion (7) is minimized with learning rate of 1le — 4. We used
ADAM (Kingma & Ba, 2015) optimizer with its parame-
ters not shared across the workers.

Baselines Our first baseline, ‘ICM-pixels’, contains only
forward model to predict next observation in pixel space.
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Architecture follows the ICM feature encoder architecture
to encode input observation into features ¢(s;), followed
by 3 deconvolutional layers of kernel size 3x3, stride of 2
and 32 filters. A final deconvolutional layer generates the
next observation in pixel space. The value of n is 0.5 for
‘ICM-pixels’.

Our second baseline, ‘ICM-aenc’, follows the same archi-
tecture of ‘ICM-pixels’. The difference is in the way cu-
riosity bonus is calculated in the feature space ¢(st). The
value of 7 is 0.01 for ‘ICM-aenc’.
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