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Abstract

Machine learning (ML) robustness and domain
generalization are fundamentally correlated: they
essentially concern data distribution shifts under
adversarial and natural settings, respectively. On
one hand, recent studies show that more robust
(adversarially trained) models are more generaliz-
able. On the other hand, there is a lack of theoret-
ical understanding of their fundamental connec-
tions. In this paper, we explore the relationship
between regularization and domain transferability
considering different factors such as norm regu-
larization and data augmentations (DA). We pro-
pose a general theoretical framework proving that
factors involving the model function class reg-
ularization are sufficient conditions for relative
domain transferability. Our analysis implies that
“robustness” is neither necessary nor sufficient for
transferability; rather, regularization is a more fun-
damental perspective for understanding domain
transferability. We then discuss popular DA pro-
tocols (including adversarial training) and show
when they can be viewed as the function class reg-
ularization under certain conditions and therefore
improve generalization. We conduct extensive
experiments to verify our theoretical findings and
show several counterexamples where robustness
and generalization are negatively correlated on
different datasets.

1. Introduction

Domain generalization (or domain transferability) is the task
of training machine learning models with data from one or
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more source domains that can be adapted to a farget domain,
often via low-cost fine-tuning. Thus, domain generalization
refers to approaches designed to address the natural data
distribution shift problem (Muandet et al., 2013; Rosen-
feld et al., 2021). A wide array of approaches have been
proposed to address domain transferability, including fine-
tuning the last layer of DNNs (Huang et al., 2018), invariant
feature optimization (Muandet et al., 2013), efficient model
selection for fine-tuning (You et al., 2019), and optimal
transport based domain adaptation (Courty et al., 2016).
Understanding domain generalization has emerged as an
important task in the machine learning community.

On the other hand, robust machine learning aims to tackle
the problem of adversarial data distribution shift. Both em-
pirical and certified robust learning approaches have been
proposed, such as empirical adversarial training (Madry
et al., 2018) and certified defenses based on both determin-
istic and probabilistic approaches (Cohen et al., 2019; Li
et al., 2019; 2021; 2020).

Recent studies (Salman et al., 2020; Utrera et al., 2020)
draw a connection between domain transferability and ro-
bustness, and suggest that adversarially robust models (i.e.,
models with good accuracy under adversarial attacks) are
more domain transferable. However, a theoretical analy-
sis of their fundamental connections is still lacking, and
it is unclear whether robustness is necessary or sufficient.
To fill in this gap, this paper aims to answer the following
questions: Is model robustness sufficient or necessary for
domain transferability? What are sufficient conditions for
domain transferability?

To answer the first question, our analysis and experiments
show that adversarial robustness is neither sufficient nor
necessary for domain transferability and they can even be
negatively correlated. To answer the second question, we
first observe that domain transferability is fundamentally a
“relative” concept, as it by definition involves two domains,
i.e., the source/target domain. With the observation, we
propose a general theoretical framework that characterizes
sufficient conditions for the relative domain transferability
from the view of function class regularization. The relative
domain transferability, loosely speaking, is the performance
of the fine-tuned source model on the target domain relative
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Figure 1. Illustration of robustness and domain transferability in different conditions. We study different augmentation and regularization
techniques that can serve as sufficient conditions for domain transferability. We observe that adversarially robust models do not necessarily

achieve a better performance in domain transferability and sometimes they are negatively correlated.

to the performance of the source model on the source do-
main. We then prove an inequality showing that stronger
regularization on the feature extractor (during the source
model training process) implies a better relative domain
transferability. We also discuss what data augmentations
can be viewed as function class regularization generally.
Since adversarial training can be viewed as a regulariza-
tion under some conditions (Roth et al., 2020; El Ghaoui &
Lebret, 1997; Bertsimas & Copenhaver, 2018), our work im-
plies that the regularization effect of adversarial training is a
better and more fundamental explanation for the connection
between adversarial training and domain transferability.

To verify our theory, we conduct extensive experiments
on ImageNet (CIFAR-10 as target domain) and CIFAR-
10 (SVHN as target domain) based on different models.
We show that regularizations such as norm regularization
and certain data augmentations can control the relative and
absolute domain transferability, while the robustness and
domain transferability can be even negatively correlated
with the domain transferability, as illustrated in Fig. 1.

Technical contributions. Our theoretical analysis and em-
pirical findings show that, instead of robustness or adversar-
ial training, regularization is a more fundamental perspective
to understand domain transferability. Concretely,

* We show that improving adversarial robustness is neither
necessary nor sufficient for improving domain transfer-
ability without additional conditions, as shown in Sec-
tion 2.1.

* We propose a theoretical framework to analyze the suffi-
cient conditions for domain transferability from the view
of function class regularization (Section 2.2&2.3). We
prove that shrinking the function class of feature extrac-
tors during training monotonically decreases a tight upper
bound on the relative domain transferability loss. There-
fore, it is reasonable to expect that imposing regularization
on the feature extractor during training can lead to a better
relative domain transferability.

* We provide general analysis on when data augmentations

(including adversarial training) can be viewed as regular-
ization. In particular, we verify analysis based on the data
augmentations of Gaussian noise, rotation, and translation,
as discussed in Section 3.

* We conduct extensive experiments on different datasets
and model architectures to verify our theoretical claims
(Section 4). We also show counterexamples where ad-
versarial robustness is significantly negatively correlated
with domain transferability.

Taken together, our results suggest a more nuanced explana-
tion of the phenomenon that “adversarially trained models
transfer better,” suggesting instead that adversarial training
implies training with regularization, which, in turn, implies
better transferability. As a consequence, although adver-
sarial training implies better adversarial robustness, better
adversarial robustness does not necessarily imply better
transferability.

Related Work. Domain Transferability has been analyzed
in different settings. Muandet et al. (2013) present a general-
ization bound for classification tasks based on the properties
of the assumed prior over training environments. Rosenfeld
et al. (2021) model domain transferability/generalization
as an online game and show that generalizing beyond the
convex hull of training environments is NP-hard. Given
the complexity of domain transferability analysis, recent
empirical studies observe that adversarially trained models
transfer better (Salman et al., 2020; Utrera et al., 2020).

Model robustness is an important topic given recent diverse
adversarial attacks (Goodfellow et al., 2014; Carlini & Wag-
ner, 2017). These attacks may be launched without access
to model parameters (Tu et al., 2019) or even with the model
predictions alone (Chen et al., 2020a). Different approaches
have been proposed to improve model robustness against
adversarial attacks (Yang et al., 2021; Ma et al., 2018; Xiao
et al., 2018). Adversarial training has been shown to be
effective empirically (Madry et al., 2018; Zhang et al., 2019;
Miyato et al., 2018). Some studies have shown that ro-
bustness is related to other model characteristics, such as
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transferability and invertibility (Engstrom et al., 2019; Liang
et al., 2020). A recent work (Deng et al., 2021) theoretically
analyzes how adversarial training helps transfer learning.
Although their proof implicitly depends on regularization,
the authors only focus on adversarial training for linear mod-
els, while we directly focus on regularization for general
models (e.g., DNNs).

2. Sufficient Conditions for Domain
Transferability

In this section, we theoretically analyze the problem of
domain transferability from the view of regularization and
discuss some sufficient conditions for good transferability.
All of the proofs are provided in Section A in the appendix.

Notations. We denote the input space as X’; the feature
space as Z and the output space as ). Let the fine-tuning
function class be ¢ € G. Given a feature extractor f :
X — Z and a fine-tuning function g : Z — )/, the full
modelis go f : X — ). We denote Pxxy as the set of
distributions on X x ). The loss function on Y is denoted
by ¢ : Y x Y — R,. The population loss function based on
data distribution D € Py «y and a model g o f is defined as

ED(Q © .f) = E(Ly)ND[g(g © f(x)v y)]

In the following, we first provide an example to show that
the robustness can be irrelevant to domain transferability
and to illustrate why one might investigate domain transfer-
ability from the view of regularization.

2.1. A Toy Example: Motivation and Intuition

In this subsection, we construct a simple example where
improving adversarial robustness is neither necessary nor
sufficient for improving (relative) domain transferability, yet
stronger regularization sufficiently improves relative domain
transferability. The settings introduced in this subsection
are only applied in this subsection.

We consider the case that ¥ = R™ and )V = R%. Given an
input z € X, the ground truth target for the source domain
is ys () generated by a function yg : R™ — R?. Similarly,
we define yr for the target domain. In this example, for
simplicity, we neglect the fine-tuning process but directly
consider learning a function f : R™ — R? with a norm || - ||
on RZ. We note that the analysis in this subsection holds
with any choice of norm on R?.

Given the source and target distributions Dg, Dr € Pxxy,
we consider the case that their marginal distributions on
the input space X are both D, while yg and yr could be
different. Moreover, we consider the case that the support
of the input data distribution D lies on a low-dimensional
manifold M C X = R™ such that for Vx € M, any
Euclidean ball centered at x has non-empty intersection with

R™\ M. Given the distribution D, we define a norm for
functions f : R™ — R%as || f||p := Exp[||f()]|], where
we view two functions f1, f2 as the same if || f1 — fa||p = 0.
Therefore, given a model f, for the source domain and the
target domain we consider the respective loss functions as

s (f) = Eano[[|f(z) —ys@)l] = IS —ysllp,
o (f) = Bann|llf(2) —yr(@)[] = If — yrl>-

The toy example serves two purposes: (1) supporting the
“neither necessary nor sufficient” claim; and (2) motivating
the perspective of regularization. For the first purpose, the
main intuition is that we can construct a setting where the do-
main transferability is only evaluated on a low-dimensional
manifold while the adversarial robustness is only evaluated
off the manifold. In such cases, a model having better ad-
versarial robustness does not imply it has better domain
transferability, and similarly a model having better domain
transferability does not imply it has better adversarial ro-
bustness. For the second purpose, as illustrated in Figure 2,
regularization is related to the domain transferability in this
toy example. This motivates the general study of the rela-
tionship between regularization and domain transferability
in Section 2.2.

Robustness is neither necessary nor sufficient for domain
transferability. We may see the relation between adver-
sarial robustness and domain transferability in this example
as follows. Given a source model fDS :R™ — RY, we
consider the adversarial loss on an input z € M, i.e.,

Cado (3 fP5) := max ((fP%(x +4),ys(z)), (1)

d:[|6]l2<e

as an indicator of its robustness on the input = on the source
domain. The lower the adversarial loss, the better the ro-
bustness. We can see that both the regular loss functions
lpg(fP#) and £p, (fPs) only evaluate fP5 on the low-
dimensional manifold M. Therefore, an adversarial pertur-
bation § € R™ could make = + § ¢ M if the loss value
is sufficiently high in {z + ¢ | ||d]|2 < e}\ M. As aresult,
in such cases the adversarial 10ss {44, (z; fP5) could be
arbitrarily high without affecting either the source domain
performance /p (fP5) or the target domain performance
lp,. (fPs), i.e., without affecting their transferability. This
implies that improving adversarial robustness is neither nec-
essary nor sufficient for improving domain transferability.

The toy example illustrates that robustness can be irrelevant
to domain transferability, and then the question one may nat-
urally ask is “what may have a stronger relevance to domain
transferability?” To provide the intuition that regularization
may be the key, we make the following analysis using the
same toy example.

Intuition on why regularization matters. Denoting a
function space F = {f : R™ — R? | ||f|lp < oo}, we
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Figure 2. The left figure illustrates the example in the function space F given a regularization parameter c. The right figure shows the
relations between domain transferability and the c. In this example, the stronger the regularization effect (smaller c) is, the lower the
relative domain transferability loss is (violet arrow), and the better the relative domain transferability is.

assume ygs, yr € JF such that we can compare f,yg, yr in
the same space. Therefore, given ¢ > 0 as a regularization
parameter, we define the domain transferability problem as:

Learning a source model:

fPs e argminlp,(f), st |[fllp<¢ ()

feF
Testing on a target domain: lp,.(fPs),
where the minimizer is fP5 := ygsmin{l, m}, the

source domain loss is ¢p () = || f — ys||p, and the target
domain loss is ¢p..(f) = || f — yr||p- We prove in Proposi-
tion 2.1 that fPs is indeed a minimizer of equation 2.

Considering the relation between (relative) domain trans-
ferability and the regularization parameter ¢, we have an
interesting finding. An illustration of the finding is shown
in Figure 2, and a more formal statement is provided in
Proposition 2.1. As we can see, the relation between regu-
larization and domain transferability is clear if we consider
the domain transferability in a “relative” way, i.e., the loss
value on the target domain minus the loss value on the source
domain. A formal definition of the relative transferability
loss is deferred to Definition 2.2 in the next subsection.

Proposition 2.1. Given the toy example problem defined in
Section 2.1, fCDS is a minimizer of equation 2. If c > ¢ > 0,
then the relative domain transferability loss {p.,. (fPs) —
ps(FP°) = bop (F2°) — tog (F2°):

As we can see from this toy example, robustness is neither
necessary nor sufficient to characterize domain transferabil-
ity. However, there is a monotone relation between the reg-
ularization strength and the relative domain transferability
loss. Although the above proposition is derived specifically
for the toy example, similar behavior is also observed in our
experiments. Naturally, these findings motivate the study
of the connections between the regularization of the train-
ing process and domain transferability in general, as we
consider next.

2.2. Upper Bound of Relative Domain Transferability

In this subsection, we consider the general transferability
problem with fine-tuning. We prove that there is a monotone
decreasing relationship between the regularization strength
and a tight upper bound on the relative domain transfer-
ability loss. Given a training algorithm A, it takes a data
distribution D and outputs a feature extractor f§ € Fa
chosen from a function class F 4 as well as a fine-tuning
function gE € G. First, we formally define the relative
domain transferability loss.

Definition 2.2 (Relative Domain Transferability Loss).
Given the training algorithm A and a pair of distributions
Ds,Dr € Pxxy, the relative domain transferability loss
between Dg, D is defined to be the difference of fine-tuned
losses, i.e.,

7(4;Ds, Pr) i= inf lp, (g0 [3°) = o (937 © J1°).

As we can see, when {pg (gfs o f}fs) is the same, smaller
7(A; Dg, Dr) means the better performance on the target
domain.

Another perspective of Definition 2.2 is that inf ;e g ¢p,. (g ©

Ds) = bpy (g5 o %) + 7(A; Ds, Dr). From this per-
spective, the transferred loss is the source loss plus an ad-
ditional term to be upper bounded by a certain distance
metric between the source and target distributions — as is
common in the literature of domain adaptation (e.g., (Ben-
David et al., 2007; Zhao et al., 2019)). The key question of
the “distance metric” remains unanswered. To this end, we
propose the following.

Definition 2.3 ((G, F)-pseudometric). Given a fine-tuning
function class G, a feature extractor function class F and
distributions D5, Dr € Pxxy, the (G, F)-pseudometric
between Dg, Dr is

dg 7(Ds,Dr) := sup | inf Ipg(go f) — inf {p,.(go f)|
feF gcg g€g

Since the fine-tuning function class is usually simple and
fixed, we will use d+ as an abbreviation when G is clear.
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It can be easily verified that dg, r is a pseudometric that
measures the distance between two distributions, as shown
in the following proposition.

Proposition 2.4. dg 7(-,-) : Pxxy X Pxxy — Ry satis-
fies the following properties.

1. (Symmetry) dg. 7 (Ds,Dr) = dg, 7(Dr, Ds).

2. (Triangle Inequality) For ND' € Pxyxy, we have
dg,7(Ds,Dr) < dg,7(Ds,D') + dg #(D', Dr).

3. (Weak Zero Property) For YD € Pxxy: dg,r(D,D) =
0.

The motivation of the (G, F)-pseudometric comes from the
following observations. We want to study what factors affect
how a source model transfers to the target domain. The
obvious factor is the difference between the two domains.
But the function class where the model is trained from is also
an important factor (e.g., the example in Section 2.1). Note
that the proposed (G, F)-pseudometric is both a complexity
measure of the model function class and a distance measure
of two distributions. Given a certain fixed function class, the
(G, F)-pseudometric can serve as a distance measure related
to the Wasserstein distance or the total variance distance. In
proposition A.3 in the appendix, we show that, if the loss
function class is Lipschitz, then the (G, F)-pseudometric
between Dg and Dr is upper bounded by the product of
the Lipschitz constant and the Wasserstein distance between
Dg and Dr. Moreover, in proposition A.4 in the appendix,
we show that the total variation distance upper bounds the
(G, F)-pseudometric if we are working in the realm of multi-
class classification and the loss function is the 0-1 loss.

The major difference of the (G, F)-pseudometric with ex-
isting metrics for domain transfer (Ben-David et al., 2010;
Mansour et al., 2009; Acuna et al., 2021; Zhao et al., 2019)
is that the proposed (G, F)-pseudometric is more general.
Concretely, the aforementioned work only considers the
distributions on the input space &X', while we consider both
the input space and the output space, i.e, X x ). This differ-
ence enables us to consider the fine-tuning process, which
is important and widely applied in practice.

In this section, we consider a fixed fine-tuning function
class G and feature extractor function class F4 given by the
training algorithm A. Thus, we denote dg 7 as dr, for the
remainder of the paper. With the definition of dr,, we can
derive the following result which provides justification for
the regularization perspective.

Theorem 2.5. Given a training algorithm A, for
VDgs,Dr € Pxxy we have

7(A;Dg,Dr) < dr,(Dg,Dr), orequivalently,

;IEIEEDT(QO 1) <o (g5° o f1°) + dF,(Ds, Dr).

Interpretation: As we can see, the above theorem pro-
vides sufficient conditions for good domain transferabil-
ity. There is a monotone relation between the regular-
ization strength and dz,(Dg, Dr), i.e., the upper bound
on the relative domain transferability loss 7(A4; Dg, Dr).
More explicitly, if a training algorithm A’ has 74 C Fa,
then dr,, (Ds,Dr) < dr,(Ds,Dr). Moreover, small
dr,(Dg, Dr) implies good relative domain transferability.
From this perspective, we can see that we need both small
dr,(Dg,Dr) and small source loss {p, (gfs o ES) to
guarantee good absolute domain transferability. Note that
there is a possible trade-off, i.e., with F4 being smaller,
dr,(Ds, Dr) decreases but possibly £ (g5 o ) in-
creases due to the limited power of F 4. On the other hand,
there may not be such trade-off if Dg and Dt are close
enough such that dz, (Dg, D) is small.

To make the upper bound more meaningful, we need to
study its tightness.

Theorem 2.6. Given any source distribution Dg € Py ypa,
any fine-tuning function class G where G includes the
zero function, we assume the training algorithm A is op-
timal, i.e., {pg(gh° o f1*°) = Wfyeg rers tps(g o f)-
We assume some properties of the loss function  : R x
R? — R, it is differentiable and strictly convex w.r.t.
its first argument; {(y,y) = 0 for any y € R%; and
limy s o0 infy. )y o= 6(6, y) = oo, where 0 is the zero vec-
tor. Then, given any distribution D on X, there exist some
distributions Dr € Py yra with its marginal on X being
DY such that

7(A;Dg,Dr) = dr,(Dgs,Dr), orequivalently,

inf o, (g0 %) = oy (95° © S5°) + dr, (Ds. Dr).

Interpretation: In the above theorem, we show that given
any A, Dg, and the marginal D, there exist some condi-
tional distributions of y|x such that by composing it with
the given D¥ we have a distribution D1 where the equal-
ity holds in Theorem 2.5. The optimality assumption on
the training algorithm is mild, as it is common for modern
neural networks to achieve considerably low loss. Nonethe-
less, a generalized version of the theorem is provided as
Theorem A.7 in the appendix which works with any train-
ing algorithm. Alternative form of the tightness analysis is
discussed immediately after the proof of Theorem A.7.

Therefore, we prove that stronger regularization on the fea-
ture extractor implies a decreased tight upper bound on the
relative transferability loss. For a cleaner presentation, the
analysis so far does not consider the potential influence from
finite samples which for sure affects domain generalization.
In the next subsection, we investigate the proposed theory
on relative transferability with finite samples.
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2.3. Generalization Upper Bound of the Relative
Domain Transferability

For a distribution D € Pxyy, we denote its empirical
distribution with n samples as D™. That being said,

eﬁn (g o f) = E(%y)Nﬁn [4(9 o f('r)a y)]
= % Z:’lel g(g © f(mi)a yl)a
where (x;,y;) are i.i.d. samples from D. Therefore, given

two distributions Dg, Dy € Pxxy, the empirical (G, F)-
pseudometric between them is dg 7 (D%, D}.).

Note that dg_r is not only a pseudometric of distributions,
but also a complexity measure, and we will first connect it
with the Rademacher complexity.

Definition 2.7 (Empirical Rademacher Complexity (Bartlett
& Mendelson, 2002; Koltchinskii, 2001)). Denote the loss
function class induced by G, F as

£g7;::{hg,‘f:Xxy—>R+|geg,f€]-'},

where hy r(x,y) = (g o f(z),y).

Given an empirical distribution U (i.e., n data samples),
the Rademacher complexity of it is

1
Radﬁ71 (ﬂg}]:) = ﬁEﬁ

sup Z &ih(zs, yi)] )

hE[:g’]: i=1

where € € R" are Rademacher variables, i.e., each &; isi.i.d.
uniformly distributed on {—1,1}.

We can see that if there is a ' C F, then Rad 5, (Lg,7) <
Radg,, (Lg,7). With the above definitions, we have the
following lemma connecting the (G, F)-pseudometric to
Rademacher complexity.

Lemma 2.8. Assuming the loss function £ : Y x Y —
[0, c], given any distribution D € Pxxy and ¥§ > 0, with
probability > 1 — § we have

D In(4/6
dg 7(D,D") < 2Rads, (Lg,7) + 3¢ % _

Therefore, denoting again dx, as dg r,, the empirical ver-
sion of Theorem 2.5 is as follows.

Theorem 2.9. Assuming the loss function £ : Y xY — [0, ¢,
given VDg,Dr € Pxxy, for Y6 > 0 with probability
>1— 6 we have

T(A5 Agva) < de(Ag7ﬁ%> + 2Radﬁ§k (‘CQ,J:A)

In(8/3
+4Rad, (Lg,7,) + 9c H(TZ)

Interpretation: We can see that a smaller feature extrac-
tor function class 4 implies both a smaller d, and the
Rademacher complexity. Therefore, the monotone relation
between the regularization strength and the upper bound on
the relative domain transferability loss also holds for the
empirical settings.

The proposed theoretical analysis suggests that regulariza-
tion may be a fundamental perspective to understand domain
transferability. Other than explicit regularization, empiri-
cally we find that the transferability is also related to the use
of certain data augmentation and adversarial training. Can
we explain such phenomena from the view of regularization
again? We discuss this question in the next section.

3. When Can Data Augmentation be Viewed as
Regularization?

In this section, we discuss the connections between data
augmentation (DA) and regularization. We present the re-
sults and their interpretation in this section, while deferring
the detailed discussion and comparisons with related work
to Section B in the appendix.

General settings. We consider the fine-tuning function
g : RY — R as a linear layer, which will be concatenated to
the feature extractor f : R™ — R<. Given a model g o f,
we use the squared loss /(g o f(x),y) = (go f(x) — y)?,
and accordingly apply second-order Taylor expansion to the
objective function to study the effect of data augmentation.

DA categories. We discuss two categories of DA, the
feature-level DA and the data-level DA. The feature-level
DA (Wong et al., 2016; DeVries & Taylor, 2017) requires
the transformation to be performed in the learned feature
space: given a data sample x € R™ and a feature ex-
tractor f, the augmented feature is W, f(x) + b, where
W, € R¥™4 b, ¢ R? are sampled from a distribution.
On the other hand, the data-level DA requires the trans-
formation to be performed in the input space: given a
data sample zx, the augmented sample is W,z + b, where
W, € Rm>*™ p, € R™ are sampled from a distribution.

Intuition on sufficient conditions. For either the feature-
level or the data-level DA, the intuitions given by our analy-
sis are similar. Our results (Theorem B.1&B.2) suggest that
the following conditions indicate regularization effects of
a data augmentation: 1) Ey [W,] =1; 2) By, [by] = 0: 3)
W, and b, are independent, where I is the identity matrix
and 0 is the zero vector; 4) W, is not a constant if it is the
feature-level DA; 5) DA is of a small magnitude if it is the
data-level DA.

Empirical verification. Combining with Theorem 2.9, it
suggests that DA satisfying the conditions above may im-
prove the relative domain transferability. In fact, it matches
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the empirical observations in Section 4. Concretely, 1)
Gaussian noise satisfies the four conditions, and empiri-
cally the Gaussian noise improves domain transferability
while robustness decreases a bit (Figure 5); 2) Rotation,
which rotates input image with a predefined fixed angle with
predefined fixed probability, violates Ey, [W,] = 1, and
empirically the rotation barely affects domain transferability
(Figure 7); 3) Translation, which moves the input image for
a predefined distance along a pre-selected axis with fixed
probability, violates Iy, [b,] = 0, and empirically the trans-
lation distance barely co-relates to the domain transferability
(Figure 7).

Adversarial training. It is known that adversarial training,
a special kind of data augmentation, can be viewed as regu-
larization in some scenarios (Roth et al., 2020). We further
prove that, under certain conditions, adversarial training re-
duces the size of the feature extractors function class during
training (see Section C for details). Therefore, our theoreti-
cal analysis implies that adversarial training helps domain
transferability from its regularization effect.

4. Evaluation
4.1. Experimental Setting

Source model training. We train our model on two source
domains: CIFAR-10 and ImageNet. Unless specified, we
will use the training settings as follows'. For CIFAR-10, we
train the model with 200 epochs using the momentum SGD
optimizer with momentum 0.9, weight decay 0.0005, an
initial learning rate 0.1 which decays by a factor of 10 at the
100-th and 150-th epoch. For ImageNet, we train the model
with 90 epochs using the momentum SGD optimizer with
momentum 0.9, weight decay 0.0001, an initial learning rate
0.1 which decays by a factor of 10 at the 30-th and 60-th
epoch. We use the standard cross-entropy loss denote as
Leg(hs,z,y), where hy = g5 o f is the trained model and
x,y are the input and label respectively. For both tasks, we
use ResNet-18 as the model architecture. We provide results
of other model structures in Appendix D.3.

Model robustness evaluation. To evaluate the model ro-
bustness on the source domain, we will show the model
accuracy under adversarial attack. We follow the evalua-
tion setting in (Ilyas et al., 2019) and perform the PGD
attack with 20 steps using € = 0.25. This empirical robust
accuracy reflects how well the model performs under adver-
sarial attack, which is the adversarial loss as in equation 1
if we view £(-,-) as the 0-1 loss between prediction and
ground truth. We also provide robustness evaluation with

I'These settings are inherited from the standard training algo-
rithms for CIFAR-10 (https://github.com/kuangliu/
pytorch-cifar) and ImageNet (https://github.com/
pytorch/examples/tree/master/imagenet).
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Figure 3. Relationship between robustness and transferability un-
der different norms of last layer, via training with last-layer regu-
larization (LLR) and last-layer orthogonalization (LLOT)

AutoAttack in Appendix D.4.

Domain transferability. We evaluate the transferability
from CIFAR-10 to SVHN and from ImageNet to CIFAR-
10. For the ImageNet, we focus on CIFAR as the target
domain, since it is the domain that is the most positively
correlated with robustness as shown in (Salman et al., 2020).
We evaluate the fixed-feature transfer where only the last
fully-connected layer is fine-tuned following our theoretical
framework. We fine-tune the last layer with 40 epochs using
SGD with momentum 0.9, weight decay 0.0005, an initial
learning rate 0.01 which decays by a factor of 10 at the
20-th and 30-th epoch. To mitigate the impact of benign
accuracy, we evaluate the relative domain transfer accuracy
(DT Acc) as follows. Let accsy. and accegs be the accuracy
of the fine-tuned model on the source and target domain,
and accy,.. and accyy, be the accuracy of vanilla model (i.e.,
models trained with standard settings) on source and target
domain, then the relative DT accuracy is defined as:

DT Acc = (accigr — accsre) — (accyy, — accy,..).

Note that by definition, we can directly use accigs — accsrc
as the relative accuracy. We use a reltive score (accyy, —
accy,..) so that the positive/negative values reflect the com-
parison with the vanilla-trained model. We also provide the
results of absolute DT accuracy in Appendix D.1.

4.2. Relationship between Robustness and
Transferability Under Controllable Conditions

We train the model under different controllable conditions to
validate our analysis. In particular, we train the methods by
controlling different regularization or data augmentations
to evaluate the model robustness and transferability. We
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https://github.com/pytorch/examples/tree/master/imagenet
https://github.com/pytorch/examples/tree/master/imagenet
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Figure 4. Relationship between robustness and transferability

when we regularize the feature extractor with Jacobian Regulariza-
tion (JR) and weight decay (WD).

emphasize that our goal is to identify conditions for domain
transferability, rather than proposing methods to achieve
the state-of-the-art transferable models. Nevertheless, we
do show in Appendix D.2 that with basic regularization the
model can achieve better absolute transferability than vanilla
trained or adversarially trained models in some cases.

Controlling the last-layer norm. As shown in our theory,
(relative) domain transferability is related to the regulariza-
tion of feature extractors. Here we regularize the transfer-
ability by controlling the last-layer norm g,. Intuitively,
when we force the norm of g, to be big during training, the
corresponding norm of f will be regularized to be small.
We use two approaches to control the last-layer norm:

* Last-layer regularization (LLR): we impose a strong
12-regularizer with parameter J\; specifically on the
weight of g, and therefore our training loss becomes:
Lirr(hs,z,y) = Lep(hs,z,y) + A - ||gs|| . Where
[|gs||F is the frobenius norm of the weight matrix of g;.

* Last-layer orthogonal training (LLOT): we directly con-
trol the 12-norm of g, with orthogonal training ((Huang
et al., 2020)). The orthogonal training will enforce the
weight to become a 1-norm matrix and we multiply a
constant to obtain the desired norm ||g;||2.

The result of LLR and LLOT are shown in Figure 3. We
observe that when we regularize the norm of the last layer to
be large (i.e. smaller A in LLR and larger ||gs||2 in LLOT),
the relative domain transferability will increase while the
model robustness will decrease (their negative correlation
is significant with Pearson’s coefficient around —0.9). This
is because the larger last layer norm will produce a feature
extractor f with a smaller norm, which, according to our
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[v] e 3 ® 3
<
& s 2 &
() o .
2
©
oo 2 - C
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Robust Acc (%) Robust Acc (%)
Figure 5. Relationship between robustness and transferability

when we use Gaussian noise (Gauss) and posterize (Pos) as data
augmentations.

analysis, leads to a better relative domain transferability. On
the other hand, the model g5 o f will have a larger norm and
therefore becomes less robust under adversarial attacks.

Controlling the norm of feature extractor. We directly
regularize the feature extractor f and check the impact on
the (relative) domain transferability. We implement two
regularization as follows:

* Jacobian regularization (JR): we follow the approach in
(Hoffman et al., 2019) to apply JR on the feature extractor.
Given model hy = g5 o f, the training loss becomes:
Lyn(hs,w.y) = Lop(he o,y)+ - |l (f.2)| 2, where
J(f,x) denotes the Jacobian matrix of f on z and || - ||
is the frobenius norm.

* Weight Decay (WD): we impose weight decay with factor
Aw on the feature extractor f during training. This is
equivalent to imposing 12-regularizer with factor )\, on
the feature extractor (excluding the last layer).

The results under JR and WD are shown in Figure 4. We
observe that with larger regularization on the feature extrac-
tor, the model shows higher relative domain transferability,
which matches our analysis. Meanwhile, the robustness de-
creases significantly with a large regularizer. This is because
a large regularization will harm the model performance on
the source domain and lead to low model robustness.

Noise-dependent data augmentation. As shown in Sec-
tion 3, certain data augmentation can be viewed as a type
of regularization during training and thus affects the (rela-
tive) domain transferability. Here we consider both noise
dependent and independent data augmentations. For the
noise-dependent case, We include two augmentations:
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Figure 6. Relationship between robustness and transferability on
ImageNet when we use rescale and blur as data augmentations.

* Gaussian Noise data augmentation (Gauss): we add zero-
mean Gaussian noise with variance o2 to the input image.

* Posterize (Pos): we truncate each channel of one pixel
value into b bits (originally they are 8 bits).

The results of Gauss and Pos are shown in Figure 5. We
observe that the relative domain transferability of the trained
models improves with greater data augmentation, matching
our theory. The robustness also benefits from a small data
augmentation but decreases when it becomes large.

Resolution-related (noise-independent) data augmenta-
tion. Specifically, for ImageNet to CIFAR-10 transferability,
we consider two resolution-related data augmentations. The
intuition is that when the target domain has a lower res-
olution than the source domain (ImageNet is 224 x 224
while CIFAR-10 is 32 x 32), the data augmentations that
down-sample the inputs during the training on the source
domain will help transferability. We consider the below
resolution-related augmentations:

» Rescale: we rescale the input to be m times smaller (i.e.,
shape ImageNet as (224/m) x (224/m)) and then rescale
them back to the original size.

* Blur: we apply Gaussian blurring with kernel size k£ on
the input. The Gaussian kernel is created with a standard
deviation randomly sampled from [0.1, 2.0].

The corresponding results are shown in Figure 6. The ex-
periments are evaluated only for ImageNet to CIFAR-10,
and we include the results of both ResNet18 (the default
model) and WideResNet50. We can see that the data aug-
mentations help with relative domain transferability to the
target domain, although the robustness on the source do-
main decreases since these augmentations do not relate to
robustness operations

CIFAR10 -> SVHN ImageNet -> CIFAR10
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Figure 7. Relationship between robustness and transferability
when we use rotation and translation as data augmentations, which
violate the sufficient condition for regularization. We cannot see
any obvious trend for such augmentations.

4.3. Other Data Augmentations

In addition, we study rotation and translation, the two data
augmentations that violate the sufficient condition for regu-
larization as we discussed in Section 3. The result is shown
in Figure 7. We observe that these augmentations do not
have an obvious impact on domain transferability, which is
consistent with our theoretical analysis.

5. Conclusions

In this work, we theoretically analyze the sufficient condi-
tions for (relative) domain transferability based on the view
of function class regularization. We also conduct experi-
ments to verify our claims and observe some counterexam-
ples that show negative correlations between robustness and
domain transferability. These results would contribute to a
better understanding of the domain generalization.
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Appendix

A. Proofs

Proposition A.1 (Proposition 2.1 Restated). Given the problem defined in subsection 2.1, fP5 is a minimizer of equation 2.
Moreover; if c > ¢ > 0, then the relative domain transfer loss {p,.(f25) — bpg(fP5) > bp,. (f5°) — s (£79).

Proof. Recall that {p (f) = ||f — ysllps lo. (f) = |f — yrl|p and fP5 := ys min{1 }. First, let’s verify that

_c
» lysllo

JP € argmin £p, (), st |fllp <.
feF

If ¢ > ||lys||p, then fPs = yg minimizes {p.(f) = || f — ys||p to achieve 0.

If ¢ < ||ys||p, then we can show that fPs = ys achieves the minimum. For any f € F : || f||p < ¢, we have

HySHD
o (f) =IIf —yslo = llysllo = 1 fllp = llysllo — ¢
=I(1 - HZJSHD)yS”D = |lys — ysllo = KDS(fCDS).

Hysl\D
Therefore, fPs indeed achieves the minimum.
Now, let’s prove the proposition. For any ¢ > ||ys||p, we have £p  (fP5) = 0 and ¢p,. (fP5) is a constant. Therefore, there

is no difference for all ¢ > ||ys||p, and the proposition holds for ¢ > ¢’ > |lys||p. Then, We only need to verify the case for
lys| = ¢ = ¢

{pg (f 7) = (fDS) = = Hy;:IIDyS - Hy;HDySHD
= ||f§75 — %o = 1£27% —yr +yr — %D
D

> 1125 = yrllo = lyr — £2% o
> I£2° —yrlo = llyr — f2% o
= (0, (£2°) ~ o, (f7°)

Dr\Jer Dr\Je )-

Rearranging the above inequality gives the proposition. O

Proposition A.2 (Proposition 2.4 Restated). dg r(-,-) : Pxxy X Pxxy — Ry satisfies the following three properties.

1. (Symmetry) dg 7(Ds, Dr) = dg, 7(Dr, Ds).
2. (Triangle Inequality) For VD' € Pxyxy: dg. 7(Ds,Dr) < dg r(Ds,D’) + dg. 7 (D', Dr).
3. (Weak Zero Property) For VD € Pxxy: dg (D, D) = 0.

Proof. Recall that

ng:(iDs,'DT) = Sup | lIlf E’DS (g e} f) — inf EDT (g o f)|
fer geg

We can see that the symmetry and weak zero property are obvious. For triangle inequality, given VD’ € Py yy:

dg,7(Ds,Dr) = Sup | inf Zps(g o f)— inf ¢p.(go f)]
feF 9€9 geg

= sup | inf fp,(g© f) = inf ¢o(g© ) + inf (o (g o ) = inf o, (g J)|

feF 9¢€
< sup(| inf o, (9o f) = inf o (92 )| + | inf bor(g 0 f) = inf for (92 )
< sup | mf fos(gof) — inf €pi(g o f)| + sup | inf p/(go f) — inf lp,(go f)]
feF g€g fer 9€9 9€g

= dg 7(Ds,D') + dg (D', Dr).
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Proposition A.3. Denote the function class
Lori={hgs: XxY->Ry|geG, feF}, where hgs(x,y):=L(go f(z),y).

Letd: X x Y — Ry be a metricon X x Y, and assume Vh € Lg r is L-Lipschitz continuous with respect to the metric d.
Then, we have

d]'-A (D57 DT) S L. W(DSa DT)7
where W (Dg, Dr) is the Wasserstein distance:

W(Ds,Dr) = sup  Eg)ops[0(2,9)] — E@yyopr [@(2, )] s.t. ¢ is I-Lipschitz.
P:XXY—R

Proof. Recall that

dg.7(Dg,Dr) = sup | inf ¢p,(go f) — inf lp,(go f)|.
fer 9€9 g€eg

By the definition of inf, for Ve > 0 there exist gg ¢, g7, € G such that
inf {pg(go fo) > {pg (gS,e of)—e
geg
inf EDT (g o fe) > gDT (gT,E o fe) — €
geg
By the definition of sup, there exists f. € F such that
dgvf('Ds, DT) < ‘ inf EDS (g o ff) — inf EDT (g o fg)‘ + €
geg geg
= max{gigg Ips(go fe) — glrelg tp,(go fe), ;gg lp,(go fe) — glrelg Ips(go fe)} +e
< max{{pg(gr,c 0 fe) — ;gg Up (g0 fe) lpr(gs.eo fe) — guelg lps(go f)} +e
< maX{K'Ds (gT,e o fe) - Z'DT (gT,e o fe)a é”DT (gS,E o fe) - Z'Ds (9576 o fe)} + 2e. 3
Let’s first consider the first term in the max{-, -} above.

éDs (gT,e o fe) - £DT (gT,E o fe)
=L- (%EDS (gT,e o fe) - %KDT (gT,e o fe))

=L (E(w,y)NDs [%g(gT,e © fe(x)a y)] - E(m,y)NDT [%E(QT,G © fs(x)a y)])
< L-W(Dgs,Dr),

where the inequality is due to that both +¢(gs.c © fe(z),y) and $4(g7.c o fe(x),y) are 1-Lipschitz w.r.t. (z,y) and the
metric d.

Similarly, we also have
{pr(gs,e 0 fe) = tpg(gs,c o fe) < L - W(Ds, Dr).
Therefore, equation 3 implies
dg,7(Ds,Dr) < L-W(Dg,Dr) + 2e.

Letting ¢ — 0 completes the proof.

Proposition A.4. Consider multi-class classification where Y = [k] for some k > 2. Define the loss function { as
lg o f(w),y) = Hargmax(g o f(x)); # y}

Let 07y (Dg, Dr) denote the total variation distance. Then we have

dr,(Ds,Dr) < 6rv(Ds, Dr)
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Proof. Fix f € F. By the definition of inf, there exists gr . such that
|;2£ZDS(QO f) - giggém(gof)l
< |gir€1£€ps(go f)—4tp, (g0 f)| +€

< Wpg(greo f) —lpr(greo )l + ¢
= |E(z,y)~Ds [Z(QT,G o f(x)a y)] - E(m,y)NDT [é(gT,e © f($)7 y)“ +e
= |P(zy)~ps[1{arg Ijié?ﬁ(.gT,é o f(x)); # v} — Pay)~pr [1{arg gré?ﬁ(gm of(x)); #y}tll+e

Let A be the event such that A = {(z,y) : argmaxc (97, © f(x)); # y}. Then we can write equation 4 as

(4) = |P(ay)~ps[A] = Play)~pyr [A]] + €
< Slép |]P)(z,y)~Ds [B} - ]P(z,y)NDT [BH +€

= 5TV(DS7DT) +e

Send € — 0. Noting that f € F was arbitrary, apply sup to both sides gives us the desired inequality.

Theorem 2.5 can be proved easily by definition.

Theorem A.5 (Theorem 2.5 Restated). Given a training algorithm A, for VDg, Dy € Pxxy we have

7(A; Ds, Dr) < dr,(Ds,Dr),

or equivalently, inf n. (g0 f57) < o (45" o f3%) +dr,(Ds. Dr).

Proof. By definition,
7(A;Ds, Dr) = gilelgng(g 0 f3%) = tps(g4® o f3°)
< inf (o, (90 %) = inf ps(g0 F5°)
< \giggﬁvT(QOffs) *gggfos(go el
< s | inf tp, (g0 f) — inf tps(g 0 f)
=dr,(Ds,Dr).

To prove Theorem 2.6, we first prove the following interesting lemma.

4)

Lemma A.6. Let S~ := {y € R? | ||ly||o = r} denotes the (d — 1)-dimensional sphere in R® with radius r > 0. If a

function h : S4=1 — R? satisfies
vye ST (hly).y) <0,
then we have
0 € conv(h(S371)),

i.e., 0 is in the convex hull of {h(y) | y € S¢'}.

(&)
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Proof. We assume that 0 ¢ conv(h(S¢!)) and prove by contradiction. Since 0 ¢ conv(h(S% 1)), we can find a
hyperplane that separates 0 and the convex set conv(h(S%~1)). By the separating hyperplane theorem there exists a nonzero
vector v € R? and ¢ > 0 such that

Vz € conv(h(S4Y): (z,v) > ¢ >0. (6)
We choose y = rv/||v||2 and observe that h(y) € conv(h(SZ~1)). Hence, by equation 6 we have
(h(y),y) = 0,

which contradicts to the condition of equation 5. Therefore, it must be that 0 € conv(h(S%~1)).

O

We first prove a generalized version of Theorem 2.6 as shown below, and then we can see that Theorem 2.6 is exactly the
following theorem but with € = 0.

Theorem A.7 (Generalized Version of Theorem 2.6). Given any source distribution Dg € P «grd, any fine-tuning function
class G where G includes the zero function, and any training algorithm A, denote

ci= oy (57 0 fF*) — il tn.(gof).

We assume some properties of the sample individual loss function £ : R x R — R : it is differentiable and strictly convex
w.rt. its first argument; ((y,y) = 0 for any y € R%; and lim, _,o inf,. |, ,=r £(0,y) = oo. Then, for any distribution D*
on X, there exist some distributions Dy € Py xy with its marginal on X being D~ such that

T(Aa DS7DT) < d]:A (D57DT) < T(A;DS;DT) + e

Proof. The 7(A; Dg,Dr) < dr,(Ds,Dr) is proved by Theorem 2.5, we only need to prove that there exists some
Dr € Pxxy with its marginal on X being D such that

dr,(Ds,Dr) < 7(A;Ds,Dr) + €= ;Ielg lpr(go f3%) — gegi,l}fef,; lps(go f).

We begin by observing that lim, o0 inf.|y|j,=r 6(6, y) = 00, and thus there exists > 0 such that

-,

Yy € S;ﬂiil : 6(6, y) > fst (O) = E(w,y)NDs [6(67 y)]v (N

where S := {y € R?| ||y|l2 = 7} denotes the (d — 1)-dimensional sphere with radius r. Note the we abuse the notion a
bit to let 0 also denotes the zero function (i.e., maps all input to zero). Now, let us define at the following set

Vi={Vil0,y) |y €SI},
where V is taking the gradient w.r.t. the first argument of £(-, -). By the strict convexity of £(-,y), we have
Uy,y) = £(0,y) > (V1£(0,y), 9).
Noting that £(y, y) = 0 is the unique minimum of £(-, ), we have £(0, y) > 0. Accordingly,
Vy e8It 0> —(0,y) > (V14(0,y),).
Having the above property, and noting that V1 /¢ (6, ) : 8471 — R9, we can invoke Lemma A.6 to see that
0 € conv(V).

Therefore, there exists n points {y; }7, C S¢~! such that

0=">c;Vil(0,y,), ®)
=1
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where ¢; > O0and >, ¢; = 1.

Therefore, we can define the target distribution D7 as the following. Given any & ~ D, the distribution of 3 conditioned
on x is: y = y,; with probability ¢;. Now we verify the distribution D7 indeed makes the bound e-tight. Denote a strictly
convex function h : R — R, as the following

E C’L Z

Since £ is strictly convex and Vh(@) = ( (equation 8), we can see that h(ﬁ) achieves the unique global minimum of & on
R,

Therefore, given the D, for any Vf € F4 we have

guelg EDT (g © f) = ;Ielé ]E(ac y)~Dr [f(g © f(.’I}), y)}

= mf ]EZNDX [Z Cz g o f($)7 yl)‘|

=1

= ;1612 Eppx [h(go f(x))]

= h(0) (G contains the zero function)
n
= cil(0,y,). ©)
i=1

Recall that dr, (Ds, Dr) = supe r, |infyeg €p, (g0 f) — infyeg Ips (g o f)|, we can see that
dr,(Dg,Dr) = sup |Zcz (0,5:) — inf £ lns(g0 f) (10)
feFa i=1

By equation 7, for Vf € F4, we have

Zcig(ﬁv yz) Z gDs (6) = EDS (60 f) Z ;22 KDS (g © f)

=1

Hence, we can continue as

(10) = sup (Z cil(0, ;) — 1nf EDS gof ) ZC’ (0, ) inf  lpgs(gof)

feFa \;=1 gegnyfA

= ;nf Ipy(go f5)— gegif}fé . lps(gof) (by equation 9)
= inf fp, (g0 05) = s (95 o fX%) + Lps (95 0 f4°) — yedit , tos(gof)

=7(A4;Ds,Dr) +e.

Therefore, it holds that dz, (Dg, Dr) < 7(A; Ds, Dr) + €, and thus the theorem.
O
An alternative form of the tightness bound may be derived from the above theorem, and the alternative forms present the

tightness result from a different perspective. Noting that the upper bound in Theorem 2.5 states that the following inequality
always hold:

T(A;’Ds,DT) - d]:A (Ds,DT) S 0,

The tightness of this upper bound depends on whether we can derive a lower bound for 7(A; Dg, Dr) — dx, (Ds, Dr).
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We show in the following that, under the same settings as Theorem A.7,

inf sup (T(A;Ds,DT) — d]:A (Ds,DT)) Z —E€, (11)
Ds,D¥ Drel(DX)

where I'(D*) denotes the distributions whose marginal distribution on & is D*. Theorem A.7 implies that there exists a Dy
whose marginal on X is D% such that 7(4; Dg, Dr) — dr,(Ds, Dr) > —e¢. Therefore, supp,.er(px)(7(4; Ds, Dr) —
dr,(Ds,Dr)) > —e. Then, taking the infimum over all pairs of source distributions and target marginal distribution gives
the min-max type of lower bound as shown above. Equation 11 is essentially an equivalent statement as the statement of
Theorem A.7, but its perspective may be more clear and more interesting to some of the readers.

Lemma A.8 (Lemma 2.8 Restated). Assuming the individual loss function £ : ) x Y — [0, c|, given any distribution
D € Pxxy and Y6 > 0, with probability > 1 — § we have

=3

(4/5)

dg.7(D, ﬁn) < 2Radp, (Lg,7) + 3¢ o

Proof. Givenany d >0, f € F,g € G, D € Pxxy, and taking any hy ¢ € Lg 7 (Definition 2.7), with probability > 1 — ¢
we have

1 n
(o(90 f) = 5.9 ) = Eyyonlhor(@m)] = ~ > ho s (wi i)
i=1
In(2/6
< 2Rads, (Lg.7) + 3¢ “(2 n/ ), (12)
where the inequality is by the well-known Rademacher complexity uniform bound. Similarly,
1 n
eﬁn (g o f) - £D(g o f) = E(aﬁ,y)ND[*hgﬁf(xv y)] - ﬁ Z 7h91f(xiv yl)
i=1
In(2/6
< 2Radg,. (—Lg,7) + 3¢ - )
2n
In(2/d
= 2Radg, (Lg.F) + 3¢ n(2/o). (13)
2n
The probability that both events equation 12 and equation 13 happen can be upper bounded by union bound, i.e.,
Pr((12) A (13)) =1 —Pr((12)° v (13)°) > 1 — (Pr((12)°) 4+ Pr((13)%)) > 1 — 26.
Therefore, combining the above with probability > 1 — § we have
In(4/6
Up(go f) —Las.(go f)] <2Rads.(Lg.F) + 3¢ (2n/ ) (14)

With equation 14, we can prove the lemma as the following. Given Ve > 0, by the definition of infimum there exists a
ge € G such that

lp(geo f) < inf Ip(go f) + e
geg
By equation 14, with probability > 1 — § we have

In(4/5)

Upn(geo f) < tp(ge o f) + 2Radp, (Lg.7) +3c\ [ — -

Moreover, by definition

grelggﬁn(g o f) § eﬁn(gﬁ o f)'
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Combining the above three inequalities we have

) . In(4/9)
glrelg lz.(go f) < gnelg lp(go f)+ e+ 2Rads,(Lg F) + 3¢ oy
Letting € — 0, we can see that
) . In(4/9)
inf {5, (gof) < inf lp (90 f) +2Radp, (Lg.7) + 3¢y —5 —.

Similarly, we can derive the above inequality again but with D and D" switched. Therefore,

. . In(4/9)
| inf (5, (gof)— inf lp (90 /) < 2Radp, (Lg,7) + 3e\| —5 =
Since the above inequality holds for Vf € F, taking the supremum over f € F gives the lemma. O

Lemma A.9. Assuming the individual loss function £ : Y x Y — [0, c|, given any distributions Dg,Dr € Pxxy and
Vo > 0, with probability > 1 — § we have

~ A In(8/d
47, (D, Dr) < dr, (B, Bp) + 2Raddp, (£g,7,) + Rad g (Co.7,)) + ey [0
Proof. By Proposition 2.4, we apply the triangle inequality to derive
dr,(Ds,Dr) < dz,(Ds, D}) + dz, (D}, Dr)
< d]:A (6?, ﬁ?‘) + d]:A (ﬁ%’ DT) + d]:A (ﬁgv DS)'

By Lemma 2.8, we can apply the union bound argument (e.g., see the proof of Lemma 2.8) to bound dr , (13517 Dr) and
dr, (D%, Ds). That being said, V6’ > 0 with probability > 1 — 24’ we have

dr,(D%, Ds) < 2Radgp, (Lg,7,) + 3¢ ln(;lé&)
dr, (D}, Dr) < 2Radg, (Lo 7,) + 3¢ 1H(;1T/L5’)
Therefore,
dr, (D}, Dr) + dr, (D%, Ds) < 2(Radg, (Lg,7,) + Radg, (Lg,7,)) + 6c ln(;/léf).
Denoting § = 2§’ gives the lemma. _

Theorem A.10 (Theorem 2.9 Restated). Given VDg, Dy € Pxxy, for V6 > 0 with probability > 1 — 6 we have

In(8/4)

T(A;ﬁgaDT> < d]:A(Agaﬁ?“) + QRadﬁ% (£g7]'—A) + 4Radﬁg (‘Cg,]—'A) +9c m

Proof. ForV§ > 0, from the proof of Lemma A.9 we can see that with probability > 1 — §:

dr, (D%, Dg) < 2Radgp, (Lg.7,) + 3¢ (15)

dr, (D}, Dr) < 2Radg, (Lg,7,) + 3¢
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and Lemma A.9 holds. Therefore

= . B2 by P
7(4; D5, Dr) = inf bp, (g0 f7) — bpy(94” © F47)

inf £p. (g0 fP%) — inf £, (go fO8
se6 DT(Q fA ) et DS(Q A )

IN

: B Bry L Br, . Br
= inf fp, (90 f47) = nf tps(g o fs®) + nf loy(g0 f47) — inf lp, (g0 f47)

<dz,(Ds,Dr) + dz, (D%, Ds)

De.D In(8/6
< dz,(Ds,Dr) + 2Radg, (Lg.7,) + 3¢ %

D%, D In(8/6
< dr, (D3, Dy) + 2Radﬁ% (Lg,ry) + 4Rad5g (Lg.7,) +9c (27{ ) 7

where the first inequality is by definition of infimum, the second inequality is by the Definition 2.3, the third inequality is by
equation 15 and the last inequality is by Lemma A.9. O

B. Data augmentation (DA) as Regularization

In this section, we discuss data augmentation (DA) as a concrete example of regularization for training feature extractor
fADS, and explore its impact on the function class F 4 discussed in Section 2.

Empirical research has shown evidence of the regularization effect of DA (Herndndez-Garcia & Konig, 2018a;b). However,
there is a lack of theoretical analysis, and thus we aim to construct a theoretical framework to understand under what
sufficient conditions DA can be viewed as regularization on the feature extractor function class F4. We categorize DA into
feature-level DA and data-level DA, and for each category, we analyze different DA algorithms to characterize the sufficient
conditions under which DA regularizes the function class 4. Combined with analysis in Theorem 2.9, we also provide
concrete sufficient conditions to tighten the upper bound of relative transferability 7(A; D™, Dr).

General Settings. For the following discussion we apply a general DA setting of affine transformation (Perez & Wang,
2017), taking the form of =, = W.,” x + b,, where (z, ) is a pair of the original and augmented samples, (W, b,) are
parameters representing specific DA policies. We set g : R? — R as the linear layer corresponding to the weight matrix
W, which will be composed with the feature extractor f : R™ — R?. We use squared loss for £ : R x R — R, and let
(5, 7 4(g o f) be the objective function given by training algorithm A from Theorem 2.9.

B.1. Feature-level DA (Af'L)

Feature-level DA (Wong et al., 2016; DeVries & Taylor, 2017) requires the transformation to be performed in the learned
feature space, which gives us an augmented feature W, f(z) + b,. We use Loss-Averaging algorithm where we take an

average of the loss over augmented features for training. Denote the training algorithm based on feature-level DA as AF'L,
the objective function is as below.

U ari(90 F) = > Bw. 0, 0(g0 (Wif(m) +.).3:).
i=1

Theorem B.1. Apply feature-level DA with affine transformation parameters (W, by) s.t. 1) Ew, [W] =1, 2) Wy £ 1,
(i.e., W, is not an identity matrix); 3) By [by] = Oy 4) W, and b, are independent. Set ¢ : R x R — R as squared loss;
Define Ay, := W, — 1, then we have

gﬁn7AFL<g of)= fﬁmA(g © f) + Qare,

where Qe = L3 By, [

)T Ay, W] + B, 5T We 1],

Proof. E”(V[/gT o f(x;)) = 2 for £ as squared loss. Apply Taylor expansion to é(g o (Wef(x;)+by), yl) around f(x;), all
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higher-than-two order terms will vanish:

Ew, b. [f(g o (Wif(x:) + b*),yi)}
=Ew, b, [K(Wg—r o f(xi),yi) + Wg—r(AW*f(xi) + b*)é/(WJ o f(m;),yi)+
3V (A 1) + ) (A, S + )T €OV © JCai).wWY, |

=0(W] o f(@), ) + B, o [W) (Aws, £(@) +b) (B, £(2:) + ) TW,]

=0(Wy o fa)m) + Ew, [ Fe0T A, W |12] + B, [[T0,12]:

The second equality holds since En,,, = Eyw, We=1,] = O(m,m) and Ep, = (_fm; The third equality holds since W; and b;
are independent. Therefore, £5, ,rz(go f) =301, {EW*,b*f(gO (W f(x;)+bs), yl)} =Lz, A(gof)+Qure. O

Interpretation. () 41 is composed of two segments: 1) o regularization to an f-dependent scalar averaged over W, and
x;; 2) I regularization to an f-independent scalar averaged over b,. Due to the regularization effect on f from the first
segment of § 4z, we can reasonably expect the function class F 4. enabled by AL to be a subset of that enabled by a
general training algorithm A.

Sufficient conditions. Combined with Theorem 2.9, the sufficient conditions to tighten the upper bound d £, (ﬁg, 2355) for
the relative transferability 7(A; Dg, D7) are: feature-level DA (A'F) with parameters satisfying: 1) Eyy, [W,] = L, 2)
Wi Z Ln; 3) Ep, [bx] = 0103 4) W, and b, are independent.

B.2. Data-level DA (APL)

Data-level DA requires that the transformation to be performed in the input space to generate augmented samples W,.x + b,.
We cover analysis on two ubiquitous algorithms for data-level DA training: Prediction-Averaging (ABL) (Lyle et al., 2019)
and Loss-Averaging ( Af L) (Wong et al., 2016). The difference between AIQ L and AE L lies in whether we take the average
of the prediction or the losses:

1 n
(o apr(90f) == (Ew. s, [g0 F(Weri+ b)) 31); (16)
i=1

1 n
55,,L7A€L(g of):= - ZEW*J’* [E(g o f(Wyx; + b*),yi)}.
i=1

Theorem B.2. Define the data-level deviation caused by data-level DA APY € {ABE | APLY with parameters (W, by)
from the original data sample as A, :== (W, — L,)x; + by, and define A3 := E,, w, », [ |Az E} Suppose we apply
data-level DA s.t. 1) By, [Wy] = L 2) By, [by] = Oms 3) O(Al) ~ 0,Vj € Ny,j > 3; 4) W, and b, are independent.
Define Ay, := W, =1, € R™*™ Ay, = Wg—'—f(xz) —y; €ER. Let W;k) € R be the k" dimension component of Wy

and then define w; () = Wg(k)Agi € R; Denote the Hessian matrix of the k' dimension component in f(z;) as chk)’i;
Let V f be the Jacobian matrix of f, then we have

Upn (90 1) = Up0 (90 F) + Qavs + O(AD),

where Q ypr = IS 22:1 Wy, (k) {tr (IEW* [A,;iA;ri]chk)’i)}, where A, = (W, —1)Tx; + b, Quor = Qupe +
n 2 2
LS [Bw o] Aw, V)W, [ + o, [[oT V£ )W, 3]
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Proof. Let Ay, apr := Ew, b, f(W, x; +b,) — f(z;), then
Ay, ape =Ew, b, f(W, 2 +b,) — f(:)
1 i
=Ew..s. [VI@)T(A0)] + JEwn AL @)As |+ OEw. b1 80,]1)

1 i
=5Ew. b, [A;HSJC)’ (ﬂfi)Azi]d +OEw, p, Az, 3), (17)

where [-(*)]; denotes a d-dimensional vector and k denotes the k" dimension element. Since  is squared loss, the third-and-
higher derivative are 0, therefore, the third-and-higher order terms in Taylor expansion to ¢ (]EW* by [g o f(Wyx; + b*)] , y,)
around f(x;) will vanish:

((Ew, p, [g0 fF(Wez; +b.)],ys)
:f(g o f(xs), yi) + Wg—r(Afi,AgL)Z/ (9 o f(xi), %’)"‘
1 !/
3Wo (B api)(Ag ape) Wyl (g0 f (i), y:)
=l(g o f(w:),yi) + W, (&g, ane)l (g0 f(2:),4:) + OEw, b, | As,ll5) (18)
Substitute Eq. (17) into the first-order term in Eq. (18), we have

W) (D age) (g0 Fl@i) ) =Wy Bw o, [ALHEAL] Mg+ OB, 0. 1A0,13)

d
k)i
:A@: Z Wg(k)EW*,b* [A;’EH; ) AI1:| + O(]EW*J?* ||AI1 g)
k=1
d .
=" wiatr (Bw, b, [Ae, ALTHI) + OEw, o, [ A, II3)- (19)
k=1
Substitute Eq. (19) into Eq. (18), we have
d .
(Ew, p, (g0 f(Wez; +b.)],ys) =C(g0 f(xi),ui) + Z w;, gy tr (Ew, b, [AxiA;]H;k)’z)Jr
k=1
O(Ew, b, |8, 13)- (20)
Substitute Eq. (20) into Eq. (16) which is the definition of (. ,p:. (g © f), and recall that A3 := E,, . , { A, ﬂ , we
have
1 n
Cn apr(goef) =~ > U(EBw, b, [90 FWemi + b)), 0i) = L 4(g0 f) + Qape + O(AD). 1)
i=1
Let Ay, qpr = f(W @ +b,) — f(z:) = V()T (Aw,zi + b)) + O As, [13)-
Applying Taylor expansion to Eyy, s, [¢(g o f(W.x; + bs),y;)] around f(z;) will give us
Ew, b, [£(g 0 (Wi + b0),4i)] =€(g 0 f(x:),9:) + Wy B, o, [Ap, apr]€(go f(z:),yi)+
1
W Ew,b (B, ap0) (g, ape) TIWyl" (g0 f(2:), 1) (22)
Since Ewy, 3, AfiwAEL = Afi_’AgL, the first-order term in Eq. (22) is exactly Eq. (19):
WgTEW*,b* [Afi,AEL]él (9o fzi),y:)
:Wg—rAf“AIDDLZI (g [¢] f(ﬁﬂl), yl)
d
= wiwtr (Bw, o, Ao, ALJHE) + OEw. o, [ A4,113) (23)

k=1
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The second-order term in Eq. (22) is

1
§W9TEW*J’* [(Afi,AfL)(Afi,AEL)T] ng/’ (9 o f(xi), yz)
=W, Ew, b, [(VF(2:) T (Aw, i + b)) (Aw, 2 + b)) TV f ()] W, +0(1Ew*,b*||Ax,-||3)

=Ew, ||z] Ay, V(i) W, TV f (@) W[5+ OEw, o, | Aa, |13 (24)

Substituting Eq. (23) and Eq. (24) into Eq. (22), we have

Ew, b, [((g0 f(Wiz; +b.),y5)]

d
_E(gof(asz yz + Zwl (k)tr(EWh (A, AT]H(k) )
k=1
Ew.||o] Aw, V £ (@)W, [ + Bo. [b] VS @)W, |5 + OB .1 A, 1) 25)
Substitute Eq. (25) into the definition of £, ADE (go f), then

ED" ADL go = ZEW*’ f(W*.”L'i+b*)7yi)] :Eﬁn,A(gof)—’—QAfL -‘rO(Ai) (26)
The proof is complete by Eq. (21) and Eq. (26). O

Interpretation. ) ADL and (2 ADL turn out to be: 1) ADEL is a weighted trace expectation dependent on the Hessian matrix
of f;2)Q ADL is equivalent to 2 Apr together with the summation of two norm expectations dependent on V f. Therefore,

the data-level DA algorithms ABY and AP” are expected to regularize f so that the f function class 9 enabled by
APL ¢ {ABL ADL} would be reasonably expected as a subset of F4 enabled by general training algorithm A.

Sufficient conditions. Combined with Theorem 2.9, the sufficient conditions indicated here to tighten the upper bound
dr, (D % D") of the relative transferablhty 7(A4; DS, Dr) are: data-level DA (AP%) with DA parameters satisfying that 1)

Ew, [W.] = Ln; 2) By, [by] = 0,5 3) O(A)) =~ 0,V5 € N, j > 3;4) W, and b, are independent.

Empirical verification. We further provide empirical verification in Section 4 for the sufficient conditions above, investigating
the concrete cases of DA methods: 1) Gaussian noise satisfies the sufficient conditions, then we empirically show that
Gaussian noise improves domain transferability while robustness decreases a bit (Figure 5); 2) Rotation, which rotates input
image with a predefined fixed angle with predefined fixed probability, violates Eyy, [W,] = L,,,, and we empirically show
that rotation barely affect domain transferability (Figure ?? in Appendix ??); Translation, which moves the input image for
a predefined distance along a pre-selected axis with fixed probability, violates E;, [b,] = O (Figure ?? in Appendix 2?).

Corollary B.3. If the neural network in Theorem B.2 is activated by Relu or Max-pooling, then Theorem B.2 becomes
g@",ADL(g o f) = éﬁ”,A(g o f) + Qb + O(Ai),

where Qupi = 0; Qups = L Y7 {]EW* o] Aw, VI (@) W,|[2 + Es,

bV (W1

Proof. Denote an L—layer NN go f(z) := W, - 2[L=1 where 2!l := o~ 1](W[ 1 20-1),1=1,2,3, ..., L — 1; Define
that U[U](W[g] - 219) := 2, then V2(g o f(z)) = 0 (B.2 of (Zhang et al., 2020)). Since V2 (g o f(z)) = W, V2 f(x), we
have V2 f(z) = 0.
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Combine this with Theorem B.2, we have

n d
1 [
i=1 k=1
1 n
Qypr =Qypr + - Z [EW* szAW*vf(xi)WgHi + Ky, ijf(fﬂi)WgH;]
=1
1 - T 2 T 2
= =" [Ew. o] Aw. V@) Wy |5 + Eo, [b]V £ @)Wy ]
=1

O

Remark. Corollary B.3 analyzes special cases (Relu/ Max-pooling activation) of Theorem B.2, giving notably different
regularization effect: in these cases the ABL (average the prediction) fails as a regularizer, therefore, doesn’t fulfill
our sufficient conditions for improving domain transferability (Theorem 2.9); APL (average the loss) only reserves the
regularization on V f-dependent norms, but no longer regularizes H (). Since AP still induces regularization, the
induced sufficient conditions analyzed after Theorem B.2 for promoting domain transferability won’t be affected.

Comparison and connections with related work. On the empirical end, recent work uncovers that heuristic DA can
replace explicit regularization mechanisms (dropout, weight decay, etc.) (Herndndez-Garcia & Konig, 2018a;b; Zhang et al.,
2021). On the theoretical end, there has been a line of work on understanding the DA-induced regularization, including the
branches of 1) regularization from specific methods such as mixup (Carratino et al., 2020; Zhang et al., 2020; Greenewald
et al., 2021), random noise (Bishop, 1995), adversarial examples (Szegedy et al., 2013), etc.; 2) DA-induced regularization
on the variance at the feature or output level (Leen, 1995; van der Wilk et al., 2018; Dao et al., 2019; Chen et al., 2020b); 3)
regularization on Hessian-based complexity (LeJeune et al., 2019). Our analysis in this section contributes uniquely in that:
1) we consider a general DA family of linear transformation (Perez & Wang, 2017), which can be extended to most of the
previously analyzed specific DA mechanisms; 2) Besides data-level DA, we also investigate feature-level DA (DeVries &
Taylor, 2017) which shows advantages in empirical performance but lacks theoretical support. 3) Rather than demonstrating
the regularization effect abstractly at the feature or output level, our results indicates data-dependent [5 regularization on the
DA transformation parameter and Jacobian of the model under concrete applicable sufficient conditions.

C. Adversarial Training as a Regularizer

In this section, we show, under certain conditions, why adversarial training may improve domain generalization by viewing
adversarial training as a function class regularizer.

We first provide some notation. Let
F={fo() =WHr" I (WET1oE 2 () +0571) +b%)

where ¢’ are activations, W7,b7 are weight matrix and bias vector, € is the collection of parameters (ie. 6 =
(WL, bt ..., WL, bE). For the rest of the article, assume that ¢/ are just ReLUs.

Now fix € X. Define the preactivation as
Tti=Whe + bt
F o= Wi G Y 1 b, > 2

Define the activation pattern ¢,, := (¢L, ..., #L~1) € {0,1}™ such that for each j € [L — 1]

¢l =1(z7 >0)
where 1 is applied elementwise.

Now, given an activation pattern ¢ € {0, 1}™, we define the preimage X (¢) := {z € R? : ¢, = ¢}
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Theorem C.1. (In the proof of theorem 1 in (Roth et al., 2020))
Let € > 0 s.t. BP(x) C X (¢5) where B?(x) denotes the l,, ball centered at x with radius €. Let p = {1,2, 00} and q be the
Holder conjugate of p (i.e. % + % =1). Then

Eeyperll, f() + 3 max [f(z) = f@)ll) = Egyyerlily, f@) + A e max [Tl

z*€BP (z) v o], <1

Interpretation: This theorem provides an equivalence between the objective functions for adversarial training (left term)
and jacobian regularization (right term). We give some intuition on the size of €. Let us first consider a shallow 2 layer
network f(z) = W2¢(W'x + bl). Suppose W2 € R™2*"™1 and W € R™1*4, Given a matrix M, let M; denote the jth
row of M. We study the activation pattern ¢, which equals

Wiz + b1}

]l{Wﬁux—i—b}m}

We wish to compute the largest radius e such that the activation pattern ¢,, is constant within B2 (x). This is simply the
distance from z to the closest hyperplane of the form Hyy1 1 = {x € RY : le:r + b} =0} where j = 0,...,m; (ie.
7777

¢ = min; dist(z, Hy1 41)). In particular, if W1 = Ijxqand b' =0, € = minjeq|z;].

Furthermore, we note that e is nondecreasing as a function of the number of layers. However, it has been observed empirically
in (Roth et al., 2020) that approximate correspondence holds in a much larger ball.

Definition C.2. (source and target function class) Let G 5 , GT be fine tuning function classes for source and target domains,
respectively. We define the class of source models as

F=G"cF={g%cfy:9°€G" foe F}
and the class of target models as
T=G"oF={g"cfs:9"€G" foc F}

Definition C.3. (empirical training objective with jacobian regularization) Let A, € > 0. Take any hypothesis hg = g°ofs €
HS. Let R(hg) = 2327, £(hg(x;),:) denote the empirical risk where (g, y) = [|§ — y|>. We define the empirical
training objective with jacobian regularization as

Obj} (he) = R(h) + 7Z||Jhe zi)l

Theorem C.4. Fix regularization strength \ > 0. Define
F = {fi' € F:3¢° € G%st. Obji(9” o f3) < OB} (0)}

where O denotes the zero function (i.e. the class of feature extractors that outperform the zero function). Suppose
(x,y) € X x Y is bounded such that max (||z|| . , |yll) < R. Fix § > 0. Suppose we additionally restrict our fine tuning
class models to linear models where

S={W:WeR¥" n> LInjinHWjHQ > 6}

(where W is the jth column of W) and
T={W :WeR¥™" n>1}
(Here we are abusing notation to let g° € G*° to denote the last linear layer as well as the fine tuning function).
Then for 0 < A1 < Ao
T CFL CF

=

(where C denotes proper subset). In particular, if H AT — GT o FA, we have

Hf2T C HAT C /HT
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Interpretation:

At the high level, this theorem captures the idea that minimizing the empirical risk with jacobian regularization puts a
constraint on the set of feature extractors. In particular, F AAI represents the potential class of feature extractors we select

after training with jacobian regularization. Therefore, the class of fine tuned models H ;‘1 T with feature extractors trained
with jacobian regularization for the target domain is smaller than the class of fine tuned models H with feature extractors
trained without any regularization. Furthermore, we show that the space of feature extractors shrinks as we increase the
regularization stength A. Since we showed in section 2.2 that smaller function classes have smaller dr ,, this theorem shows
that jacobian regularization reduces dr,. To connect back to adversarial training, if € satisfies the hypothesis in theorem
C'.1, we have that

Ez~pll(y, f(z)) + X max : Ilf(z) — f(x*)||q] =E@y~prll(y, f(z)) + - max HJf(x)qu]

x*€BY (z v flor]] <1

Therefore, minimizing the training objective with jacobian regularization is equivalent to minimizing the adversarial training
objective. Using this connection, this theorem essentially shows that, given sufficient number of samples, adversarial training
reduces the class of feature extractors which in turn reduces dr, .

Finally, we comment on the assumption that H g° H > J. Since § > 0 is arbitrary, we can make it as small as we like and thus
we are essentially excluding the O last layer which is hardly a constraint on the function class. This assumption is necessary
as we are considering regularization on the whole model g o f as opposed to regularization on just the feature extractor.
Thus, this assumption prevents the scenario where only the last linear layer is regularized.

Proof. We first show that if 0 < A\; < Ao, we have that

=

FLCFiCF

We first prove the following lemma

Lemma C.5. Suppose the conditions of theorem C.4 are satisfied. Suppose additionally we have that § := % Zle y;i #0
(note this occurs with probability 1 if marginal distribution over ) is continuous). Then for every A > 0, there exists a
function fy € F{' and a fine tuning layer g* € G° such that

Objf(g* o fo) = it Obj{ (g o fo) = ObjL(0)
Choose another \' > 0 (can equal \). Then there exists a g*' € G° be the fine tuning layer such that inf cgs Objf, (gofo) =
Objs (¢*" o fo) and

1 n
— Jg+ro i 0
nZ” o fe (T )||2>

i=1

Proof. Fix a > 0 and ¢ > o - R. Set biases

c
0
v=|.[¥=0,>2
0
and weights
a 0 0 1 0 0
o 0 ... 0 , 0o o0 ... 0
wh=1. . Lo W= . N
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Define z; ; be the jth entry of the data point x;. Define

Q= Q- Ty
d
_ 1
= A’ZE:CU
n-
i=1
d
_ 1
yizfzyi
n-
i=1

Now we observe that for a fixed A > 0 and any g € G°, we have that

. A 1<
Objx(go fo) = Rlgo fo) + A-e= > [l gos, (@il
=1
g 2 a 0 ... 0
11
1 & 1 & o o0 ... 0
:EZ: (axiq1 +c) —yil| +A 6*2 g - L
= gdi 2 = 0 ... ... 0

1 — 1 &
2
==Y i+ g = will3 + - e " allgull,
=1 =1

1< 2
= =3 s+ )gr — il + A+ ealgall,
i=1

Therefore,
inf_Obj} (g0 fo)
gegs
is equivalent to solving

inf o T C)w — Y; +)\ o ||w 27
wER : ||w\|2,>5n§:H ) yH2 eaf|lw|l, (27)

Utilizing lagrange multipliers, we find the minimizer is

w=5. L (28)
9l
when ¢ > H@(SHQ_
Now consider the function .
Se0) == 3 e waa + s — will + - ca ol
i=1
Note that this function is continuous with respect to the input (¢, ). Now fix & = 0,¢ = @6”2 .Setw =26 - % Then we

have that
||y|| - > .
S(+52,0) ZHy villy < Zl\yin:Obe(O)
et

The inequality comes from the fact that we assumed 7 # 0 and noting that 7 is the minimizer of the function p(z) =
Lz -y Hg Continuity of S ensures that there exists oy > 0 such that

v 1y ,
(W ) < 157 il = ovig 0
i=1
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Now consider U(t) = S((1 +t) ”%”2 , (1 +t)ap) for t > 0. Note that U is continuous with respect to ¢. Furthermore, we
note that £ — oo implies U(t) — oo which implies there exists some time ¢ = Ty such that U (T) > Obj3 (0). Therefore,
by the intermediate value theorem, there exists a time ¢ = 7 such that U(7) = Obj4 (0). Finally, set ¢ = (T + 1)%,
a = (T + 1)ap, and g* as the matrix where g7 = 0 - % and O for the other columns. By equation 27 and equation 28 we
have

Objii(g" o fo) = inf Obj(ge fo) = U(T) = Obii(0)

<|

Furthermore, if we choose another A > 0, since ¢ = (T + 1) ”55”2 > I 5H2 by equation 28, we have that

Objs (g*" o fo) = inf Obj3 (g0 fo)
geGs

and

%/
g

1 n
=3 grosa @)l = a[lg”||, = ad
=1

which is nonzeroas § > 0 and a = (T + 1)ap > 0.

Proof of C.4
Clearly, we have 5. C F3. If we can show that fy, & F5 then we have F5. C Fi .
Using lemma C.5 we can find fg, € 3. such that
. A ‘A
inf_Ob, (g fo,) = ODi3, (0)

In addition lemma C'.5 guarantees minimizers ¢g{ and g5 such that

A (s . : 1<

ODj3, (g7 © for) = inf OD3, (g for)and -3 " [|Jyzory (@), > 0
i=1

A : . 1 ¢
ODbj3, (g5 © for) = inf ODi3, (g0 fo)and > || yges, ()|, >0

i=1

Thus, we have that

. * D % 1 -
Obj3, (g5 © fo,) = R(g5 o fo,) + Ao - € > Hazor, @,
=1

. 1 <& ‘
> R(g3 © fo,) + A1~ € ; HJg;ofel (ﬂfz)H2 since Ao > \;
. 1 &
> R(gr o fo) + A e D gzose, (@l def of g7
i=1
= Objfl(O) lemma C.5

Thus fy, & .7-';\42 which implies .7-'/‘\42 - }"/{‘1. It remains to show for A\; > 0, we have that ]-';\41 C F.

=

Consider any g € G°. For j € [L], define W/ as the weight matrix where W7 = I, 4 (identity matrix) for j € [L — 1] and
let the final weight W% = B - I;,4 for some constant B > 0. Set the bias vectors b/ = 0 for j > 2. Let the first bias equal
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b! = R -1 where 1 is the vector of all 1’s and R is the upper bound such that ||z|| _ < R. Set6 = (W', b',... WE bE)
andlet hg = go fy

We compute

. X 1 —
Objy, (he) = R(hg) + A1 - € > g (@)l
i=1
1 & s 1
= ;ZIIB(IﬁRﬂ)—inI "’EZ”Jhe(Ii)HZ
=1 =1
1 & 5
=~ > _|IB(wi + R1) —yi[|* + B gl
=1
>

1 n
= ST IIB(w; + R1) — yi|* + Bd
=1

We note that sending B — oo we get Obj‘;}1 (hg) — oo which implies that there exists a B = B’ such that Objf1 (hg) >
Objf1 (0). Setting B = B’ implies fy & F5..

O
D. Extra Experiment Results

D.1. Absolute Transferability vs. Model Robustness

We show the absolute transferability versus robustness of different models in Figure 8,9,10 and 11 respectively.

_ CIFAR10 -> SVHN ImageNet -> CIFAR10 CIFAR10 -> SVHN ImageNet -> CIFAR10
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Figure 8. Robustness and absolute transferability when we control the norm of last layer with last-layer regularization (LLR) and last-layer
orthogonal training (LLOT) with different parameters.

_ CIFAR10 -> SVHN ImageNet -> CIFAR10 CIFAR10 -> SVHN ImageNet -> CIFAR10
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Figure 9. Robustness and absolute transferability when we regularize the feature extractor with Jacobian Regularization (JR) and weight
decay (WD) with different parameters.
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_ CIFAR10 -> SVHN ImageNet -> CIFAR10 CIFAR10 -> SVHN ImageNet -> CIFAR10
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Figure 10. Robustness and absolute transferability when we use Gaussian noise (Gauss) and posterize (Pos) as data augmentations with
different parameters.
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E\i Rescale(m) Blur(k)
o ° .1 80 & . 1
g e * 2 e 5
= 90 e 4 ° e 11
“g . ® 38 o
c
'f_g .
80 .

c
-g 75
8 R:-0.981 ’ R: -0.557

0 10 20 15 20

Robust Acc (%) Robust Acc (%)

Figure 11. Robustness and absolute transferability when we use rescale and blur as data augmentations with different parameters.

D.2. Absolute Transferability vs. Regularization Magnitude

We show the absolute transferability w.r.t. different regularization magnitude in Fig 12,13,14 and 15 respectively. The green
dashed line is the transferability of vanilla trained model and the red dashed line is that of adversarially trained model. We
can observe that with most single regularization or augmentation, the model transferability can be improved compared with
vanilla trained model and sometimes even outperform the adversarially trained ones. In some cases (e.g. jacobian regularize),

the performance drops because the larger regularization hurts benign accuracy and therefore the absolute transferability
drops.

s CIFAR10 -> SVHN ImageNet -> CIFAR10 CIFAR10 -> SVHN ImageNet -> CIFAR10
vy L] 45
: ] 00 puins REnS LTI RN = S S S S S 90 ---—-—-——=———— -
<L(1 40
< 40
g 35
2
@357 7T TSI 80 30
=
C
S 30 25
=
8 70 20
-0.1 0 0.030.1 03 1.0 -0.010 0.01 0.1 0.01 01 1.0 100 05 1 2 3 4 5
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Figure 12. Absolute transferability when we control the norm of last layer with last-layer regularization (LLR) and last-layer orthogonal

training (LLOT) with different parameters. Green dashed line is the transferability of vanilla trained model and red dashed line is that of
adversarially trained model.

D.3. Results of Other Model Structures

To further validate our evaluation results, we evaluate the experiments on another model structure. We use a simpler CNN
model for CIFAR-10 to SVHN and a more complicated WideResNet-50 for ImageNet to CIFAR-10. The CNN model
consists of four convolutional layer with 3 x 3 kernels and 32,32,64,64 channels respectively, followed by two hidden layer
with size 256. A 2 x 2 max pooling is calculated after the second and fourth layer. Other settings are the same as in the
main text. Note that in some settings the new model cannot converge, and therefore we will omit the result. In addition,
Jacobian regularization cannot be applied on WideResNet-50 because of the large memory cost, so we do not include it in
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s CIFAR10 -> SVHN ImageNet -> CIFAR10 CIFAR10 -> SVHN ImageNet -> CIFAR10
§ 45 S S I 90 ==m====mmmmmeememmmae 45 Q0 —======mmmmmmmm—m
(" | | ! ! ! ! | ! ..t —-L
C 40
< 85 20 85
L35 80
g 80
= 30 71 % S S S S S —
c 75 -
'© 25 70
5 70
820 65
0 300 1000 6000 0 0.01 0.1 1.0  0.0005 0.002 0.005 0.01 0.0001 0.0005  0.002
JR(A) JR(A) WD(A,,) WD(A,)

Figure 13. Absolute transferability when we regularize the feature extractor with Jacobian Regularization (JR) and weight decay (WD)

with different parameters. Green dashed line is the transferability of vanilla trained model and red dashed line is that of adversarially
trained model.
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Figure 14. Absolute transferability when we use Gaussian noise (Gauss) and posterize (Pos) as data augmentations with different
parameters. Green dashed line is the transferability of vanilla trained model and red dashed line is that of adversarially trained model.

the figures. The results are shown in Figure 16, 17 and 18.

D.4. Robustness Evaluation with AutoAttack

Besides PGD attack, we also evaluate the model robustness using the stronger AutoAttack. We use APGD-CE, APGD-T
and FAB-T as the sub-attacks in AutoAttack with 100 steps. Since the accuracy will decrease after the stronger attack, we
use a slightly smaller e = 0.2 to better visualize the trend. The results are shown in Fig. 19. We can observe that the trend is
similar with what we observed before when we used the PGD attack - domain generalization is an effect of regularization
and data augmentation, and it is sometimes negatively correlated with model robustness. Also, augmentations like rotation
and translation, which violates the sufficient condition, do not improve the domain generalization.
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Figure 15. Absolute transferability when we use rescale and blur as data augmentations with different parameters for ImageNet. Green
dashed line is the transferability of vanilla trained model and red dashed line is that of adversarially trained model.
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CIFAR10 -> SVHN ImageNet -> CIFAR10 CIFAR10 -> SVHN ImageNet -> CIFAR10
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Figure 16. Robustness and transferability for the other model structure when we control the norm of last layer with last-layer regularization
(LLR) and last-layer orthogonal training (LLOT) with different parameters.
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Figure 17. Robustness and transferability for the other model structure when we regularize the feature extractor with Jacobian Regulariza-
tion (JR) and weight decay (WD) with different parameters.
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Figure 18. Robustness and transferability for the other model structure when we use Gaussian noise (Gauss) and posterize (Pos) as data
augmentations with different parameters.
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Figure 19. Relationship between robustness and transferability on CIFAR-10 when we use AutoAttack to evaluate model robustness.



