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Abstract

‘What matters for contrastive learning? We argue
that contrastive learning heavily relies on infor-
mative features, or “hard” (positive or negative)
features. Early works include more informative
features by applying complex data augmentations
and large batch size or memory bank, and recent
works design elaborate sampling approaches to
explore informative features. The key challenge
toward exploring such features is that the source
multi-view data is generated by applying random
data augmentations, making it infeasible to al-
ways add useful information in the augmented
data. Consequently, the informativeness of fea-
tures learned from such augmented data is limited.
In response, we propose to directly augment the
features in latent space, thereby learning discrim-
inative representations without a large amount
of input data. We perform a meta learning tech-
nique to build the augmentation generator that
updates its network parameters by considering
the performance of the encoder. However, insuf-
ficient input data may lead the encoder to learn
collapsed features and therefore malfunction the
augmentation generator. A new margin-injected
regularization is further added in the objective
function to avoid the encoder learning a degen-
erate mapping. To contrast all features in one
gradient back-propagation step, we adopt the pro-
posed optimization-driven unified contrastive loss
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instead of the conventional contrastive loss. Em-
pirically, our method achieves state-of-the-art re-
sults on several benchmark datasets.

1. Introduction

Contrastive learning methods have achieved empirical suc-
cess in computer vision (Chopra et al., 2005; Hadsell et al.,
2006). Under the setting of self-supervised learning (SSL),
recent researches demonstrate the superiority of contrastive
methods (Hjelm et al., 2018; Tian et al., 2019; Chuang et al.,
2020; Robinson et al., 2020). Typically, these approaches
learn features by contrasting different views (e.g., different
random data augmentations) of the image in hidden space.
We recap the preliminaries of the conventional contrastive
learning paradigm: every two views of the same image are
considered to be a positive pair, and every two views of
the different images are considered to be a negative pair;
the contrastive loss (Gutmann & Hyvirinen, 2010; Oord
et al., 2018) guides the learned features to bring positive
pairs together and push negative pairs farther apart.

However, this learning paradigm suffers from the need for
a large number of pairs to contrast, e.g., large batch size or
memory bank size, because many pairs are not informative
to the model, i.e., positive pairs are pretty close and neg-
ative pairs are already very apart in hidden space. These
pairs have few contributions to the optimization. Contrastive
methods need numerous pairs and expect to collect informa-
tive ones, and therefore complex data augmentations (e.g.,
jittering, random cropping, separating color channels, etc.)
(Bachman et al., 2019; Chen et al., 2020) and large-scale
memory banks (Tian et al., 2019; He et al., 2020) are effec-
tive in improving the performance of contrastive models on
downstream tasks.

The success of the recent works depends on the elaborate
selection of informative negative pairs (Chuang et al., 2020;
Robinson et al., 2020). These methods focus on designing
sampling strategies to assign larger weights to informative
pairs, which rely on enough and informative positive pairs
and do not need large amounts of negative pairs. When the
number of pairs to contrast is limited, the contrastive loss
may cause conventional contrastive learning approaches to
learn collapsed features (Zbontar et al., 2021; Grill et al.,
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2020), e.g., outputting the same feature vector for all images.

Nowadays, many researchers have noticed potential environ-
mental problems brought by training deep learning models
(Xu et al., 2021), for instance, (Strubell et al., 2019) reports
a remarkable example that the carbon dioxide emissions
generated by training a Transformer (Vaswani et al., 2017)
is equivalent to 200 round trips between San Francisco and
New York by plane. Therefore, we motivate our method to
perform an efficient self-supervised contrastive approach to
learn anti-collapse and discriminative features based on a
restricted amount of images in a training epoch (e.g., small
batch size) and plain neural networks with limited parame-
ters. Much research effort has been devoted to strong aug-
mentations on data, but the informativeness of the features
learned from the augmented data is hard to exactly measure,
since the data is fed into mapping-agnostic deep neural net-
works to generate the features. Instead, we directly tackle
augmentations on features and show that appropriate feature
augmentations can sharply improve the optimization.

To this end, we propose Meta Feature Augmentation
(MetAug), which learns view-specific encoders (with projec-
tion heads) and auxiliary meta feature augmentation genera-
tors (MAGS) by margin-injected meta feature augmentation
and optimization-driven unified contrast. Suppose the input
data has M views, and the multi-view data is fed into the
encoder to generate the latent features. We initialize M neu-
ral networks as MAGs for views, which are used to augment
the features of each view. We contrast all original and aug-
mented features for bi-optimization training. Through such
a learning paradigm, MetAug can improve the performance
of self-supervised contrastive learning.

To learn anti-collapse and discriminative features from a
restricted amount of images, MetAug relies on two key in-
gredients: 1) margin-injected meta feature augmentation,
where MAGs use the performance of the encoder in one iter-
ation to improve the view-specific feature augmentations for
the next iteration. In this way, MAGs promote the encoder
to efficiently explore the discriminative information of the
input. For the original features and the augmented features
generated by MAGs, we inject a margin R, between the
similarities of them, which avoids the instance-level feature
collapse; 2) optimization-driven unified contrast, which con-
trasts all features in one gradient back-propagation step.
Such proposed contrast can also amplify the impact of
the instance similarity that deviates far from the optimum
and weaken the impact of the instance similarity that is
close to the optimum. We conduct head-to-head compar-
isons on various benchmark datasets, which prove the effec-
tiveness of margin-injected meta feature augmentation and
optimization-driven unified contrast. Contributions:

* We propose margin-injected meta feature augmenta-

tion, which directly augments the latent features to gen-
erate informative and anti-collapse features. Benefiting
from such features, encoders can efficiently capture
discriminative information.

* We propose optimization-driven unified contrast to
include all available features in one step of back-
propagation and weight the similarities of paired fea-
tures by measuring their contributions to optimization.

* Empirically, MetAug improves the downstream task
performance on different benchmark datasets.

2. Related works

Self-supervised learning. Under the setting of unsuper-
vised learning, SSL methods have achieved impressive suc-
cess, which constructs auxiliary tasks to learn discrimina-
tive information from the unlabeled inputs. Deep InfoMax
(Hjelm et al., 2018) explores to maximize the mutual infor-
mation between an input and the output of a deep neural net-
work encoder by different mutual information estimations.
CPC (Oord et al., 2018) proposes to adopt noise-contrastive
estimation (NCE) (Gutmann & Hyvirinen, 2010) as the
contrastive loss to train the model to measure the mutual
information of multiple views deduced by the Kullback-
Leibler divergence (Goldberger et al., 2003). CMC (Tian
et al., 2019) and AMDIM (Bachman et al., 2019) employ
contrastive learning on the multi-view data. SWAV (Caron
et al., 2020) compares the cluster assignments under differ-
ent views instead of directly comparing features by using
more views (e.g., six views). SImCLR (Chen et al., 2020)
and MoCo (He et al., 2020) use large batch or memory bank
to enlarge the amount of available negative features to learn
good representations. Instead of exploring informative fea-
tures by adopting various data augmentations and enlarging
the number of features, our method focuses on straightfor-
wardly generating informative features to contrast.

Recent works explore imposing stronger constraints on the
conventional contrastive learning paradigm or propose al-
ternative loss functions (instead of contrastive loss). Debi-
asedCL(Chuang et al., 2020) and HardCL (Robinson et al.,
2020) consider to directly collect informative features to con-
trast by designing sampling strategies, which are inspired by
positive-unlabeled learning methods (Elkan & Noto, 2008;
du Plessis et al., 2014). Motivated by (Sridharan & Kakade,
2008), (Tsai et al., 2020) proposes an information theoreti-
cal framework for SSL, which, guided by the theory, uses
information bottleneck to restrict the learned features and
maintain the sufficient self-supervision. BYOL (Grill et al.,
2020), W-MSE (Ermolov et al., 2020), and Barlow Twins
(Zbontar et al., 2021) present a crucial issue that insufficient
self-supervision (e.g., not enough negative features) may
lead to the feature collapse in hidden space. To tackle the
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Figure 1. MetAug’s architecture. Dashed blue box represents the data encoding process, and dashed red box represents the meta feature
augmentation. In training, we first fix a.,; and ., , and then train fo, (+), g, (*), fo,, () and gy , () by using Lasetaug. Next, we fix the
encoders and projection heads, and train a,,; and Qg in a meta updating manner. The networks are iteratively trained until convergence.

mentioned issue, we propose a new margin-injected regu-
larization in meta feature augmentation to avoid generating
degenerate features. DACL (Verma et al., 2021) proposes a
new data augmentation that applies to domain-agnostic prob-
lems. LooC (Xiao et al., 2021) learns to capture varying and
invariant factors for visual representations by constructing
separate embedding spaces for each augmentation. These
methods explore informative features from the perspective
of data augmentation, while our straightforward idea behind
our method is to augment features in the latent space.

Meta learning. The objective of meta learning is to au-
tomatically learn the learning algorithm. Early works (a
et al., 2002; Bengio et al., 2002; Schmidhuber, 2014) aim to
guide the model (e.g., neural network) to learn prior knowl-
edge about how to learn new knowledge, so that the model
can efficiently learn new knowledge, e.g., the model can
be quickly fine-tuned to specific downstream tasks with
few training steps and achieve good performance. Recently,
researchers explored to use meta learning to find optimal
hyper-parameters (Li et al., 2017) and appropriately initial-
ize a neural network for few-shot learning (Finn et al., 2017;
Snell et al., 2017; Vinyals et al., 2016). Recent approaches
(Chen et al., 2016; Jaderberg et al., 2016; Ma et al., 2018;
Liu et al., 2019) have focused on learning optimizers or
generating a gradient-driven loss for deep neural networks
in the field of NLP, computer vision, etc.

3. Method

Our goal is to learn representations that capture information
shared between multiple different views by performing self-
supervised contrastive learning. Formally, we suppose the
input multi-view dataset as X = {X1, X2, ..., Xn }, where
N denotes the number of samples. X; represents a collec-
tion of M views of the sample, where ¢ € {1, ..., N}. For
each sample X;, we denote z; as a random variable repre-
senting views following z; ~ P(X;), and =] denotes the
j-th view of the ¢-th sample, where j € {1, ..., M}.

3.1. Contrastive learning preliminary

We recap the preliminaries of contrastive learning(Tian et al.,
2019; Chen et al., 2020): the foundational idea behind con-
trastive learning is to learn an embedding that maximizes
agreement between the views of the same sample and sepa-
rates the views of different samples in latent space. Given
a multi-view dataset X, we treat pairs of the views of the
same sample {zf,le} where j,j’ € {1,..., M}, as pos-
itives, versus pairs of the views of the different samples
{x{, xf,/ }, where @ # 4/, as negatives. To impose contrastive
learning, we feed the input xf into a view-specific encoder
Jo,(-) to learn a representation hg , and hf is mapped into a
feature zf by a projection head gy, (-), where 6; and ¥J; are
the network parameters of fy (-) and gy, (-), respectively.
A discriminating function d(-) is adopted to measure the
similarity of {z/, zf,/}, where i # i’. The encoder fg,(-)
and projection head gy, (-) are trained by using a contrastive
loss (Oord et al., 2018), which is formulated as follows:

d({z"})

L=-FE —
d({2+})+-££ad({2*}k)

Xs

log (D

where Xg = {{z1}, {27 }1,{2" }2, ..., {7 }r} isaset of
pairs randomly sampled from X, which includes a positive
{z"} and K negatives {z~ };, k € {1,..., K}, because
contrastive loss can only use one positive in an iteration.
In test, the projection head gy, (-) is discarded, and the

representation hz is directly used for downstream tasks.

3.2. Margin-injected meta feature augmentation

Recent contrastive methods rely on complex data augmen-
tations to increase the informativeness of views. Yet this
lack of guidance approach leads to the demand for a large
number of training data (e.g., large batch size and memory
bank). We propose a meta feature augmentation method,
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Figure 2. Similarity histograms obtained by our method (with or without margin-injected regularization) on CIFAR-10. (a) and (b)
demonstrate the summarized similarity of positives (i.e., {2*}) that include original features and augmented features. (c) and (d)
demonstrate the statistical results of the original features learned by our model. Blue histograms represent the similarity between the
features of the same image’s views, and red histograms represent the similarity between the features of the different images’ views.

which creates informative augmented features by updating
parameters of its own network according to the performance
(gradient) of the encoder (see Appendix A.3 for our rethink-
ing of augmented features). A visualization of the overall
MetAug architecture is shown in Figure 1.

To this end, we build a group of MAGs a,(-) =
{4, (*); .y aw,, ()} for all M views, where w =
{w1,...,wpr}. To be simplified, we define fy and gy as
the groups of view-specific encoders and projection heads,
respectively, i.e., = {61, ...,0p } and ¥ = {1, ..., Onr }

In training, the encoders fy(-) and the projection heads gy (+)
are trained alongside the MAG a,,(-) (with the network
parameters w). Following the protocol of meta learning
(Finn et al., 2017; Liu et al., 2019), we firstly train fy(-)
and gy(-) under the learning paradigm of self-supervised
contrastive learning. Then, a,,(-) is updated by computing
its gradients with respect to the performance of fy(-) and
gv(+). Here, we measure the performance of fy(-) and gy (-)
by the gradients of them when the corresponding contrastive
loss is back-propagated. Concretely, all of fy(-), gy (), and
ay,(+) are iteratively trained until convergence.

Specifically, we first update network parameters 6 and 9
of the encoders and projection heads by adopting the con-
ventional contrastive loss. Then, we train the MAG aq,,(-)
in a meta learning manner. We encourage the augmented
features to be informative, and the encoders fy(-) can better
explore the discriminative information by jointly using the
original and augmented features to contrast. Hence, the per-
formance of the encoders would be promoted on the same
training data. To update network parameters w of the a,(-),
we formalize the meta updating objective as follows:

afg:niM({% (f3(X)) aw (% (fs (?Nf))) }) 2)

where X represents a minibatch sampled from the training

dataset X, {g@ (£;(X)), aw (g@ (fs ()?))) } denotes a set
including both original features and meta augmented fea-
tures. 1) and 6 represent the parameter sets of the encoders
and projection heads, respectively, which are computed by

the updating of one gradient back-propagation:

0=0—1¢- Vgﬁ({gﬁ(fe()?))v“w (919(f9()?)))})

0 =0 090 ({ar (7o) (30 (10(5))) }

3)
where / is the learning rate shared between 6 and +J. The idea
behind the meta updating objective is that we perform the
second-derivative technique (Finn et al., 2017; Zhang et al.,
2018; Liu et al., 2019) to train a,,(-). Specifically, a deriva-
tive over the derivative (Hessian matrix) of the combination
{6, 9} is used to update w, where {6, 9} is a parameter set
conjoining 6 and ¥'. We compute the derivative with respect
to w by using a retained computational graph of {6, ¥}.

However, in practice, we find a critical issue: when the
original features are not informative enough, large gradients
are difficult to generate by contrasting the uninformative
features, the MAGsS a,,(+) are inclined to create collapsed
augmented features, e.g., the augmented features and the
original features are very similar. We consider the reason
for the feature collapse is that small gradient changes of
the encoders alongside projection heads gy (fy(-)) lead to
the update step-size of a,,(+) to become extensively small,
which leaves the optimization of a,,(-) to fall into a local
optimum. The augmented features are such that without any
extra useful information. To tackle this issue, we further in-
ject a margin to encourage a,,(+) to generate more complex
and informative augmented features, which can be consid-
ered as a regularization term in the meta updating objective.
See Figure 2(a) for the details of the augmented feature
collapse issue, and we observe that, without margin-injected
regularization, MAGs tend to generate collapsed features
that are very similar with the original features. Formally, we
formulate the approach to generate margins for a,,(-) by

ot = min [min ({d({z+}k+)}),max ({d({zi}k*)})}

0~ = max {min ({d({z"}x+)}), max ({d({z_}k*)})}
“4)

where {d({z"};+)} is a set of the outputs (similarities)
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of positives computed by the discriminating function d(-),
and k* € {1,..., K"} where KT represents the number

of positives in a minibatch. {d({z*}kf)} is a set of the

discriminating outputs of negatives, and ki~ € {1,..., K~}
where K~ represents the number of negatives. Note that
only original features are used in Equation 4. We call the
formulated margin generation approach as "Large”, and we
also propose two more approaches, called "Medium" and
"Small". In Appendix A.2, we conduct comparisons to eval-
uate the effects of the three margin generation approaches.
We inject the margins between the augmented features and
original features by adding a regularization term in the meta
updating objective, and the regularization is defined as:

1 &
o == d({z" ) — o
TR ’“z‘:l{ k . )
1 &
I [a*fd({,r},;_)}+
k=1

where {Z*};. denotes a positive that includes one origi-
nal feature and one augmented feature, and K+ denotes
the number of such positives. {27 };_ represents likewise
one of K~ negatives, each of which includes one original
feature and one augmented feature. []; denotes the cut-off-
at-zero function, which is defined as [a]; = max(a,0). We
then integrate such regularization to the updating of w by

we—w-—20. Vw£<{gl§(f§(5<:))7
(53 ((0))}) +a R,

where ¢’ represents the learning rate of w, and « is a hy-
perparameter balancing the impact of the loss of margin-
injected regularization term. R, restricts MAGs to generate
informative features that are more different with the orig-
inal features (see Figure 2(b)). In practice, Figure 2(c)
and (d) show that the features learned by our method (with
margin-injected regularization) are more concentrated, e.g.,
the features of the same image are more similar and the gap
between the features of the different images are enlarged,
which proves informative augmented features can further
lead the encoders to learn non-collapsed (scattered) features.

3.3. Optimization-driven unified contrast

We propose to jointly contrast all features (including the
original features and the meta augmented features) in one
gradient back-propagation step. Motivated by (Schroff et al.,
2015), we introduce the following optimization-driven uni-
fied loss function to replace the conventional contrastive

Algorithm 1 MetAug
Input: Multi-view dataset X with M views of each sam-
ple, minibatch size n, and hyperparameters «, 3, 6.
Initialize The neural network parameters: 6 and ¢ for
view-specific encoders fy(-) and projection heads gy(+),
w for MAGs, i.e., a,(+). The learning rates: £ and ¢'.
repeat
for ¢-th training iterationdo
Iteratively sample minibatch X = {Xi}fz(tq)n'
# regular contrastive training step
00— gAeﬁkfetAug(fﬂa gv, 0w, )Q
V10— EAﬂ£MetAug(f97 g9, Auw, X)
end for
for -th training iterationdo
Iteratively sample minibatch X = {Xi}:Z(t—l)n-
# compute fast weights
# retain computational graph
9 =0- KAGL:AIetAug(vagﬂaava)
19 9 — ZAﬂ»CMetAug(f%gﬁaava)
# meta training step using second derivative
w4 w—rl'A, (ﬂlwetAug(f@g@a Q) X) +a- Ro’)
end for
until 6, ¥, and w converge.

loss as follows:

Z d {Z +} k+
kt=1

(7)
where [-]+ ensures that £ > 0 is always held. Note that all
original features and augmented features are involved. A is
a margin between the summarized instance similarities to
enhance the capability of the similarity separation. However,
we find that the difference between 31 pe—1d({z" }x-) and
25;1 d({z"}+) is not the larger the better. Excessive
increases of the difference may undermine the convergence
in optimization. We thereby wish to adopt a margin \ that
leads to preferable convergence. We reform the loss in
Equation 7 by adding a temperature coefficient 3 as follows:

K~
Lovcr, —l09{1+ Z Z

k—=1k*t=1

exp [5 (d({zf}kf) —d({z" }er) + /\ﬂ }

®)
when 3 — oo, Equation 8 is Equation 7. Inspired by
(Sun et al., 2020), we use weighting factors '™ and I'"
to modulate the impacts of d({z~},-) and d({z" }r+)-
Such approach aims to give greater weight to the similarity
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Table 1. Comparison of different methods on classification accuracy (top 1). We use conv and fc as backbones in the experiments.

denotes that the methods have reduced learnable parameters (See Appedix B.1).

i

Tiny ImageNet STL-10 CIFAR10 CIFAR100

Model

conv fc conv fc conv fc conv fc
Fully supervised 36.60 68.70 75.39 42.27
BiGAN 24.38 20.21 71.53 67.18 62.57 62.74 37.59 33.34
NAT 13.70 11.62 64.32 61.43 56.19 51.29 29.18 24.57
DIM 33.54 36.88 72.86 70.85 73.25 73.62 48.13 45.92
SplitBrain* 32.95 33.24 71.55 63.05 77.56 76.80 51.74 47.02
SwAV 39.56 0.2 38.87 £0.3(/70.32 £ 0.4 71.40 £0.3|/68.32 £ 0.2 65.20 & 0.3 [|44.37 = 0.3 40.85+£0.3
SimCLR 36.24 £0.2 39.83 £0.1|[75.57 £ 0.3 77.15£0.3]/80.58 + 0.2 80.07 £0.2(/50.03 £ 0.2 49.82 £ 0.3
cmct 41.58 £ 0.1 40.11 £0.2 83.03 85.06 81.31 £0.2 83.28 £0.2(|58.13 £ 0.2 56.72 £ 0.3
MoCo 3590+0.2 41.37+0.2(/77.50 £ 0.2 79.73 £0.3||76.37 £ 0.3 79.30 £ 0.2 ||51.04 £ 0.2 52.31 £ 0.2
BYOL 4159 £0.2 41.90 £0.1|{81.73 £ 0.3 81.57 £0.2(|77.18 £ 0.2 80.01 £0.2{|53.64 £0.2 53.78 £ 0.2
Barlow Twins 39.81 £0.3 40.34 £0.2|/80.97 £ 0.3 81.43 £0.3|/76.63 £ 0.3 78.49 £ 0.2{{52.80 £0.2 52.95 +£0.2
DACL 40.61 £0.2 41.26 £0.1|{80.34 £ 0.2 80.01 +0.3|/81.92 £+ 0.2 80.87 £ 0.2|52.66 + 0.2 52.08 + 0.3
LooC 42.04 +0.1 41.93 £0.2(/81.92+0.2 82.60 £0.2|/83.79 £ 0.2 82.05+0.2[54.25 £ 0.2 54.09 £ 0.2
SimCLR + Debiased 38.79£0.2 40.26 £0.2||77.09 £ 0.3 78.39 £0.21/80.89 £ 0.2 80.93 £ 0.2{{51.38 £0.2 51.09 £ 0.2
SimCLR + Hard 40.05+0.3 41.23 £0.2|{79.86 £ 0.2 80.20+0.2(/82.13 £ 0.2 82.76 £0.1|[52.69 £ 0.2 53.13 £ 0.2
CMC* + Debiased 41.64 £0.2 41.36 £0.1|{83.79 £ 0.3 84.20+0.2(/82.17 £ 0.2 83.72£0.2||58.48 £ 0.2 57.16 £ 0.2
CMC*# + Hard 42890 £0.2 42.01 £0.2|{83.16 0.3 85.15+0.2|/83.04 £0.2 86.22 £0.2||58.97 £ 0.3 59.13 £ 0.2
MetAug (only OUCL)*[42.02+0.1 42.144+0.2([84.09 £ 0.2 84.72+0.3([85.98 = 0.2 87.13 £ 0.2{[59.21 £ 0.2 58.73 £ 0.2
MetAug! 44.51 + 0.2 45.36 £ 0.2|(85.41 + 0.3 85.62 + 0.2 || 87.87 + 0.2 88.12 + 0.2{{59.97 £+ 0.3 61.06 & 0.2
that deviates from the optimum and smaller weight to the 3.4. Model objective

similarity that has the close proximity with the optimum.
I =[d({z" }-) -0 ]y and " = [OF —d({z" }i+ )],
where O~ and O™ represents the expected optimums of
d({z" },-) and d({z" }1+). Note that, we further propose
avariation of T including I'~ and T'*, and the comparisons
of them are demonstrated in Section 4.4. v and v~ is used
to replace )\ and add '~ and I'*" in Equation 8:

1 K~ KT
Lover = =logq 1+ Z Z erp l:,@(r—
/8 k—=1kt=1

9)
(A= o) —77) = T ({z " he) —vﬂﬂ }

We limit d({z~ }-) and d({z" }+) in the range of [0, 1] by
normalizing the features in {z~ },- and {z~ }, -, such that
theoretically, the optimum of d({z~ };-) is 0, the optimum
of d({z" }4+) is 1. The positive of d({z~ },-) — O~ and
Ot — d({z"},+) can easily be guaranteed. To cut the
number of hyperparameters, we reform Equation 9 into

1 K- K+t
Lover = Blog{l + Z Z exp[
k—=1kt=1 (10)

Bz ) = 1) + (@d({z 1)) - 272)} }

which is derived by setting OF =1+, 0~ = —y,~4T =
1—~v,andy™ = 1.

Concretely, we adopt margin-injected meta feature augmen-
tation in the contrastive learning paradigm to achieve desired
discriminative multi-view representations, and the proposed
Lret Aug 18 incorporated to replace the conventional con-
trastive loss £. The final model objective is defined as:

ori

Litetang = LOGoL + 0 Loder (1D
where £}~ represents the loss NOT including the meta
augmented features, L5}, represents the loss including
such features, and ¢ is a coefficient that controls the balance
between them (we perform parameter comparisons in Ap-
pendix A.4). It is worthy to note that the margin-injected
regularization R, is only used in meta training the MAGs,
i.e., a,(+), while in regular training of encoders and projec-
tion heads, R, is discarded. R, restricts the augmented
features to be informative so that such features can lead
the encoder to efficiently and effectively learn discrimina-
tive representations. The training process is detailed by

Algorithm 1.

4. Experiments

We benchmark our MetAug on five established datasets:
Tiny ImageNet (Krizhevsky et al., 2009), STL-10 (Coates
etal., 2011), CIFAR10 (Krizhevsky et al., 2009), CIFAR100
(Krizhevsky et al., 2009), and ImageNet (Jia et al., 2009).
The compared benchmark methods include: BIGAN (Don-
ahue et al., 2016), NAT (Bojanowski & Joulin, 2017), DIM
(Hjelm et al., 2018), SplitBrain (Zhang et al., 2017), CPC
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Table 2. Performance (accuracy) on the CIFAR10 and STL-10
datasets with ResNet-50 (He et al., 2016).

Model CIFAR10 | STL-10 | Average
SwAV 83.15 82.93 83.04
SimCLR 84.63 83.75 84.19
CMC 86.10 86.83 86.47
BYOL 87.14 87.56 87.35
Barlow Twins 85.84 86.02 85.93
DACL 86.93 88.11 87.52
LooC 87.80 88.62 88.21
SwAV + Hard 83.99 84.51 84.25
SimCLR + Hard 86.91 85.48 86.20
CMC + Hard 88.25 87.79 88.02
MetAug (only OUCL) 88.79 88.31 88.55
MetAug 91.09 90.26 90.68

(Hénaff et al., 2019), SWAV (Caron et al., 2020), SimCLR
(Chen et al., 2020), CMC (Tian et al., 2019), MoCo (He
et al., 2020), SimSiam (Chen & He, 2020), InfoMin Aug.
(Tian et al., 2020), BYOL (Grill et al., 2020), Barlow Twins
(Zbontar et al., 2021), DACL (Verma et al., 2021) LooC
(Xiao et al., 2021), Debiased (Chuang et al., 2020), Hard
(Robinson et al., 2020), and NNCLR (Dwibedi et al., 2021).

4.1. Efficiently performing MetAug

Implementations. To efficiently perform CL within a re-
stricted amount of the inputs in training, we uniformly set
the batch size as 64 (see Appendix A.1 for the comparisons
under different setting of batch size). For the experiments
with conv and fc as the backbone networks, we adopt a net-
work with the 5 convolutional layers in AlexNet (Krizhevsky
et al., 2012) as conv and a network with further 2 fully
connected layers as fc. Inspired by the backbone splitting
setting of SplitBrain (Zhang et al., 2017), we evenly split
the AlexNet into sub-networks across the channel dimen-
sion, and each sub-network is the view-specific encoder
(see Appendix B for the detailed implementation). For the
experiments with ResNet-50, we directly change the en-
coder network to ResNet-50. All backbone encoders are not
pre-trained. MetAug (only OUCL) is the ablation variant
without margin-injected meta feature augmentation.

Given an RGB image, we convert it to the Lab image color
space and split it into L and ab channels. During contrastive
learning, RGB, L, and ab are used as three views of the
image. Before feeding the views into our model, we simply
adopt the same data augmentations in CMC (Tian et al.,
2019). Especially, the major contribution of DACL is the
proposed data augmentation (i.e., mixup-noise) so that we
particularly add mixup data augmentation for DACL. In
training, a memory bank (Wu et al., 2018) is adopted to
facilitate calculations. We retrieve 4096 past features from
the memory bank to derive negatives. The learning rates
and weight decay rates are uniform over comparisons.

Table 3. Linear evaluation results on ImageNet. We follow the
setting of (Tian et al., 2019; Dwibedi et al., 2021) to compare
with other benchmark SSL methods with conv and ResNet-50.
MetAug™ denotes MetAug further leveraging the advances of the
positive re-sampling technique (Dwibedi et al., 2021). Note that
the batch size adopted by the compared methods are inconsistent in
the comparisons using ResNet-50, i.e., CMC adopts 128 yet others
adopt 4096. Therefore, we report the comparisons of MetAug
using ResNet-50 with the batch size of 128 in Appendix A.5.

ImageNet

Model conv [ ResNet-50

top 1 top 5
Fully supervised 50.5 - -
SplitBrain 32.8 - -
CPC v2 - 63.8 85.3
SwAV 38.0£0.3 71.8 -
SimCLR 37.7+£0.2 71.7 -
CMC 42.6 - -
MoCo 394+£0.2 71.1 -
SimSiam - 71.3 -
InfoMin Aug. - 73.0 91.1
BYOL 41.1£0.2 74.3 91.6
Barlow Twins 39.6 +0.2 - -
NNCLR - 75.4 92.3
DACL 41.8 +£0.2 - -
LooC 432 +0.2 - -
SimCLR + Debiased 38.9+£0.3 - -
SimCLR + Hard 415+02 - -
MetAug 451+ 0.2 - -
MetAug™ - 76.0 93.2

Comparison on downstream tasks. We collect the results
of 20 trials for comparisons. The average result of the last 20
epochs is used as the final result of each trial, and the 95%
confidence intervals are also reported, while the results with-
out 95% confidence intervals are quoted from the published
papers. We compare MetAug against a fully-supervised
method (similar to AlexNet (Krizhevsky et al., 2012)) and
the state-of-the-art unsupervised methods. Table 1 shows the
comparisons on four benchmark datasets. The last two rows
of tables represent the results of our methods. As demon-
strated in tables, MetAug beats the best prior methods on all
datasets. Even compared with the fully-supervised method
trained end-to-end (without fine-tuning) for the architecture
presented, the proposed method has a significant improve-
ment on most downstream tasks, which demonstrates that
MetAug can better model discriminative information when
supervision is insufficient (e.g., the training data is limited).
The ablation model (i.e., MetAug (only OUCL)) outper-
forms most unsupervised methods but falls short of the per-
formance of MetAug. Thus, the ablation study proves the
effectiveness of our proposed margin-injected meta feature
augmentation and optimization-driven unified contrast.

DACL and LooC propose to enhance contrastive learning
from the perspective of data augmentation, while MetAug
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Table 4. Comparison of applying benchmark SSL methods with different data augmentations by using the fc backbone on CIFAR10.

Data augmentations Methods
ID horiz.ontal rotate random random ?olor mixup DACL LooC MetAug
flip crop grey Jitter
1 v v - 80.73 87.05
2 v - 81.16 87.53
3 v - 80.70 86.81
4 v - 81.64 87.79
5 v v - 82.05 88.12
6 v v - 82.16 88.01
7 v v v 80.87 82.21 88.22
8 v v v v v v 82.09 83.17 88.65
improves contrastive learning from the perspective of fea- 4202
ture augmentation. The idea behind our method is simple -— S s
but effective, since contrastive learning works directly on MetAug (only OUCL) wio T 5 e
features, and the augmented images need one step of encod- - § s
ing to become features. The experimental results support MetAug (oly OUCL) w/T < s
that MetAug achieves better performance on benchmarks. gpmememmmme o
1 2 4 6 8

Performing MetAug on ResNet. We perform classification
comparisons on the CIFAR10 and STL-10 by using ResNet-
50. Table 2 shows that MetAug and the ablation variant
outperform the compared methods, which indicates that
MetAug has strong adaptability to different encoders.

4.2. Benchmarking MetAug on ImageNet

Implementation. To comprehensively understand the per-
formance of our proposed MetAug, we conduct comparisons
on ImageNet and make fair comparisons with benchmark
methods. The backbone encoder is conv or ResNet-50, and
the results are demonstrated in Table 3. MetAug is a de-
coupled approach so that we can introduce MetAug in the
learning paradigm of state-of-the-art to improve the perfor-
mance, e.g, for the experiments using conv or ResNet-50,
we perform MetAug in CMC or NNCLR, respectively.

Results. As shown in Table 3, we find that MetAug can
effectively promote the performance of benchmark methods
in the comparisons using both conv and ResNet-50. The
results support that our proposed meta feature augmenta-
tion can enable different encoders to model discriminative
information even in the large-scale dataset.

4.3. Is MetAug robust for data augmentation?

To illustrate the impacts of different data augmentations,
we conducted multiple comparisons on CIFAR10 shown in
Table 4. Note that horizontal flip and rotate are similar, and
we use them together in the 1-th comparison. In the 5-th
comparison, we take the same data augmentations as the set-
ting of comparisons in Section 4.1. The data augmentations
adopted in the 6-th comparison are as same as the setting of

ODdec

Figure 3. The impact of different ¢4 on the performance of our
method using I". Comparisons are conducted on Tiny ImageNet
with conv as the encoders.

LooC (Xiao et al., 2021). Additionally, mixup is proposed
by DACL (Verma et al., 2021).

We observe from Table 4 that MetAug outperforms the
compared methods in all comparisons. It is worth noting
that even using weak data augmentation degenerates the
performance of our method as well as benchmark methods,
but the performance degeneration of our method is minimal
compared to others, e.g., from 8-th and 1-th comparison, we
find that the gap of MetAug is 1.60%, while that of LooC
is 2.44%. The results support that MetAug is robust for
various data augmentations.

4.4. Do the variant of I' promote MetAug?

In practice, we find that the introduction of the weighting
factor I' cannot directly improve our proposed method. Our
conjuncture lies in that I' may cause the loss to converge
excessively fast, which leaves the network parameters at a
local minimum. Therefore, we propose a variant to replace

. . .= r . .
I" in Equation 9, i.e., ' = —— where ¢4 is a linear

dec
attenuation coefficient to linearly attenuate the impact of
T so that the difference between the current value and the
optimum becomes smaller.

We use MetAug (only OUCL) to demonstrate the effective-
ness of the proposed variant. The results are shown in Figure
3. We observe that the performance of our method get peak
value when ¢4 is 6, which manifests that introducing a
certain linear attenuation to I' can promote MetAug.
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5. Conclusion

We conclude that exploring informative features is the key
to contrastive learning. Different from the conventional con-
trastive methods that collect enough informative features
to learn a good representation by enlarging the batch or
memory bank, we motivate MetAug to learn a discrimina-
tive representation from a restricted amount of images. Our
method proposes margin-injected meta feature augmenta-
tion to straightforwardly augment features to be informa-
tive and avoid learning degenerate features. To efficiently
make use of all available features, MetAug further proposes
optimization-driven unified contrast. Experimental evalua-
tions demonstrate that MetAug achieves the state-of-the-art.
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Figure 4. Comparison of different methods on classification accu-
racy (topl) under various settings of batch size. We conducted
experiments on CIFAR10 with conv encoder.

A. Appendix - Extended comparisons

In this section, we provide several experimental analyses
about the advantages of our proposed method. The experi-
ments to find appropriate hyperparameters are conducted as
well, and in detail, we conduct comparisons of using differ-
ent hyperparameters on the validation set of corresponding
benchmark datasets.

A.1. Can MetAug perform consistently under different
settings of batch size?

As the results shown in Table 1, 2, and 3, we observe
that MetAug achieves our expectation that learning anti-
collapse and discriminative representations from a restricted
amount of images in a training step (i.e., the batch size is
limited). However, we conduct further experiments to ex-
plore whether MetAug has consistent performance under
settings of larger batch sizes.

From Figure 4, we observe that with the increase of batch
size, each compared method achieves better performance on
the downstream task. We conjecture that with the enlarging
of batch size, the number of available features in a training
step is increased, so that models may explore more infor-
mative features to promote the performance of contrastive
learning. Yet, comparing our method with the benchmark
methods, we find that the gap between the performance of
MetAug (only OUCL) and the compared methods becomes
smaller. We extend the mentioned conjecture: as more
informative features can be explored by all methods in a
training step, OUCL’s advantage becomes less significant.
OUCL aims to include all available features to efficiently
train the model and avoid the optimization fall into a local
optimum, and the increase of batch size, which means suffi-
cient self-supervision, can naturally promote the efficiency
of optimization and avoid the fall into a local optimum.

Large  Medium  Small None

60.28% 59.74% 59.80% 59.63%

['cont'rast

61.06%

60.77%

Lovcr 60.59%

Figure 5. Heatmap of injected margin variant comparisons.

Table 5. Performance (accuracy) of MetAug with or without the
augmented features on CIFAR10 with conv encoder.

Model s w/ augmented | w/o augmented
features features

SimCLR - 80.58

DACL - 81.92

LooC - 83.79

CMC +Hard | - 83.04
1071 85.85 85.48
1072 85.91 85.99
1073 86.57 86.65
1074 87.42 87.41

MetAug 10-° 87.72 87.87
106 87.26 87.47
1077 86.90 87.19
1078 86.12 86.35

Yet the advance of OUCL is always maintained, which is
supported by the comparison. Only LooC’s performance
can gradually catch up with the performance of MetAug
(only OUCL). We research the setting of LooC, and find
that LooC leverages more than one (e.g., three) contrastive
loss in a training step, which allows LooC to train the model
multiple times. We observe that, even in the large batch size,
MetAug can still improve the state-of-the-art methods by a
significant margin.

Concretely, MetAug maintains its superiority over compared
method under different settings of batch size.

A.2. Variants of the injected margin

We denote min™ as min({d({z*},+)}) and max~ as
max({d({z~ }4-)}). For "Medium", both 6+ and o~ equal
to mean[min®, max~]. ¢t = max[min™ max~] and
o~ = min[min™, max~] in "Small".

In Figure 5, we conduct comparisons on CIFAR100 with fc.
We observe that, whether our method uses L onirast OF the
proposed Loucr, all three variants can improve MetAug,
and our method with "Large” achieve the best performance.
The experiments further prove the effectiveness of the two
key ingredients of MetAug.

A.3. Understanding of the augmented features

To understand the augmented features, we conduct a com-
parison of MetAug by adopting the augmented features in
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Figure 7. Impacts of the hyperparameter +y of our proposed method.
‘We conducted comparisons based on MetAug (onlu OUCL) on
Tiny ImageNet with fc encoder. To measure the impact of -y, we
iteratively select v and observe the accuracy of the method.

the test or not. As shown in Table 5, the results of MetAug
using the augmented features in the test are listed in the
w/ augmented features column, and the results of MetAug
NOT using the augmented features in the test are listed
in the w/o augmented features column (which is the reg-
ular approach in the test). We select ¢ from the range of
{1071,1072,10723,10*,107°,1076,1077, 1078} to gen-
erate different augmented features. Specifically, the ap-
proach of adopting the augmented features in the test is
that we use MAGs to generate augmented features and such
features are treated as the same as the original features, i.e.,
augmented features are regarded as additions of original fea-
tures. Note that, in regular test (i.e., w/ augmented features),
we use the representation ;] and discard the projection head
99, (+) to feed into the classifier, while, in the test of using

augmented features, we have to use the feature zf gener-
ated by the projection head gy, (-) to feed into the classifier,

J

because MAGs work on the feature z; .

From Table 5, we observe that, generally, MetAug w/o aug-

mented features beats MetAug w/ augmented features. The
reasons behind such phenomenon are: 1) the augmented
features are generated to lead the encoders to learn discrim-
inative representations (e.g., hf), which indicates that the
augmented features contribute to the improvement of the
encoders, but this does not mean that the augmented features
are discriminative for downstream tasks; 2) in the test of
using augmented features, we do not discard the projection
head gy, (-), and recent works prove that the approach of
using a projection head in training and discarding such head
in the test can significantly improve the performance of the
model on downstream tasks (Chen et al., 2020; He et al.,
2020).

Out of the understanding of the experimental results, we
think that the augmented features contain useful information
that can improve the encoder, but such information may not
be discriminative to downstream tasks.

A.4. Synthetic comparison of hyperparameters

To intuitively understand the impacts of hyperparameters,
we conduct comparisons by using various combinations of
them for the proposed MetAug. Specifically, o controls
the impact of the proposed margin-injected regularization
term. The hyperparameter /3 is proposed as a temperature
coefficient in OUCL. v is a specific parameter to replace the
hyperparameters in OUCL such that the number of hyperpa-
rameters can be reduced. § balances the impact of OUCL
that uses augmented features and OUCL that does not use
these features.

As demonstrated in Figure 7, we first solely study ~’s im-
pact on MetAug, because y is only used in OUCL function,
and in practice, we find that, compared with other hyper-
parameters, 7 has less impact on our method. We conduct
experiments on Tiny ImageNet with fc encoder and select
v from the corresponding range for MetAug (only OUCL)
to clarify its impact, and the results indicate that appropri-
ate selected v can indeed promote the performance of our
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Table 6. Comparisons on ImageNet with different view settings
using ResNet-50 as the encoder. 1 denotes our reimplementations.
RandAugment is proposed by (Cubuk et al., 2019).

View ResNet-50
setting Method topl | top5
CMC 64.0 85.5
5 |oMc! 633 | 84.8
3 MetAug (only OUCL) 63.9 85.7
MetAug (only MAG) 64.4 86.0
MetAug 65.1||86.2
CMC 64.8 | 86.1
cMmcCt 64.5 | 86.2
3] CMC + RandAugment 66.2 | 87.0
< | CMC + RandAugment! 65.7 | 86.8
Q MetAug (only OUCL) 65.0 | 86.3
>~ | MetAug (only MAG) 659 | 86.8
MetAug 66.4 87.1
MetAug + RandAugment | | 66.7 | | | 87.5

method, but the differences between the impacts of different
~ are limited.

Then, we fix v = 0.40 and study on the impacts of other
hyperparameters. As the results are shown in Figure 6,
the plots further elaborate our parameter studies’ results
with MetAug on the CIFAR10 benchmark dataset with
fc encoder. To explore the influence of S and 4, we
first fixed &« = 10~ '3, and then we selected [ from the
range of {2,22,23 24 25 26 27 28} and § from the range
of {1071,1072,1073,107%,1075,1075,1077,1078}.
Following  the same  experimental  principle
as above, we selected a from the range of
{1073,107°,1077,107°2,10~ 1,107 13,107 15,107 17}.
See Figure 6(a), (b), and (c) for the details of the compar-
isons. In general, good classification performance highly
depends on the J and § terms. Also, « is an intensely
necessary supplement for adapting the interval between
similarities of augmented features and original features,
which avoids to learn degenerate representations. We also
find that the potential to improve the learned representations
grows with the adjustment of term [, e.g., the initial loss
becomes relatively large.

A.5. Discussion of the comparisons using ResNet-50 on
ImageNet

In Table 3, we do not report the experimental results of CMC
using ResNet-50, because the batch sizes adopted by them
are inconsistent, i.e., CMC adopts 128 yet other methods
adopt 4096. Therefore, the performance of CMC is not com-
petitive compared to other compared methods, including
MetAug*. Our proposed MetAug can be treated as a feature
augmentation approach so that MetAug can be embedded
into each self-supervised learning architecture. The original
MetAug is implemented based on CMC, so for a fair com-
parison, MetAug adopts the same batch size as CMC, while
MetAug* is implemented based on NNCLR (Dwibedi et al.,

2021) with the batch size of 4096. Therefore, MetAug®st
apparently outperforms MetAug, so we only report the best
variant of our method, i.e., MetAug®st. Whereas, we have
comprehensively evaluated whether our method can really
improve the performance of CMC on ImageNet, which is
shown in Table 6. MetAug can be treated as a component
to improve baseline methods, which is implemented based
on CMCT. We observe that MetAug beats CMC and even
achieves better performance than CMC + RandAugment,
which proves that our method can not only improve CMC
but also beat RandAugment. We further employ RandAug-
ment in our method. The results show that such a variant
achieves the best performance, which is consistent with 4.3,
i.e., stronger data augmentation improves the performance
of our method.

B. Appendix - Implementation

In this paper, we introduce a novel self-supervised represen-
tation learning approach, i.e., Meta Feature Augmentation
(MetAug), of which Figure 1 depicts the overview frame-
work. The following subsections provide the design details
of MetAug.

B.1. Network architecture

In the experiments, neural network classification methods
(i.e., conv and fc) are adopted as the backbone networks,
and the classifiers (i.e., the linear networks) on the repre-
sentations extracted from the encoders are performed on
downstream classification tasks.

According to the principle of building the encoders, the
AlexNet is split across the channel dimension with the idea
that split-AlexNet can also perform well in learning repre-
sentations between views, which only has the halved learn-
able parameters (Zhang et al., 2017). We build the AlexNet
with 5 convolutional layers, 2 linear layers, and a fully con-
nected layer followed by a 12 normalization function. Then
the split-AlexNets (i.e., the sub-networks) are regarded as
the encoders. In experiments, we use conv and fc, which
use the corresponding layers of AlexNet. Note that we split
AlexNet across channels for RGB, L, and ab views. in the
test, we concatenate representations layer-wise from the
encoders into one to achieve the final representations of the
inputs.

We develop the classifier by leveraging a linear network
followed by a softmax output function. Following the pro-
posed experimental setting of the previous literature (Oord
etal., 2018; Hjelm et al., 2018; Arora et al., 2019; Tian et al.,
2019), we evaluate the quality of the learned representations
by freezing the weights of backbone encoders and training
the linear classifier in the test.
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B.2. Algorithm description

MetAug is an end-to-end representation learning method:
we iteratively train the encoders and MAGs by back-
propagating Ljsetaug, and the training process is based
on Adam gradient optimization.

The proposed MetAug is a generalized approach, which can
be used for various downstream tasks, e.g., classification,
clustering, regression, etc. We can straightforwardly train
the encoders, pretrained by MetAug, on downstream tasks.

Here, we provide a pseudo-code for MetAug training de-
scribed in the style of PyTorch, which is without the in-
clusion of the detailed matrix processing or helper utility
functions & codes that are irrelevant to the algorithm:



