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#### Abstract

We consider a generalization of the "dual" approach to distributional learning of contextfree grammars, where each nonterminal $A$ is associated with a string set $X_{A}$ characterized by a finite set $C$ of contexts. Rather than letting $X_{A}$ be the set of all strings accepted by all contexts in $C$ as in previous works, we allow more flexible uses of the contexts in $C$, using some of them positively (contexts that accept the strings in $X_{A}$ ) and others negatively (contexts that do not accept any strings in $X_{A}$ ). The resulting more general algorithm works in essentially the same way as before, but on a larger class of context-free languages. Keywords: distributional learning; membership queries; context-free grammars


## 1. Introduction

In the "dual" approach to distributional learning of context-free grammars (Clark and Yoshinaka, 2016), the learner uses finite sets of contexts (i.e., pairs of strings) as nonterminals of the hypothesized grammar. A hypothesized production

$$
C_{0} \rightarrow w_{0} C_{1} w_{1} \ldots C_{n} w_{n},
$$

where each $C_{i}$ is a finite set of contexts qua nonterminal and each $w_{i}$ is a terminal string, is deemed by the learner to be compatible with available evidence about the target language if

$$
\begin{equation*}
C_{0}^{\triangleleft} \supseteq w_{0}\left(E \cap C_{1}^{\triangleleft}\right) w_{1} \ldots\left(E \cap C_{n}^{\triangleleft}\right) w_{n}, \tag{1}
\end{equation*}
$$

where $E$ is the set of substrings contained in the positive data given to the learner so far. The operation $(\cdot)^{\triangleleft}$ takes a set $C$ of contexts to the set $C^{\triangleleft}=\{x \mid$ for all $(u, v) \in C, u x v \in L\}$ consisting of all the strings that are accepted by all contexts in $C$ in the target language $L$. If $C=\left\{\left(u_{1}, v_{1}\right), \ldots,\left(u_{k}, v_{k}\right)\right\}$, then

$$
\begin{equation*}
x \in C^{\triangleleft} \Longleftrightarrow u_{1} x v_{1} \in L \wedge \cdots \wedge u_{k} x v_{k} \in L, \tag{2}
\end{equation*}
$$

so that whether a string $x$ belongs to $C^{\triangleleft}$ is determined by $k$ queries to the membership oracle. With a fixed bound on the cardinality of the $C_{i}$ and the number $n$ of right-hand side nonterminals, as well as an appropriate restriction on the elements of the $C_{i}$ and the sequence of terminal strings $\left(w_{0}, w_{1}, \ldots, w_{n}\right)$ in the right-hand side of productions, a polynomial number of queries suffice to test all hypothesized productions as to their compatibility, in the sense of (1).

## A Hierarchy of Context-Free Languages

From the computational efficiency perspective, however, there is no reason to want to restrict the use of finite context sets to conjunctions of "membership atoms" uxv $\in L$, as in (2). One could partition a finite context set representing a nonterminal into two sets $C=\left\{\left(u_{1}, v_{1}\right), \ldots,\left(u_{k}, v_{k}\right)\right\}$ and $D=\left\{\left(y_{1}, z_{1}\right), \ldots,\left(y_{l}, z_{l}\right)\right\}$, and use the contexts in $C$ positively and those in $D$ negatively:

$$
\begin{equation*}
x \in C^{\triangleleft} \cap D^{\triangleleft} \Longleftrightarrow u_{1} x v_{1} \in L \wedge \cdots \wedge u_{k} x v_{k} \in L \wedge y_{1} x z_{1} \notin L \wedge \cdots \wedge y_{l} x z_{l} \notin L \tag{3}
\end{equation*}
$$

The operation $(\cdot)^{\bar{\triangleleft}}$ takes a context set $D$ to the set $D^{\bar{\triangleleft}}=\{x \mid$ for all $(y, z) \in D, y x z \notin L\}$. With each nonterminal represented by such a pair of finite context sets, the production

$$
\left(C_{0}, D_{0}\right) \rightarrow w_{0}\left(C_{1}, D_{1}\right) w_{1} \ldots\left(C_{n}, D_{n}\right) w_{n}
$$

would be compatible with available evidence just in case

$$
C_{0}^{\triangleleft} \cap D_{0}^{\bar{\triangleleft}} \supseteq w_{0}\left(E \cap C_{1}^{\triangleleft} \cap D_{1}^{\bar{\triangleleft}}\right) w_{1} \ldots\left(E \cap C_{n}^{\triangleleft} \cap D_{n}^{\bar{\triangleleft}}\right) w_{n}
$$

In fact, one could go a step further and allow all Boolean combinations of membership atoms $u x v \in L$, not just conjunctions of positive and negative membership literals as in (3).

In this paper, we show that these generalizations of the existing distributional learning algorithm indeed meet the same criteria of efficient learning from positive data and membership queries as before, while significantly enlarging the class of context-free languages that can be learned. For the case of allowing conjunctions of positive and negative membership literals, the bound $k$ on the number of positive literals and the bound $l$ on the number of negative literals give rise to a two-dimensional hierarchy of context-free languages, where an increment of either $k$ or $l$ cannot be matched by any amount of increase in the other parameter.

Although still further uses of membership queries are conceivable, we hope that this paper leads to a better understanding of the limits of efficient learning algorithms for contextfree languages utilizing positive data and membership queries.

## 2. Preliminaries

We allow a context-free grammar to have multiple initial nonterminals. Thus, a CFG is a 4-tuple $G=(N, \Sigma, P, I)$, where $N$ is the set of nonterminals, $\Sigma$ is the terminal alphabet, $P$ is the set of productions, and $I$ is the set of initial nonterminals. A sequence $\left(X_{A}\right)_{A \in N}$ of subsets of $\Sigma^{*}$ indexed by nonterminals is a pre-fixed point of $G$ if for each production $B_{0} \rightarrow w_{0} B_{1} w_{1} \ldots B_{n} w_{n}$ of $G$, we have $X_{B_{0}} \supseteq w_{0} X_{B_{1}} w_{1} \ldots X_{B_{n}} w_{n}$. If $\left(X_{A}\right)_{A \in N}$ is the least pre-fixed point (under componentwise inclusion) of $G$ (which must exist), then we write $L(G, A)$ for $X_{A}$. The language of $G$ is then $L(G)=\bigcup_{A \in I} L(G, A)$. A pre-fixed point $\left(X_{A}\right)_{A \in N}$ of $G$ is sound if $\bigcup_{A \in I} X_{A} \subseteq L(G)$ (or, equivalently, if $\bigcup_{A \in I} X_{A}=L(G)$ ).

We take for granted the standard notions of derivation and derivation tree of a CFG $G$. If $A$ is a nonterminal of $G$, then the context set of $A$ is $C(G, A)=\left\{(u, v) \in \Sigma^{*} \times \Sigma^{*} \mid\right.$ $S \Rightarrow_{G}^{*} u A v$ for some $\left.S \in I\right\}$. It is easy to see that if $\left(X_{A}\right)_{A \in N}$ is a sound pre-fixed point (SPP) of $G$, then $L(G) \supseteq \bigcup_{(u, v) \in C(G, A)} u X_{A} v$ for every $A \in N$. A nonterminal $A$ is unreachable if $C(G, A)=\varnothing$ and unproductive if $L(G, A)=\varnothing$. A nonterminal is useless if it is either unproductive or unreachable.

A pump in a derivation tree $\tau$ of $G$ is a part of $\tau$ that corresponds to a derivation of the form $A \Rightarrow_{G}^{+} u A v$, where $A \in N$ and $u v \in \Sigma^{+}$. The yield of such a pump is the pair $(u, v)$. The pumping number for $G$ is the least natural number $p$ such that every derivation tree $\tau$ for a string $x$ with $|x| \geq p$ contains a pump with yield $(u, v)$ such that $|u|+|v| \leq p$.

Let $L \subseteq \Sigma^{*}$. We write $\bar{L}$ for $\Sigma^{*}-L$. For $C \subseteq \Sigma^{*} \times \Sigma^{*}$, define

$$
C^{\langle L|}=\left\{x \in \Sigma^{*} \mid \text { for all }(u, v) \in C, u x v \in L\right\}
$$

For $X \subseteq \Sigma^{*}$, define

$$
X^{|L\rangle}=\left\{(u, v) \in \Sigma^{*} \times \Sigma^{*} \mid u X v \subseteq L\right\} .
$$

When $L$ is understood from context, we write $C^{\triangleleft}$ and $X^{\triangleright}$ for $C^{\langle L|}$ and $X^{|L\rangle}$, and $C^{\bar{\triangleleft}}$ and $X^{\triangleright}$ for $C^{\langle\bar{L}|}$ and $X^{|\bar{L}\rangle}$. The map $(\cdot)^{\triangleright \triangleleft}: \mathscr{P}\left(\Sigma^{*}\right) \rightarrow \mathscr{P}\left(\Sigma^{*}\right)$ is a closure operator in the sense that (i) $X \subseteq X^{\triangleright \triangleleft}$; (ii) $X \subseteq Y$ implies $X^{\triangleright \triangleleft} \subseteq Y^{\triangleright \triangleleft}$; and (iii) $X^{\triangleright \triangleleft \triangleleft}=X^{\triangleright \triangleleft}$. A set $X \subseteq \Sigma^{*}$ is closed when $X^{\triangleright \triangleleft}=X$, or equivalently, when $X=C^{\triangleleft}$ for some $C \subseteq \Sigma^{*} \times \Sigma^{*}$.

For $k \geq 1, l \geq 0$, and $m \geq 1$, define ${ }^{1}$

$$
\begin{aligned}
\mathrm{FC}_{L}(k, l) & =\left\{C^{\triangleleft} \cap D^{\triangleleft}\left|C, D \subseteq \Sigma^{*} \times \Sigma^{*}, 1 \leq|C| \leq k, 0 \leq|D| \leq l\right\}\right. \\
\mathrm{FC}_{L}(k, l, m) & =\left\{X_{1} \cup \cdots \cup X_{m} \mid X_{1}, \ldots, X_{m} \in \mathrm{FC}_{L}(k, l)\right\}
\end{aligned}
$$

If membership of $x$ in $X$ is determined by a fixed Boolean combination $\varphi$ of a fixed finite set of queries of the form " $u x v \in L$ ?", then $X$ is in $\mathrm{FC}_{L}(k, l, m)$ for some $k, l, m$. A bound on $k, l, m$ is obtained by converting $\varphi$ into disjunctive normal form.

A context-free language $L$ belongs to $\mathbf{F C P}_{r}(k, l)\left(\right.$ resp. $\left.\mathbf{F C P}_{r}(k, l, m)\right)$ iff there is a context-free grammar $G=(N, \Sigma, P, I)$ for $L$ such that each production in $P$ has at most $r$ nonterminals on its right-hand side and $G$ has an SPP $\left(X_{A}\right)_{A \in N}$ satisfying $X_{A} \in \mathrm{FC}_{L}(k, l)$ (resp. $X_{A} \in \mathrm{FC}_{L}(k, l, m)$ ) for all $A \in N$. We write $\operatorname{FCP}(k, l)$ and $\operatorname{FCP}(k, l, m)$ for $\bigcup_{r \geq 0} \mathbf{F C P}_{r}(k, l)$ and $\bigcup_{r \geq 0} \mathbf{F C P}_{r}(k, l, m)$, respectively. ${ }^{2}$

## 3. Learnability of $\mathrm{FCP}_{r}(k, l, m)$

We give an algorithm for learning context-free languages in $\mathbf{F C P}_{r}(k, l, m)$ in the limit from positive data and membership queries.

For $K \subseteq \Sigma^{*}$, let

$$
\begin{aligned}
\operatorname{Sub}(K) & =\left\{w \in \Sigma^{*} \mid u w v \in K \text { for some } u, v\right\}, \\
\operatorname{Sub}^{n}(K) & =\left\{\left(w_{1}, \ldots, w_{n}\right) \in\left(\Sigma^{*}\right)^{n} \mid u_{0} w_{1} u_{1} \ldots w_{n} u_{n} \in K \text { for some } u_{0}, u_{1}, \ldots, u_{n}\right\}, \\
\operatorname{Sub}^{\leq r}(K) & =\bigcup_{n=1}^{r} \operatorname{Sub}^{n}(K) \\
\operatorname{Con}(K) & =\left\{(u, v) \in \Sigma^{*} \times \Sigma^{*} \mid u w v \in K \text { for some } w\right\} .
\end{aligned}
$$

We first observe a simple fact.

[^0]Proposition 1 If $X \in \mathrm{FC}_{L}(k, l)$ and $X \neq \varnothing$, then $X=C^{\langle L|} \cap D^{\langle\bar{L}|}$ for some $C, D \subseteq$ Con( $L$ ).

Proof It is easy to see that if $C \nsubseteq \operatorname{Con}(L)$, then $C^{\langle L|}=\varnothing$, and for all $D \subseteq \Sigma^{*} \times \Sigma^{*}$, $D^{\langle\bar{L}|}=(D \cap \operatorname{Con}(L))^{\langle\bar{L}|}$.

A learner for $\mathbf{F C P}_{r}(k, l, m)$ is listed in Algorithm 1. A positive presentation of $L_{*}$ is an infinite sequence of strings $t_{1}, t_{2}, \ldots$ enumerating exactly the elements of $L_{*}$. If $B=\left\{\left(C_{1}, D_{1}\right), \ldots,\left(C_{m}, D_{m}\right)\right\}$, where $C_{j}, D_{j} \subseteq \operatorname{Con}\left(L_{*}\right)$ for $j=1, \ldots, m$, define

$$
\llbracket B \rrbracket^{L_{*}}=\left(C_{1}^{\left\langle L_{*}\right|} \cap D_{1}^{\left\langle\overline{L_{*}}\right|}\right) \cup \cdots \cup\left(C_{m}^{\left\langle L_{* *}\right|} \cap D_{m}^{\left\langle\overline{L_{*}}\right.}\right) .
$$

Whether a string $x$ belongs to $\llbracket B \rrbracket^{L_{*}}$ can be decided by at most $m(k+l)$ queries to the membership oracle for $L_{*}$. A production $B_{0} \rightarrow w_{0} B_{1} w_{1} \ldots B_{n} w_{n}$ is valid if

$$
\llbracket B_{0} \rrbracket^{L_{*}} \supseteq w_{0} \llbracket B_{1} \rrbracket^{L_{*}} w_{1} \ldots \llbracket B_{n} \rrbracket^{L_{*}} w_{n},
$$

and valid on $E$ if

$$
\llbracket B_{0} \rrbracket^{L_{*}} \supseteq w_{0}\left(E \cap \llbracket B_{1} \rrbracket^{L_{*}}\right) w_{1} \ldots\left(E \cap \llbracket B_{n} \rrbracket^{L_{*}}\right) w_{n} .
$$

Note that a production is valid if and only if it is valid on $\operatorname{Sub}\left(L_{*}\right)$.

```
Algorithm 1: Learner for \(\mathbf{F C P}_{r}(k, l, m)\).
Parameters: Positive integers \(r, k, m\); a natural number \(l\);
Data: A positive presentation \(t_{1}, t_{2}, \ldots\) of \(L_{*} \subseteq \Sigma^{*}\); membership oracle for \(L_{*}\);
Result: A sequence of grammars \(G_{1}, G_{2}, \ldots\);
\(T_{0}:=\varnothing ; E_{0}:=\varnothing ; J_{0}:=\varnothing ; H_{0}:=\varnothing ; G_{0}:=(\varnothing, \Sigma, \varnothing, \varnothing) ;\)
for \(i=1,2, \ldots\) do
    \(T_{i}:=T_{i-1} \cup\left\{t_{i}\right\} ; E_{i}:=\operatorname{Sub}\left(T_{i}\right) ;\)
    if \(T_{i} \nsubseteq L\left(G_{i-1}\right)\) then
        \(J_{i}:=\operatorname{Con}\left(T_{i}\right) ; H_{i}:=\operatorname{Sub}^{\leq r+1}\left(T_{i}\right) ;\)
    else
        \(J_{i}:=J_{i-1} ; H_{i}:=H_{i-1} ;\)
    end
    output \(G_{i}:=\left(N_{i}, \Sigma, P_{i}, I_{i}\right)\) where
    \(N_{i}:=\left\{\left\{\left(C_{1}, D_{1}\right), \ldots,\left(C_{m}, D_{m}\right)\right\}\left|C_{j}, D_{j} \subseteq J_{i}, 1 \leq\left|C_{j}\right| \leq k, 0 \leq\left|D_{j}\right| \leq l\right\}\right.\),
    \(P_{i}:=\left\{B_{0} \rightarrow w_{0} B_{1} w_{1} \ldots B_{n} w_{n} \mid\left(w_{0}, w_{1}, \ldots, w_{n}\right) \in H_{i}\right.\),
        \(B_{0}, B_{1}, \ldots, B_{n} \in N_{i}, B_{0} \rightarrow w_{0} B_{1} w_{1} \ldots B_{n} w_{n}\) is valid on \(\left.E_{i}\right\}\),
    \(I_{i}:=\left\{B \in N_{i} \mid E_{i} \cap \llbracket B \rrbracket^{L_{*}} \subseteq L_{*}\right\} ;\)
end
```

Proposition 2 At each stage $i$, the number of queries to the membership oracle made by Algorithm 1 is bounded by a polynomial in the total lengths of the strings in $T_{i}$.

Proof Let $n=\sum_{j=1}^{i}\left|t_{j}\right|$ (the sum of the lengths of the strings in $T_{i}$, accounting for repetitions). Then

$$
\begin{aligned}
& \left|E_{i}\right| \leq\binom{ n+1}{2}+1=\frac{(n+1) n+2}{2}, \\
& \left|J_{i}\right| \leq\binom{ n+1}{2}+2(n+1)=\frac{(n+1)(n+4)}{2}, \\
& \left|H_{i}\right| \leq \sum_{j=1}^{r+1}\binom{n+2 j}{2 j} \leq(r+1)\binom{n+2 r+2}{2 r+2} \leq \frac{(r+1)(n+2 r+2)^{2 r+2}}{(2 r+2)!}, \\
& \left|N_{i}\right| \leq \frac{1}{m!}\left(\left(\sum_{j=1}^{k}\binom{\left|J_{i}\right|}{j}\right)\left(\sum_{j=0}^{l}\binom{\left|J_{i}\right|}{j}\right)\right)^{m} \leq \frac{1}{m!}\left(\left|J_{i}\right|^{k}\left(\left|J_{i}\right|^{l}+1\right)\right)^{m} \leq \frac{\left|J_{i}\right|^{(k+l+1) m}}{m!} .
\end{aligned}
$$

The number of productions that are considered for inclusion in $P_{i}$ is $\left|H_{i}\right|\left|N_{i}\right|^{r+1}$, and to test each of them for validity on $E_{i}$ requires at most $\left|E_{i}\right|^{r}(m(k+l))^{r+1}$ queries to the membership oracle, so the construction of the set $P_{i}$ requires at most $\left|H_{i}\right|\left|N_{i}\right|^{r+1}\left|E_{i}\right|^{r}(m(k+l))^{r+1}$ queries. Finally, to test each $B \in N_{i}$ for inclusion in $I_{i}$ requires at most $\left|E_{i}\right|(m(k+l)+1)$ queries to the membership oracle, so to determine the set $I_{i}$ requires at most $\left|N_{i}\right|\left|E_{i}\right|(m(k+$ $l)+1$ ) queries. All these numbers are polynomial in $n$.

The proof of correctness of Algorithm 1 is virtually identical to the corresponding proofs in Clark et al. (2016) and Kanazawa and Yoshinaka (2017).

Theorem 3 If $L_{*} \subseteq \Sigma^{*}$ is in $\mathbf{F C P}_{r}(k, l, m)$, the output of Algorithm 1 converges to a grammar $G=(N, \Sigma, P, I)$ for $L_{*}$. Moreover, $\left(\llbracket B \rrbracket^{L_{*}}\right)_{B \in N}$ is an SPP of $G$ consisting entirely of sets in $\mathrm{FC}_{L_{*}}(k, l, m)$.

Proof Since $L_{*}$ is in $\mathbf{F C P}_{r}(k, l, m)$, Proposition 1 implies that there is a CFG $G_{*}=$ $\left(N_{*}, \Sigma, P_{*}, I_{*}\right)$ for $L_{*}$ with the following properties:

- there are at most $r$ nonterminals on the right-hand side of every production in $P_{*}$,
- $G_{*}$ has an SPP $\left(X_{A}\right)_{A \in N_{*}}$ consisting of sets of the form

$$
\begin{equation*}
\left(C_{1}^{\left\langle L_{*}\right|} \cap D_{1}^{\left(\overline{L_{* *}}\right)}\right) \cup \cdots \cup\left(C_{m}^{\left\langle L_{*}\right|} \cap D_{m}^{\left\langle\overline{L_{*} \mid}\right.}\right), \tag{4}
\end{equation*}
$$

where for $j=1, \ldots, m, C_{j}, D_{j} \subseteq \operatorname{Con}\left(L_{*}\right), 1 \leq\left|C_{j}\right| \leq k$, and $0 \leq\left|D_{j}\right| \leq l$.
Let $J$ be the union of all the sets $C_{j}, D_{j}$ that appear in the description (4) of the components of the $\operatorname{SPP}\left(X_{A}\right)_{A \in N_{*}}$ for $G_{*}$. Since $t_{1}, t_{2}, \ldots$ enumerates $L_{*}$, there exists an $i$ such that $J \subseteq \operatorname{Con}\left(T_{i}\right)$.

Case 1. $T_{l} \subseteq L\left(G_{l-1}\right)$ for all $l \geq i$. In this case, $L_{*} \subseteq L\left(G_{l}\right)$ for all $l \geq i-1$. Also, for all $l \geq i$, we have $J_{l}=J_{i-1}, H_{l}=H_{i-1}, N_{l}=N_{i-1}$, and since $E_{l} \supseteq E_{l-1}$,

$$
P_{l} \subseteq P_{l-1}, \quad I_{l} \subseteq I_{l-1} .
$$

Since $P_{i-1}$ and $I_{i-1}$ are finite, $P_{l}$ and $I_{l}$, and hence $G_{l}$, will eventually stabilize. When that happens, all productions in $P_{l}$ will be valid on $\bigcup_{l} E_{l}=\operatorname{Sub}\left(L_{*}\right)$, and all nonterminals
$B \in I_{l}$ will satisfy $\bigcup_{l} E_{l} \cap \llbracket B \rrbracket^{L_{*}}=\operatorname{Sub}\left(L_{*}\right) \cap \llbracket B \rrbracket^{L_{*}}=\llbracket B \rrbracket^{L_{*}} \subseteq L_{*} \subseteq L\left(G_{l}\right)$. It follows that $\left(\llbracket B \rrbracket^{L_{*}}\right)_{B \in N_{l}}$ is an SPP of $G_{l}$. Since $\left(L\left(G_{l}, B\right)\right)_{B \in N_{l}}$ is the least pre-fixed point of $G_{l}$, we also have $L\left(G_{l}\right)=\bigcup_{B \in I_{l}} L\left(G_{l}, B\right) \subseteq \bigcup_{B \in I_{l}} \llbracket B \rrbracket^{L_{*}} \subseteq L_{*}$. So $L\left(G_{l}\right)=L_{*}$.

Case 2. $T_{l} \nsubseteq L\left(G_{l-1}\right)$ for some $l \geq i$. Then $J_{l}=\operatorname{Con}\left(T_{l}\right) \supseteq J$. For each $A \in N_{*}, N_{l}$ contains a nonterminal $\hat{A}=\left\{\left(C_{1}, D_{1}\right), \ldots,\left(C_{m}, D_{m}\right)\right\}$ corresponding to the description of the form (4) of $X_{A}$, which is to say $\llbracket \hat{A} \rrbracket^{L_{*}}=X_{A}$. The fact that $\left(\llbracket \hat{A} \rrbracket^{L_{*}}\right)_{A \in N_{*}}$ is an SPP of $G_{*}$ implies the following:

- for each production $A_{0} \rightarrow w_{0} A_{1} w_{1} \ldots A_{n} w_{n}$ in $P_{*}$, the corresponding production

$$
\hat{A}_{0} \rightarrow w_{0} \hat{A}_{1} w_{1} \ldots \hat{A}_{n} w_{n}
$$

is valid and hence is in $P_{l}$;

- for each $A \in I_{*}$, the corresponding nonterminal $\hat{A}$ satisfies $\llbracket \hat{A} \rrbracket^{L_{*}} \subseteq L_{*}$ and hence is in $I_{l}$.

It follows that $G_{l}$ contains a "homomorphic image" of $G_{*}$, which implies $L_{*} \subseteq L\left(G_{l}\right)$. It is easy to see that this will continue to be the case at all stages $j \geq l$. The same reasoning as in Case 1 shows that $G_{j}$ will eventually stabilize to a correct grammar for $L_{*}$ and $\left(\llbracket B \rrbracket^{L_{*}}\right)_{B \in N_{j}}$ will be an SPP of $G_{j}$.

## 4. A Language Outside of the Hierarchy

We show that there is a context-free language that Algorithm 1 does not learn for any choice of $r, k, l, m$.

For $x \in\{a, b\}^{*}$, let $\delta(x)=|x|_{a}-|x|_{b}$, where $|x|_{c}$ denotes the number of occurrences of $c$ in $x$. For $X \subseteq\{a, b\}^{*}$, we let $\delta(X)=\{\delta(x) \mid x \in X\}$.

Proposition 4 The language $\overline{O_{2}}=\left\{x \in\{a, b\}^{*} \mid \delta(x) \neq 0\right\}$ does not belong to $\mathbf{F C P}(k, l, m)$ for any $k, l, m$.

Proof Let $G=(N,\{a, b\}, P, I)$ be a CFG for $\overline{O_{2}}$. Applying the pumping lemma to a sufficiently long string in $\overline{O_{2}}$ of the form $a^{p}$, we obtain

$$
\begin{gathered}
S \Rightarrow_{G}^{*} a^{h_{1}} A a^{h_{2}}, \\
A \Rightarrow_{G}^{+} a^{i_{1}} A a^{i_{2}}, \\
A \Rightarrow_{G}^{+} a^{j}
\end{gathered}
$$

such that $S \in I, A \in N$, and $i_{1}+i_{2}>0$. Let $\left(X_{B}\right)_{B \in N}$ be any SPP of $G$. Then we must have

$$
\begin{array}{rlrl}
a^{h_{1}+n i_{1}} X_{A} a^{n i_{2}+h_{2}} & \subseteq \overline{O_{2}} & \text { for all } n \geq 0, \\
a^{n i_{1}+j+n i_{2}} & \in X_{A} & & \text { for all } n \geq 0 . \tag{6}
\end{array}
$$

The property (5) implies that $\delta\left(X_{A}\right)$ is co-infinite and the property (6) implies that $\delta\left(X_{A}\right)$ is infinite. Note that for every $(u, v) \in\{a, b\}^{*} \times\{a, b\}^{*}$, we have $\delta\left(\{(u, v)\}^{\left\langle\overline{O_{2}}\right|}\right)=\mathbb{Z}-$
$\{-\delta(u v)\}$, which is a co-finite set. Since any set $X \in \mathrm{FC}_{\overline{O_{2}}}(k, l, m)$ is a Boolean combination of sets of the form $\{(u, v)\}^{\left\langle\overline{O_{2} \mid}\right.}$ and it is easy to see that $\delta$ commutes with Boolean operations on $\mathrm{FC}_{\overline{O_{2}}}(k, l, m)$, it follows that $\delta(X)$ is either finite or co-finite. So $X_{A}$ cannot belong to $\mathrm{FC}_{\overline{O_{2}}}(k, l, m)$ for any $k, l, m$.

## 5. Hierarchy Theorems

Theorem 5 For each $l \geq 1$,

$$
\mathbf{F C P}_{1}(1, l)-\bigcup_{k \geq 1} \mathbf{F C P}(k, l-1) \neq \varnothing .
$$

Proof Consider the context-free grammar $G_{l}=\left(\left\{S, S_{0}, S_{1}, \ldots, S_{l}\right\},\{a, b, \#, d\}, P_{l},\{S\}\right)$, with the following productions:

$$
\begin{aligned}
S & \rightarrow S_{0} \\
S & \rightarrow S_{i} \mid S_{i} \# d^{i} \quad(1 \leq i \leq l) \\
S_{0} & \rightarrow a b\left|a b^{2}\right| a S_{0} b \mid a S_{0} b^{2} \\
S_{i} & \rightarrow a b^{2 i+1}\left|a b^{2 i+2}\right| a S_{i} b^{2 i+1} \mid a S_{i} b^{2 i+2} \quad(1 \leq i \leq l)
\end{aligned}
$$

Let $L_{l}=L\left(G_{l}\right)$. Writing $A$ for $L\left(G_{l}, A\right)$, we have

$$
\begin{aligned}
S & =S_{0} \cup S_{1} \cup S_{1} \# d \cup \cdots \cup S_{l} \cup S_{l} \# d^{l}=L_{l}=\{(\varepsilon, \varepsilon)\}^{\triangleleft}, \\
S_{0} & =\left\{a^{j_{1}} b^{j_{2}} \mid j_{1} \leq j_{2} \leq 2 j_{1}\right\}=\{(\varepsilon, \varepsilon)\}^{\triangleleft} \cap\left\{(\varepsilon, \# d), \ldots,\left(\varepsilon, \# d^{l}\right)\right\}^{\bar{\triangleleft}}, \\
S_{i} & =\left\{a^{j_{1}} b^{j_{2}} \mid(2 i+1) j_{1} \leq j_{2} \leq(2 i+2) j_{1}\right\}=\left\{\left(\varepsilon, \# d^{i}\right)\right\}^{\triangleleft} .
\end{aligned}
$$

This shows that $L_{l} \in \mathbf{F C P}_{1}(1, l)$.
To prove that $L_{l} \notin \mathbf{F C P}(k, l-1)$ for any $k$, let $G=(N,\{a, b, \#, d\}, P, I)$ be a contextfree grammar for $L_{l}$. Let $p-1$ be the pumping number for $G$.

Claim 1 If $p \leq q \leq r \leq 2 q$, then any pump in a derivation tree for $a^{q} b^{r}$ has a yield of the form ( $a^{j_{1}}, b^{j_{2}}$ ), where $1 \leq j_{1} \leq j_{2} \leq 2 j_{1}$.

Let $(v, w)$ be the yield of a pump in a derivation tree for $a^{q} b^{r}$. It is clear that $(v, w)$ must be of the form ( $a^{j_{1}}, b^{j_{2}}$ ), where $0<j_{1}+j_{2}$. We have

$$
\begin{equation*}
a^{q+(n-1) j_{1}} b^{r+(n-1) j_{2}} \in L_{l} \quad \text { for every } n \geq 0 . \tag{7}
\end{equation*}
$$

Since (7) implies $q+(n-1) j_{1} \leq r+(n-1) j_{2} \leq(2 l+2)\left(q+(n-1) j_{1}\right)$ for all $n$, it is easy to see that $1 \leq j_{1} \leq j_{2}$. To see $j_{2} \leq 2 j_{1}$, suppose by way of contradiction $2 j_{1}<j_{2}$. Letting $n=0$ in (7), we have $a^{q-j_{1}} b^{r-j_{2}} \in L_{l}$, which implies $q-j_{1} \leq r-j_{2}$, and hence $j_{2}-j_{1} \leq r-q \leq 2 q-q=q$. Since $2 j_{1}<j_{2}$, there is a natural number $m$ such that

$$
2\left(q+(n-1) j_{1}\right)<r+(n-1) j_{2} \quad \text { for all } n \geq m
$$

So let $m$ be the least such number. Clearly, $m \geq 2$. We have

$$
\begin{aligned}
r+(m-1) j_{2} & =r+(m-2) j_{2}+j_{2} \\
& \leq 2\left(q+(m-2) j_{1}\right)+j_{2} \quad(\text { by the minimality of } m) \\
& =2\left(q+(m-1) j_{1}\right)+j_{2}-2 j_{1} \\
& =2\left(q+(m-1) j_{1}\right)+\left(j_{2}-j_{1}\right)-j_{1} \\
& \leq 2\left(q+(m-1) j_{1}\right)+q-j_{1} \\
& <2\left(q+(m-1) j_{1}\right)+q+(m-1) j_{1} \\
& =3\left(q+(m-1) j_{1}\right),
\end{aligned}
$$

so we have

$$
2\left(q+(m-1) j_{1}\right)<r+(m-1) j_{2}<3\left(q+(m-1) j_{1}\right),
$$

which contradicts (7). This proves Claim 1.

## Claim 2

(i) For all $q$, any derivation tree for $a^{p+q} b^{2 p+q}$ contains a pump with yield ( $a^{j_{1}}, b^{j_{2}}$ ) such that $1 \leq j_{1}<j_{2} \leq 2 j_{1}$.
(ii) For all $q$, any derivation tree for $a^{p+q} b^{p+2 q}$ contains a pump with yield ( $a^{j_{1}}, b^{j_{2}}$ ) such that $1 \leq j_{1} \leq j_{2}<2 j_{1}$.

Both parts are proved by induction on $q$.
(i). Any derivation tree $\tau$ for $a^{p+q} b^{2 p+q}$ contains a pump with yield $(v, w)$ such that $|v|+|w|<p$. By Claim $1,(v, w)=\left(a^{j_{1}}, b^{j_{2}}\right)$ for some $j_{1}, j_{2}$ such that $1 \leq j_{1} \leq j_{2} \leq 2 j_{1}$. Note that $2 j_{1} \leq j_{1}+j_{2}<p$. If $j_{1}<j_{2}$, we are done. If $j_{1}=j_{2}$, then consider the result of deleting the pump from $\tau$, which is a derivation tree $\tau_{1}$ for $a^{p+q-j_{1}} b^{2 p+q-j_{1}}$. If $q<j_{1}$, then

$$
2\left(p+q-j_{1}\right)<2 p+q-j_{1}<2 p+q-j_{1}+p-2 j_{1} \leq 3\left(p+q-j_{1}\right),
$$

but this contradicts $a^{p+q-j_{1}} b^{2 p+q-j_{1}} \in L_{l}$. If $j_{1} \leq q$, then $q-j_{1} \geq 0$ and we can apply the induction hypothesis to $\tau_{1}$. We thus get a pump with yield ( $a^{k_{1}}, b^{k_{2}}$ ) in $\tau_{1}$ such that $1 \leq k_{1}<k_{2} \leq 2 k_{1}$. In $\tau$, the part that corresponds to the pump with yield $\left(a^{k_{1}}, b^{k_{2}}\right)$ in $\tau_{1}$ may or may not overlap with the pump with yield ( $a^{j_{1}}, b^{j_{1}}$ ). If they overlap, the former must wholly contain the latter and is a pump with yield $\left(a^{j_{1}+k_{1}}, b^{j_{1}+k_{2}}\right)$, which has the required property. If they do not overlap, the part of $\tau$ that corresponds to the pump with yield $\left(a^{k_{1}}, b^{k_{2}}\right)$ in $\tau_{1}$ is a pump with yield ( $a^{k_{1}}, b^{k_{2}}$ ), again satisfying the required property.

The proof of (ii) is similar.
Claim 3 The grammar $G$ has an initial nonterminal $S$ and a nonterminal $A$ such that

$$
\begin{array}{ll}
S \Rightarrow_{G}^{*} a^{i_{1}+n l_{1}} A b^{n l_{2}+i_{2}} & \text { for all } n, \\
A \Rightarrow{ }_{G}^{*} a^{n m_{1}+i_{3}} b^{i_{4}+n m_{2}} & \text { for all } n, \tag{9}
\end{array}
$$

where

$$
\begin{gathered}
1 \leq l_{1} \leq l_{2} \leq 2 l_{1}, \\
1 \leq m_{1}<m_{2}<2 m_{1} .
\end{gathered}
$$

We apply Claim 2 to a derivation tree $\tau$ for the string

$$
a^{2 p} b^{3 p}
$$

and obtain a pump with yield $\left(a^{j_{1}}, b^{j_{2}}\right)$ such that $1 \leq j_{1}<j_{2} \leq 2 j_{1}$ and a pump with yield $\left(a^{k_{1}}, b^{k_{2}}\right)$ such that $1 \leq k_{1} \leq k_{2}<2 k_{1}$. If the two pumps are the same, then $1 \leq j_{1}<j_{2}<2 j_{2}$, and we are done by letting $l_{1}=m_{1}=j_{1}$ and $l_{2}=m_{2}=j_{2}$ and $A$ be the nonterminal at the root the pump. Otherwise, the two pumps may or may not overlap. If they do not, let $\left(a^{l_{1}}, b^{l_{2}}\right)$ be the yield of the upper pump and $A$ be the nonterminal at its root. We then have (8) for some $i_{1}, i_{2}$. By repeating both pumps $n$ times, we get (9) for some $i_{2}, i_{4}$ with $m_{1}=j_{1}+k_{1}$ and $m_{2}=j_{2}+k_{2}$. If the two pumps overlap, then one wholly contains the other. Letting $\left(a^{l_{1}}, b^{l_{2}}\right)$ be the yield of the outer pump, we get (8) for some $i_{1}, i_{2}$. Repeating the inner pump, we get a pump with yield $\left(a^{j_{1}+k_{1}}, b^{j_{2}+k_{2}}\right)$ in a derivation tree for $a^{2 p+j_{1}} b^{3 p+j_{2}}$ or $a^{2 p+k_{1}} b^{3 p+k_{2}}$, depending on which pump is the inner one. Letting $m_{1}=j_{1}+k_{1}$ and $m_{2}=j_{2}+k_{2}$, we get (9). This proves Claim 3.

Now suppose that $\left(X_{B}\right)_{B \in N}$ is an SPP of $G$. Let $S, A, l_{1}, l_{2}, m_{1}, m_{2}$, etc., be as in Claim 3. By (8) and (9), we have

$$
\begin{array}{rlrl}
a^{i_{1}+n l_{1}} X_{A} b^{n l_{2}+i_{2}} & \subseteq L_{l} & \text { for all } n \\
a^{n m_{1}+i_{3}} b^{i_{4}+n m_{2}} & \in X_{A} & & \text { for all } n \tag{11}
\end{array}
$$

Assume that $C_{A}$ and $D_{A}$ are finite subsets of $\{a, b, \#, d\}^{*} \times\{a, b, \#, d\}^{*}$ such that $X_{A}=$ $C_{A}^{\triangleleft} \cap D_{A}^{\triangleleft}$. Our goal is to prove $\left|D_{A}\right| \geq l$.

Claim $4 C_{A} \subseteq\{a\}^{*} \times\{b\}^{*}$ and $D_{A} \cap\left(\{a\}^{*} \times\{b\}^{*}\right)=\varnothing$.
Let

$$
n=\max \left\{i_{3}, i_{4}\right\}+\max \bigcup_{(v, w) \in C_{A} \cup D_{A}}\{|v|,|w|\}
$$

Let $j_{1}, j_{2} \leq \max \bigcup_{(v, w) \in C_{A} \cup D_{A}}\{|v|,|w|\}$. Since $m_{1}<m_{2}<2 m_{1}$,

$$
\begin{aligned}
j_{1}+n m_{1}+i_{3} & \leq n m_{1}+n \\
& =n\left(m_{1}+1\right) \\
& \leq n m_{2} \\
& \leq i_{4}+n m_{2}+j_{2} \\
& \leq n m_{2}+n \\
& =n\left(m_{2}+1\right) \\
& \leq 2 n m_{1} \\
& \leq 2\left(j_{1}+n m_{1}+i_{3}\right)
\end{aligned}
$$

This means that

$$
\begin{aligned}
& a^{j_{1}} a^{n m_{1}+i_{3}} b^{i_{4}+n m_{2}} b^{j_{2}} \in L_{l} \\
& a^{j_{1}} a^{n m_{1}+i_{3}} b^{i_{4}+n m_{2}} b^{j_{2}} \# d^{i} \notin L_{l} \quad \text { for any } i .
\end{aligned}
$$

It follows from (11) that $\left(a^{j_{1}}, b^{j_{2}} \# d^{i}\right) \notin C_{A}$ and $\left(a^{j_{1}}, b^{j_{2}}\right) \notin D_{A}$. This establishes Claim 4.

## A Hierarchy of Context-Free Languages

Claim 5 For each $i \in\{1, \ldots, l\}, D_{A}$ contains a pair of the form $\left(a^{j_{1}}, b^{j_{2}} \# d^{i}\right)$.
Let

$$
j=\max \left(\left\{i_{1}+l_{1}\right\} \cup \bigcup_{(v, w) \in C_{A} \cup D_{A}}\{|v|,|w|\}\right)
$$

Fix $i \in\{1, \ldots, l\}$, and consider the string

$$
u_{i}=a^{(4 i+3) j} b^{(2 i+2)(4 i+2) j}
$$

which is in $L_{l}$, since $(2 i+1)(4 i+3) j<(2 i+2)(4 i+2) j<(2 i+2)(4 i+3) j$. If $j_{1} \leq j$ and $j_{2} \leq j$, we have

$$
\begin{equation*}
(2 i+1)\left(j_{1}+(4 i+3) j\right) \leq(2 i+2)(4 i+2) j+j_{2} \leq(2 i+2)\left(j_{1}+(4 i+3) j\right) \tag{12}
\end{equation*}
$$

since

$$
\begin{aligned}
(2 i+1)\left(j_{1}+(4 i+3) j\right) & \leq(2 i+1)(j+(4 i+3) j) \\
& =(2 i+1)((4 i+4) j) \\
& =(2 i+2)(4 i+2) j \\
& \leq(2 i+2)(4 i+2) j+j_{2} \\
& \leq(2 i+2)(4 i+2) j+j \\
& <(2 i+2)(4 i+3) j \\
& \leq(2 i+2)\left(j_{1}+(4 i+3) j\right) .
\end{aligned}
$$

So $a^{j_{1}} u_{i} b^{j_{2}} \in L_{l}$. This means that $u_{i} \in C_{A}^{\triangleleft}$. Since $l_{2} \leq 2 l_{1}$, there is an $m$ such that

$$
(2 i+2)(4 i+2) j+n l_{2}+i_{2}<3\left(i_{1}+n l_{1}+(4 i+3) j\right)
$$

for all $n \geq m$. So let $m$ be the least such number. Then $m \geq 2$, since

$$
\begin{aligned}
3\left(i_{1}+l_{1}+(4 i+3) j\right) & \leq 3(j+(4 i+3) j) \\
& =6(2 i+2) j \\
& \leq(2 i+2)(4 i+2) j+l_{2}+i_{2} .
\end{aligned}
$$

We have

$$
\begin{aligned}
2\left(i_{1}+m l_{1}+(4 i+3) j\right)= & 2\left(i_{1}+(m-1) l_{1}+(4 i+3) j\right)+2 l_{1} \\
= & 3\left(i_{1}+(m-1) l_{1}+(4 i+3) j\right)-\left(i_{1}+(m-1) l_{1}+(4 i+3) j\right)+2 l_{1} \\
\leq & (2 i+2)(4 i+2) j+(m-1) l_{2}+i_{2} \\
& \quad-\left(i_{1}+(m-1) l_{1}+(4 i+3) j\right)+2 l_{1} \\
= & (2 i+2)(4 i+2) j+m l_{2}+i_{2} \\
& \quad-\left(i_{1}+(m-2) l_{1}+(4 i+3) j\right)+l_{1}-l_{2} \\
< & (2 i+2)(4 i+2) j+m l_{2}+i_{2},
\end{aligned}
$$

since $m \geq 2, l_{1} \leq l_{2}$, and $j \geq l_{1} \geq 1$. So

$$
2\left(i_{1}+m l_{1}+(4 i+3) j\right)<(2 i+2)(4 i+2) j+m l_{2}+i_{2}<3\left(i_{1}+m l_{1}+(4 i+3) j\right)
$$

which implies

$$
a^{i_{1}+m l_{1}} u_{i} b^{m l_{2}+i_{2}}=a^{i_{1}+m l_{1}} a^{(4 i+3) j} b^{(2 i+2)(4 i+2) j} b^{m l_{2}+i_{2}} \notin L_{l} .
$$

By (10), it follows that $u_{i} \notin X_{A}$. Since we have already shown that $u_{i} \in C_{A}^{\triangleleft}$, it must be that $u_{i} \notin D_{A}^{\bar{\triangleleft}}$. So there is a pair $(v, w) \in D_{A}$ such that $v u_{i} w \in L_{l}$. Since $D_{A} \cap\left(\{a\}^{*} \times\{b\}^{*}\right)=\varnothing$, it is clear that $(v, w)$ must be of the form $\left(a^{j_{1}}, b^{j_{2}} \# d^{h}\right)$. But (12) means that we must have $h=i$. This proves Claim 5 .

Having established Claim 5, we can immediately conclude $\left|D_{A}\right| \geq l$.

Theorem 6 For each $k \geq 2$,

$$
\mathbf{F C P}_{1}(k, 1)-\bigcup_{l \geq 0} \mathbf{F C P}(k-1, l) \neq \varnothing .
$$

Proof Consider the context-free grammar $G_{k}=\left(\left\{S, S_{0}, S_{1}, \ldots, S_{k}\right\},\{a, b, \#, d\}, P_{k},\{S\}\right)$, with the following productions:

$$
\begin{aligned}
S & \rightarrow S_{0} \# d|\cdots| S_{0} \# d^{k} \\
S & \rightarrow S_{i} \# d|\cdots| S_{i} \# d^{i-1}\left|S_{i} \# d^{i+1}\right| \cdots \mid S_{i} \# d^{k} \quad(1 \leq i \leq k) \\
S_{0} & \rightarrow a b|a b b| a S_{0} b \mid a S_{0} b b \\
S_{i} & \rightarrow a b^{2 i+1}\left|a b^{2 i+2}\right| a S_{i} b^{2 i+1} \mid a S_{i} b^{2 i+2} \quad(1 \leq i \leq k)
\end{aligned}
$$

Let $L_{k}=L\left(G_{k}\right)$. We have

$$
\begin{aligned}
L\left(G_{k}, S\right) & =\{(\varepsilon, \varepsilon)\}^{\triangleleft} \\
L\left(G_{k}, S_{0}\right) & =\left\{(\varepsilon, \# d), \ldots,\left(\varepsilon, \# d^{k}\right)\right\}^{\triangleleft}, \\
L\left(G_{k}, S_{i}\right) & =\left\{(\varepsilon, \# d), \ldots,\left(\varepsilon, \# d^{i-1}\right),\left(\varepsilon, \# d^{i+1}\right), \ldots,\left(\varepsilon, \# d^{k}\right)\right\}^{\triangleleft} \cap\left\{\left(\varepsilon, \# d^{i}\right)\right\}^{\overline{ }} .
\end{aligned}
$$

This shows that $L_{k} \in \mathbf{F C P}_{1}(k, 1)$. A proof analogous to that of Theorem 5 shows that $L_{k} \notin \mathbf{F C P}(k-1, l)$ for any $l$.

We also have
Theorem 7 For each $k \geq 5$,

$$
\begin{equation*}
\mathbf{F C P}(k, 0)-\bigcup_{l \geq 0} \mathbf{F C P}(k-1, l) \neq \varnothing . \tag{13}
\end{equation*}
$$

Proof We can show that the context-free language
$L_{k}=\left\{a^{n_{0}} b a^{n_{1}} b \ldots b a^{n_{k}} b a^{n_{k+1}} \mid\right.$ there are $i, j$ such that $n_{i}=n_{j}$ and $\left.1 \leq i<j \leq k\right\}$. belongs to $\mathbf{F C P}(k, 0)-\bigcup_{l \geq 0} \mathbf{F C P}(k-1, l)$. We omit the details.

We leave open the question of whether (13) holds for $2 \leq k \leq 4$.

## 6. Conclusion

In previous works on distributional learning, nonterminals of CFGs were associated with closed sets of strings, i.e., sets of the form $C^{\triangleleft}$ for some $C \subseteq \Sigma^{*} \times \Sigma^{*}$. The present work shows that the closedness of the associated sets in this sense was not essential to the success of the "dual" learning algorithms. Closed sets, and more generally sets of the form $C_{1}^{\triangleleft} \cup \cdots \cup C_{m}^{\triangleleft}$, are upper sets with respect to the syntactic quasiorder $\preccurlyeq_{L}$ on $\Sigma^{*}$ defined by $x \preccurlyeq_{L} y \Longleftrightarrow\left\{(u, v) \in \Sigma^{*} \times \Sigma^{*} \mid u x v \in L\right\} \subseteq\left\{(u, v) \in \Sigma^{*} \times \Sigma^{*} \mid u y v \in L\right\} .{ }^{3}$ Sets of the form $C^{\triangleleft} \cap D^{\triangleleft}$ satisfy the weaker property that $x \preccurlyeq{ }_{L} y \preccurlyeq L^{2} z$ and $\{x, z\} \subseteq C^{\triangleleft} \cap D^{\bar{\triangleleft}}$ together imply $y \in C^{\triangleleft} \cap D^{\bar{\triangleleft}}$. Sets of the form $\left(C_{1}^{\triangleleft} \cap D_{1}^{\bar{\triangleleft}}\right) \cup \cdots \cup\left(C_{m}^{\triangleleft} \cap D_{m}^{\bar{\triangleleft}}\right)$ do not even satisfy this weaker property. None of this matters to Algorithm 1. ${ }^{4}$

Our first hierarchy theorem (Theorem 5) shows that the generalization from using sets of the form $C^{\triangleleft}$ to using sets of the form $C^{\triangleleft} \cap D^{\triangleleft}$ significantly enlarges the class of context-free languages that can be learned. We do not know whether the further extension to sets of the form $\left(C_{1}^{\triangleleft} \cap D_{1}^{\bar{\triangleleft}}\right) \cup \cdots \cup\left(C_{m}^{\triangleleft} \cap D_{m}^{\triangleleft}\right)$ similarly leads to a wider class of context-free languages. We leave this question for further work.

As regards sets of the form $C^{\triangleleft} \cap D^{\triangleleft}$, it is perhaps worth mentioning that while they are not closed in the sense that they are fixed points of the operator $(\cdot)^{\triangleright \triangleleft}$, they are closed with respect to another closure operator. For $X \subseteq \Sigma^{*}$, let

$$
X^{\triangleright}=\left(X^{\triangleright}, X^{\triangleright}\right) .
$$

For $(C, D) \in \mathscr{P}\left(\Sigma^{*} \times \Sigma^{*}\right) \times \mathscr{P}\left(\Sigma^{*} \times \Sigma^{*}\right)$, let

$$
(C, D)^{\triangleleft}=C^{\triangleleft} \cap D^{\triangleleft} .
$$

Then we have

$$
X^{\triangleright 4}=X^{\triangleright \triangleleft} \cap X^{\boxed{\triangleright}},
$$

and we can see that $(\cdot)^{\boldsymbol{4}}$ is a closure operator. The two operators and $\boldsymbol{4}$ give rise to an "(antitone) Galois connection" between the partially ordered sets $\left(\mathscr{P}\left(\Sigma^{*}\right), \subseteq\right)$ and $\left(\mathscr{P}\left(\Sigma^{*} \times \Sigma^{*}\right) \times \mathscr{P}\left(\Sigma^{*} \times \Sigma^{*}\right), \subseteq\right)$ (the latter ordered by componentwise inclusion), with all the properties familiar from Clark's (2015) syntactic concept lattice. In particular, sets of
3. The syntactic quasiorder was introduced by Schützenberger (1956) and Pin (1995). See also Almeida et al. (2015); Almeida and Klíma (2019).
4. When $\left(X_{A}\right)_{A \in N}$ is an SPP of $G=(N, \Sigma, P, I)$, so is $\left(X_{A}^{\triangleright}\right)_{A \in N}$, so one might be tempted to view the nonterminals

$$
B=\left(\left(C_{1}, D_{1}\right), \ldots,\left(C_{m}, D_{m}\right)\right)
$$

used by Algorithm 1 as representing the closed sets $\left(\llbracket B \rrbracket^{L_{*}}\right)^{\left|L_{*}\right\rangle\left\langle L_{*}\right|}$, rather than $\llbracket B \rrbracket^{L_{*}}$. However, this view does not jibe with the behavior of the algorithm. When a hypothesized production

$$
B_{0} \rightarrow w_{0} B_{1} w_{1} \ldots B_{n} w_{n}
$$

is discarded by the algorithm because it is not valid on $E_{i}$, it might still be the case that

$$
\left(\llbracket B_{0} \rrbracket^{L_{*}}\right)^{\left|L_{*}\right\rangle\left\langle L_{*}\right|} \supseteq w_{0}\left(\llbracket B_{1} \rrbracket^{L_{*}}\right)^{\left|L_{*}\right\rangle\left\langle L_{*}\right|} w_{1} \ldots\left(\llbracket B_{n} \rrbracket^{L_{*}}\right)^{\left|L_{*}\right\rangle\left\langle L_{*}\right|} w_{n} .
$$

(To see this, take $n=0$ and any $w_{0} \in\left(\llbracket B_{0} \rrbracket^{L_{*}}\right)^{\left|L_{*}\right\rangle\left\langle L_{*}\right|}-\llbracket B_{0} \rrbracket^{L_{*}}$.) In other words, when $L_{*}$ has a grammar $G_{*}=\left(N_{*}, \Sigma, P_{*}, I_{*}\right)$ with an SPP each of whose components is of the form $\left(\llbracket B \rrbracket^{L_{*}}\right)^{\left|L_{*}\right\rangle\left\langle L_{*}\right|}$, there is no guarantee that Algorithm 1 learns it.
the form $(C, D)^{\boldsymbol{4}}$ are closed sets with respect to $(\cdot)^{\boldsymbol{4}}$, and for any $X, Y \in \mathscr{P}\left(\Sigma^{*}\right)$, we have
 their own right, we stress that they play no role in our learnability result (Theorem 3).

Although Algorithm 1 does not rely on the properties of closed sets, it is still a "distributional" learning algorithm in that it classifies strings according to their distributions (i.e., the contexts in which they occur) in the target language.

Finally, one might wonder how the idea of using contexts both positively and negatively might be adapted to the "primal" approach to distributional learning, where finite sets of strings are used as nonterminals of the hypothesized grammar. ${ }^{5}$ For the primal learner, a hypothesized production

$$
K_{0} \rightarrow w_{0} K_{1} w_{1} \ldots K_{n} w_{n}
$$

where each $K_{i}$ is a finite subset of $\Sigma^{*}$, is valid if

$$
K_{0}^{\triangleright \triangleleft} \supseteq w_{0} K_{1}^{\triangleright \triangleleft} w_{1} \ldots K_{n}^{\triangleright \triangleleft} w_{n} .
$$

Crucially, this is equivalent to

$$
K_{0}^{\triangleright} \subseteq\left(w_{0} K_{1} w_{1} \ldots K_{n} w_{n}\right)^{\triangleright}
$$

which can then be approximated by

$$
J \cap K_{0}^{\triangleright} \subseteq\left(w_{0} K_{1} w_{1} \ldots K_{n} w_{n}\right)^{\triangleright}
$$

where $J$ is the set of contexts contained in the positive data given to the learner so far. The last inclusion can be determined by a finite number of membership queries. One could replace $\triangleleft$ and $\triangleright$ in this approach by $\longleftarrow$ and $\downarrow$, and everything would work the same way as before. It is easy to see that $\left(K_{A}^{\mathbf{4}}\right)_{A \in N}$ is an SPP of $G=(N, \Sigma, P, I)$ if and only if $\left(K_{A}^{\triangleright \triangleleft}\right)_{A \in N}$ is an SPP of $G$ and $\left(K_{A}^{\triangleright \hookrightarrow}\right)_{A \in N}$ is a pre-fixed point of $G$, so this new primal learner would be less general than the original one. It may still be interesting to investigate it, since it would produce a more compact context-free grammar, with fewer productions.
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[^0]:    1. A set of the form $D^{\bar{\triangleleft}}$ contains all strings that do not occur as substrings of any elements of $L$ and so cannot be a component of an SPP of a grammar $G$ of $L$ unless all strings occur as substrings of elements of $L$ or $G$ has an unreachable nonterminal. This is why we do not consider $\mathrm{FC}_{L}(0, l)$ or $\mathrm{FC}_{L}(0, l, m)$.
    2. In the terminology of Kanazawa and Yoshinaka (2017), $L \in \mathbf{F C P}(k, 0)$ iff $L$ has a CFG with the very weak $k$-FCP. We do not consider the "weak" and "strong" versions of $\mathbf{F C P}(k, l)$ and $\mathbf{F C P}(k, l, m)$ in this paper.
[^1]:    5. One could also consider using two finite sets of strings, one positively and the other negatively, to define a set of contexts, completely symmetrically to how we used two sets of contexts to define a set of strings. The set of contexts obtained this way can then be used to define a set of strings, and we may study CFGs that have SPPs whose components are obtained this way from two finite sets of strings. While this seems to lead to another hierarchy of context-free languages, it is not clear how to design a learning algorithm for such CFGs.
