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ABSTRACT
Light- driven molecular rotary motors are nanometric machines able to convert light into unidirectional motions. Several types 
of molecular motors have been developed to better respond to light stimuli, opening new avenues for developing smart materials 
ranging from nanomedicine to robotics. They have great importance in the scientific research across various disciplines, but a 
detailed comprehension of the underlying ultrafast photophysics immediately after photo- excitation, that is, Franck–Condon re-
gion characterization, is not fully achieved yet. For this aim, it is first required to rely on an accurate description at ab initio level 
of the system in this potential energy region before performing any further step, that is, dynamics. Thus, we present an extensive 
investigation aimed at accurately describing the electronic structure of low- lying electronic states (electronic layout) of a molecu-
lar rotor in the Franck–Condon region, belonging to the class of overcrowded alkenes: 9- (2- methyl- 2,3- dihydro- 1H- cyclopenta[a]
naphthalen- 1- ylidene)- 9H- fluorene. This system was chosen since its photophysics is very interesting for a more general under-
standing of similar compounds used as molecular rotors, where low- lying electronic states can be found (whose energetic inter-
play is crucial in the dynamics) and where the presence of different substituents can tune the HOMO- LUMO gap. For this scope, 
we employed different theory levels within the time- dependent density functional theory framework, presenting also a careful 
comparison adopting very accurate post Hartree–Fock methods and characterizing also the different conformations involved in 
the photocycle. Effects on the electronic layout of different functionals, basis sets, environment descriptions, and the role of the 
dispersion correction were all analyzed in detail. In particular, a careful treatment of the solvent effects was here considered in 
depth, showing how the implicit solvent description can be accurate for excited states in the Franck–Condon region by testing 
both linear- response and state- specific formalisms. As main results, we chose two cost- effective (accurate but relatively cheap) 
theory levels for the ground and excited state descriptions, and we also verified how choosing these different levels of theory can 
influence the curvature of the potential via a frequency analysis of the normal modes of vibrations active in the Raman spectrum. 
This theoretical survey is a crucial step towards a feasible characterization of the early stage of excited states in solution during 
photoisomerization processes wherein multiple electronic states might be populated upon the light radiation, leading to a future 
molecular- level interpretation of time- resolved spectroscopies.
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1   |   Introduction

Artificial molecular machines represent an active and promis-
ing research field closely linked to the development of new ma-
terials, in which the translational or rotational movement of a 
molecular engine, controlled using external stimuli, can be used 
for several technological applications [1–8]. Different classes 
of molecular motors, operated with different external energy 
sources, were developed in the last three decades [4, 5, 9, 10]. 
An elegant way to control these systems is using the electro-
magnetic radiation; an example of molecules of this type are the 
so- called light- driven molecular rotary motors (LDMRMs) de-
veloped for the first time by Feringa and co- workers [11]. These 
molecules are composed of two parts, one called a rotor (free to 
move) and another one called stator (in our case, the fluorene 
moiety, which in applications can be linked to a surface or to a 
rigid structure), that are connected together by a double bond 
(see Figure 1). The LDMRMs can perform an unidirectional ro-
tation around a double bond in a four step cycle. In the first step, 
the photoisomerization, the molecule starting from its most sta-
ble conformation (see Min1, Figure 1), after absorbing the light, 
evolves in an excited electronic state and returns, after crossing 
one or more conical intersection(s), to the ground state as an 
unstable isomer (see Min2, Figure 1). In the second step, called 
thermal helix inversion, this unstable isomer is converted into a 
more stable conformation using the thermal energy. Repeating 
these two steps, the molecule completes the entire cycle of ro-
tation. We point out that the two thermal steps represent the 
bottleneck of the cycle, and therefore they limit the rotation fre-
quency of these systems. Over the years, different approaches 
were developed to overcome this limitation. For example, Frutos 
et al. [12] starting from a photoactive molecular switch and in-
troducing the chiral environment with appropriate hydrogen 
bonds, designed a retinal- based motor in which the cycle of rota-
tion is characterized only by two photochemical steps, without 
the need for thermal steps. Moreover, more recently, Durbeej 
et al. [13] explored the possibility of using isotopic substitution 
of hydrogen atoms to introduce the chirality needed to have a 
unidirectional rotary motion in a light- driven molecular motor.

We propose here a theoretical- computational study towards 
an accurate and cost- effective ab initiocharacterization of the 
potential energy region involved immediately after the photo- 
excitation, called the Franck–Condon (FC) region, towards the 
study of the early stage of excited states in solution taking part in 
the photo- cycle. As a matter of fact, during the photoisomeriza-
tion process, multiple electronic states might be populated upon 
the light irradiation, and it is crucial to simultaneously describe 
them with high accuracy. Such a preliminary step is mandatory 
for providing a molecular- level interpretation of related time- 
resolved experiments. For this aim, it is first required to rely on 
an accurate and cost- effective description at the ab initio level 
of the system in the FC region before performing any further 
step, that is, dynamics. Thus, in this work we present an exten-
sive investigation aimed at accurately describing the electronic 
structure of low- lying singlet excited states (electronic layout) of 
an LDMRM belonging to the second generation of molecular ro-
tors (see References [5] and [14] for a detailed classification), an 
overcrowded alkene: 9- (2- methyl- 2,3- dihydro- 1H- cyclopenta[a]
naphthalen- 1- ylidene)- 9H- fluorene, namely Cyclo- NYF and re-
ported in Figure 1. In particular, second- generation rotors pres-
ent a similar photodynamics, where the central bond elongates 
and decreases in bond order, allowing free rotation about the 
axle as the molecule traverses the first singlet (S1) potential en-
ergy surface. From the optically bright Franck–Condon state, the 
motor undergoes an ultrafast barrierless (or almost barrierless) 
relaxation on the order of a few hundred fs towards the region 
of the global minimum of the excited state, usually “dark” and 
with a relatively longer excited state lifetime [15, 16]. However, 
the exact origin and structure of this dark state remain unclear, 
especially in the presence of substituents with different elec-
tronic features installed on the motor. Studying the presented 
system can have a broader impact on the understanding of this 
process, and Cyclo- NYF is here chosen since there are several 
experimental (and few computational) works where it is well un-
derstood that the system evolves in the FC on a single potential 
surface, with no double excitations involved [16–26]. Such 2nd 
generation molecular rotors can have different excited states in-
volved in the photophysics, although the chosen system evolves 

FIGURE 1    |    B3LYP/6- 31G(d,p)/C- PCM 9- (2- methyl- 2,3- dihydro- 1H- cyclopenta[a]naphthalen- 1- ylidene)- 9H- fluorene minimum energy struc-
tures in cyclohexane solution. The stable (Min1, left panel) and unstable (Min2, right panel) isomers are both reported. The fluorene moiety cor-
responds to the stator while the naphthalene moiety to the rotor. Hydrogen and carbon atoms are represented in white and light grey, respectively.
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adiabatically on the first excited state upon excitation during 
the first hundreds of fs and then fully isomerizes crossing a CI 
[14, 20]. Moreover, its photophysics is very interesting for a more 
general understanding of similar compounds used as molecular 
rotors, where low- lying electronic states can be found (localized 
on both or one half of the system versus charge transfer states), 
and since their HOMO- LUMO gap can be tuned by extending 
the �- system to increase conjugation of the chromophore [14].

From a theoretical point of view, the complete description of the 
photophysical pathway of such phenomena might require mul-
tireference methods [27] or density functional theory (DFT) and 
its time- dependent version [28–31] in the mixed- reference spin- 
flip (MRSF- TDDFT) variant [16, 32]. The latter method, or even 
more computationally demanding ones, that is, the extended 
multi- state multi- reference perturbation theories [33], would be 
useful in the proximity of the conical intersection among the 
electronic states to give its correct topology [34]. On another 
hand, since we are interested in performing a preliminary step 
for describing the early stage of this photoinduced process in the 
FC region, we used canonical TD- DFT for the ab initio treat-
ment of the system, since it has an optimal balance between ac-
curacy and computational cost, and, in its hybrid version, it has 
been vastly used for the theoretical characterization of both vi-
brational and dynamical properties of molecules [35–44] and the 
description of the electronic structure of both the ground and 
excited electronic states in macro- molecular systems of material 
[45–59] or biological [60–69] interest. Since canonical TDDFT 
might face issues in the proximity of the FC region, when excited 
states exhibit a significant double excitation character [70–72], 
we also tested multi- configurational second- order perturbation 
theory to be sure that single excitations are the most relevant 
for the system and canonical TD- DFT could still be used. As for 
a more general discussion, the choice of the computational ap-
proach to be used, can be made by performing a preliminary 
step by testing different levels of theory, monitoring, if possible, 
more than one parameter and/or property of interest, to find the 
right compromise between accuracy and computational cost. 
Such a strategy can sometimes lead to a fortuitous agreement 
with experiments, but for that is, an error cancellation. In this 
work, our main goal is to stress that it is even more important to 
have a robust internal standard for the accuracy of the level of 
theory (i.e., post- HF methods) to be used as a comparison. As an 
additional note, not only in the minimum energy geometry but 
also in several regions of the PES (i.e., around the FC region, at 
least for ultrafast dynamics), it is also crucial to gauge the theory 
level. Time- resolved experiments, such as transient absorption 
and femtosecond stimulated Raman spectroscopy, can offer 
valuable insights to guide and gauge computations, promoting 
a synergistic strategy to enhance both the accuracy and the 
molecular understanding of the modeling strategy, particularly 
the ultrafast evolution of the system following photoexcitation 
in the FC region. Moreover, it is not a trivial task to accurately 
describe the multiple low- lying excited states that can be po-
tentially involved in the relaxation pathway, where different 
excitation characters (i.e., localized and/or charge transfer, CT) 
need to be simultaneously described in a cheap but still accurate 
way. Thus, we also focused on the effect of the surrounding en-
vironment on the description of different electronic states rele-
vant in the FC region. We first ensured that the solvent effects 
could be included by employing a cost- effective implicit solvent 

description, here shown to be accurate for excited states in the 
FC region, by testing also different formalisms for the implicit 
solvent response in the excited states. Indeed, the implicit sol-
vent model was exploited for predicting the vertical transition 
energies, comparing the results of two different formalisms, that 
are either the Linear Response (LR) formulation [30, 73, 74], or 
the so- called State- Specific (SS) [75–78] approach. Thus, we 
present an extensive study towards the correct description of the 
system electronic layout of the low- lying electronic states, gaug-
ing different levels of theory rooted in the DFT framework, and 
presenting also a careful comparison employing very accurate 
post Hartree–Fock methods.

We believe that this study is a fundamental preliminary step for 
the accurate molecular characterization of the photoisomeriza-
tion step, in which the molecule, after interacting with the elec-
tromagnetic radiation, evolves on one (or multiple) electronic 
states. In recent years, several contributions have been made 
to understand the excited state evolution pathway during the 
photoisomerization [17–24], however, in this work emerges that 
the choice of the level of theory (DFT kernel, basis set, solvent 
description) to be used in the description of the excited state 
electronic layout is critical to have a correct description of the 
photophysics of the system. The presented results can be an im-
portant starting point to perform subsequent excited state ab 
initio simulations, such as molecular dynamics, for the initial 
characterization of the FC region, a required preliminary step 
for the interpretation of several available time- resolved experi-
ments [17, 18, 21–23, 79, 80] and for a deeper understanding of 
the molecular mechanisms underlining the photorelaxation to-
wards an improved design of molecular rotors.

2   |   Methods and Computational Detail

Minimum energy structures were obtained by performing ge-
ometry optimization procedures carried out using methods 
relying on a full quantum mechanical approach. Ground-  and 
excited- state energies, gradients, and higher order properties 
were obtained by solving the Kohn–Sham equation within DFT 
and time- dependent density functional theory (TD- DFT), re-
spectively [28–30]. The minimum energy reference structure 
for the ground state stable isomer was obtained by performing 
a geometry optimization starting from a geometrical guess re-
sembling the Min1, with the final optimized values for the CACB

CCCD dihedral (see Figure 1 for the labeling scheme) of − 14. 35◦ 
and using the hybrid Becke three- parameter Lee–Yang–Parr 
(B3LYP) density functional with 6- 31G(d,p) basis set in cyclo-
hexane. Solvent effects were taken into account implicitly by the 
adoption of the conductor- like version of the polarizable con-
tinuum model [81–83] (C- PCM with � = 2. 0165). Such an opti-
mized structure was retained for all subsequent calculations to 
individually evaluate the effects on both vertical excitation ener-
gies and oscillator strengths of S1 ← S0 and S2 ← S0excited state 
transitions independently from indirect effects of the theory lev-
els on the geometry relaxation. Given the different character of 
the low- lying electronic transitions (localized or partially charge 
transfer), the opportunity of using a range- separated hybrid 
functional was evaluated first. A comparison between B3LYP 
and its range- separated version with the Coulomb- Attenuating 
approach (CAM- B3LYP) [84] was performed indeed, since by 
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tuning the Hartree–Fock (HF) exchange fraction from 19% to 
65% from short-  to long- range interelectronic separation, it usu-
ally better describes CT transitions than its global- hybrid coun-
terpart [85, 86].

The necessity for using basis sets with larger spatial extent (i.e., 
diffuse functions) was evaluated next by using the 6- 31++G(d,p) 
basis set, since the diffuse functions can be potentially more 
appropriate to describe the electronic density in excited states, 
which can be more delocalized in the space [87, 88]. Solvent ef-
fects on the electronic transitions by using the non- equilibrium 
Linear Response- C- PCM formalism and comparing the results 
with the gas- phase ones were evaluated next, to better repro-
duce the experimental conditions. B3LYP versus CAM- B3LYP 
kernels, 6- 31G(d,p) versus 6- 31++G(d,p) basis sets, and gas- 
phase versus solvent, gave a total of eight combinations for 
the theory levels for each of the two transitions. Additionally, 
to accurately describe with DFT non- covalent interactions, a 
study was performed in the ground state on the two ground 
state structures (see Result section) evaluating the opportunity 
of employing the D3 version of Grimme's dispersion with the 
original D3 damping function (GD3 correction) [89–91], See the 
results section for further detail. Finally, to better evaluate the 
effect of the implicit solvent on predicting the vertical transition 
energies, for both the S1 ← S0 and S2 ← S0 transitions, calcula-
tions were performed using two different formalisms for im-
plicit solvation and excited states, which are either the Linear 
Response (LR) formulation [30, 73, 74], default procedure that 
computes the solvent effect on the SCF density and then applies 
the response theory or the so- called State Specific (SS) [75–78] 
approach where a more expensive external iteration procedure 
is applied to compute the energy in solution by making the sol-
vent reaction field self- consistent with respect to the solute CI- 
like density.

Then, two different theory levels were chosen to be the best 
compromise between accuracy and computational cost (please 
see results for a detailed discussion) to perform future, more 
expensive excited state calculations, that is, ab initio molecu-
lar dynamics: TD- CAM- B3LYP/6- 31++G(d,p)/LR- C- PCM and 
B3LYP/6- 31G(d,p)/C- PCM in the excited and ground states, re-
spectively. We analyzed the effects of these two different the-
ory levels on the curvature of the potential, and for this aim 
we computed and compared their Raman spectra in terms of 

their Raman shift values. Harmonic frequencies and Raman 
intensities, calculated starting from the same optimized geom-
etry at the B3LYP/6- 31G(d,p)/C- PCM level of theory using both 
B3LYP/6- 31G(d,p)/C- PCM and CAM- B3LYP/6- 31++G(d,p)/C- 
PCM were computed, indeed. All calculations were performed 
using the electronic structures suite of programs Gaussian 16 
[92]. Low- lying electronic transitions in the Franck–Condon 
region have also been computed within Multi- Configurational 
Self- Consistent Field (MCSCF) [93–97] electronic structure 
methods. In particular, the reference electronic wavefunction 
has been obtained by Complete Active Space Self Consistent 
Field (CASSCF) [98, 99] calculations considering 6 electrons in 
6 orbitals, using the 6- 31G(d,p) basis set. The State- Average (SA) 
considered 8 roots with equal weight (from S0 to S7), resulting in 
a SA(8)- CASSCF(6,6)/6- 31G(d,p) (the active space is reported in 
Figure S1 in Supporting Information). On top of all SA- CASSCF 
calculations, multi- configurational second- order perturbation 
theory (CASPT2) [100–104] single point energy calculations 
were performed to account for the necessary dynamic electron 
correlation employing both single state and multistate (MS) ap-
proaches. Additional details are provided in ESI. All CASSCF 
and CASPT2 calculations were performed with the OpenMolcas 
(v. 23.10) [105] suite of programs.

3   |   Results and Discussion

3.1   |   Ground State Conformations and Low- Lying 
Excited States in the Franck–Condon Region

Understanding the energy separation and the nature of elec-
tronic states around the Franck–Condon (FC) region is crucial 
for the subsequent characterization of the kinetics and mecha-
nism of the photophysics of these systems. For such a purpose, 
it is not sufficient to control the theory- level accuracy of just one 
electronic transition against the experimental value. Instead, it 
is more fundamental to gauge how different effects may impact 
the energy separation among the low- lying electronic states in 
the FC region and potentially be involved in the photodynamics. 
To better theoretically study the open issue about the photore-
laxation process, we recall here that one (or multiple) low- lying 
electronic transition(s) might be experimentally responsible for 
the first peak in the absorption spectrum in the visible range at 
∼3.20 eV (387 nm) [18].

FIGURE 2    |    CAM- B3LYP/6- 31++G(d,p)/C- PCM cyclohexane canonical frontier molecular orbital isosurfaces (isovalue 0.02). From the left, 
HOMO- 1, HOMO, and LUMO.
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We report in Table 1 the electronic layout of the two low- lying 
electronic transitions and their characterization at high level 
of theory (MS- CASPT2). This analysis is the starting point for 
the subsequent description of the system at a more cost- effective 
level, such as TD- DFT. In this region, we found both the S1 ← S0 
and the S2 ← S0 electronic excitations, and they can be described 
mostly by a HOMO to LUMO, with an high oscillator strength, 
and by HOMO- 1 to LUMO transition, mostly forbidden, respec-
tively (see Figures 2 and S1 in Supporting Information for molec-
ular orbital spatial representations).

It is fundamental to rely on a very accurate description of both 
the two low- lying S1 and S2 excited states potentially involved 
in the photophysics and photorelaxation. Thus, we focused on 
analyzing several theory levels to simultaneously reproduce the 
two lowest energy transitions in a reliable way. For this aim, it 
is crucial to also describe the representative conformation(s) of 
the systems in their ground state equilibrium and the nature of 
the involved electronic transitions. There have been found two 
minima energy structures representative of the ground state 
and involved in the rotatory process discussed in the introduc-
tion, corresponding to the two different stable and unstable 
isomers (Min1 and Min2, respectively; see Figure 1) that differ 
by 3.54 kcal/mol in energy at B3LYP/6- 31G(d,p)/C- PCM in cy-
clohexane. Their main structural difference is the relative ori-
entation of the rotor and stator, represented by the value of the 
dihedral angle CACBCCCD, that changes from − 14. 35◦ for Min1 
to − 153. 29◦ for Min2. The electronic transitions have the same 
character for both minimum energy structures, where the less 
stable Min2 shows red- shifted values for both transitions with 
respect to the most stable Min1; see values in Table 1. Thus, we 
mostly focused on the photophysics of the stable isomer, since it 
is the starting point for the photorelaxation and rotatory cycle in 
the FC region. The S1 ← S0 electronic excitation is ascribed to the 
HOMO to LUMO transition (see Figure 2). Such a transition is a 
spatially localized excitation on both the fluorene and naphtha-
lene moieties, in which it is possible to observe a reorganization 
of the electronic density mostly on the CBCC bond. The LUMO 
has, indeed, a lower bonding character around this region (as 
witnessed by the depletion of the density, see Figure 2) and thus 
this excitation might promote the elongation of the bond, leading 
to the photoisomerization. Concerning the S2 ← S0 excitation, we 
observe that it is a HOMO- 1 to LUMO transition with a strong 
charge transfer (CT) character, and for this reason it can be 

appropriate to use a potential that can better describe this type 
of transitions. It is important to note that in the framework of the 
TD- DFT, the nature of the electronic excited states needs a care-
ful attention, especially in the case of CT transitions, since the 
energy order and separation might strongly depend on the choice 
of the exchange- correlation functional [85, 86]. We wish also to 
stress here that also post Hartree–Fock methods, as CASSCF 
(see Table S1 in Supporting Information), can incur an inaccu-
rate energy order if no further electronic dynamical correlation 
(PT2) is included. Thus, in the next paragraph we evaluate the 
effect of the theory level on the accuracy of the description of the 
energy separation in the FC region, between the lowest excited 
states relative to the ground state energy minimum structure. 
This is a very important element to be considered in choosing 
the accurate potential and to ensure the possibility of studying 
the photophysics and photorelaxation of these systems, that is, 
via ab initio molecular dynamics in the excited state.

3.2   |   Gauging the Theory Level

Range separated global hybrid DFT functionals, that is, the 
Coulomb- Attenuated Method (CAM)- B3LYP, have been shown 
to usually outperform global hybrid functionals, that is, B3LYP, 
for accurately describing the energy layout of excited states when 
CT excitations are involved [85, 86, 106–108]. Additionally, it is 
important to check the balanced effects of the diffuse functions, 
the solvent and the DFT kernel can have together. Thus, we re-
ported in the Table 2 the computed vertical excitation energies 
(VEE) and oscillator strengths for both the two low- lying S1 ← S0 
and S2 ← S0 transitions on the Min1 structure and using differ-
ent levels of theory (see Methods for further detail), along with 
the resulting energy separation (Δ S2- S1).

We first analyzed the gas- phase TD- DFT results by comparing 
them with the excitation energies obtained using the reference 
theory level, that is, MS- CASPT2 (see Table 1). TD- CAM- B3LYP 
gas phase results are the ones that resemble the most the refer-
ence calculations, given the noticeable blue shift with respect to 
the analogous TD- B3LYP vertical excitation energies. It is worth 
noticing that moving from B3LYP to CAM- B3LYP, a large shift of 
∼ + 0. 35 eV and of ∼ + 0. 6 eV is observed for the S1 ← S0 and S2 ← S0 
transitions, respectively. It is also important to note here that if we 
compare CAM- B3LYP with B3LYP results (in gas- phase and using 
6- 31G(d,p) ) with the analogous calculation at MS- CASPT2 level 
(see the first two rows of Table 1 and the third row of Table 2), there 
is a very excellent agreement between TD- CAM- B3LYP and MS- 
CASPT2 method (3.46 vs. 3.49 and 3.73 vs. 3.72 eV), while B3LYP 
erroneously describes such transitions as degenerate and CASSCF, 
with no further PT2 correction, wrongly assigns their energy order 
(see Table S1 in Supporting Information). Additionally, TD- B3LYP 
excited states show a very small energy separation in gas phase (al-
most degenerate), while TD- CAM- B3LYP can accurately separate 
S1 and S2 as seen in the reference theory level, even if there is a 
slight overestimation of the energy separation (0.27 eV vs. 0.23 eV). 
To have a better and comprehensive description of the PES around 
the Franck–Condon region, we also checked such energy separa-
tion and agreement using a geometry that is distorted along the 
two main coordinates involved in the photoisomerizaion, the di-
hedral angle CDCCCBCA related to the torsion of the rotor with re-
spect to the stator and the dihedral angle CCCECDCB related to the 

TABLE 1    |    MS- CASPT2//SA(8)CASSCF(6,6)/6- 31G(d,p) low- lying 
excited characterization in gas- phase. VEEs in eV, oscillator strengths (f, 
dimensionless), and � (the main MO contribution to the transitions) are 
reported. All values were obtained using the Min1 and Min2 optimized 
geometries at B3LYP/6- 31G(d,p)/C- PCM in cyclohexane.

VEE f �

Min1

S1 ←S0 3.49 0.77 HOMO- LUMO

S2 ←S0 3.72 0.01 HOMO- 1- LUMO

Min2

S1 ←S0 3.11 0.58 HOMO- LUMO

S2 ←S0 3.55 0.00 HOMO- 1- LUMO
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pyramidalization of the carbon CC. Such distortions are obtained 
starting from the Min1 and following the geometrical distortion 
observed in References [20] and [15] (see Figure S2 in Supporting 
Information for details on the structure and its justification). 
On  this distorted geometry, such energy separation increases at 
∼0.6 eV (see Table S2 in Supporting Information), in good agree-
ment with MS- CASPT2 (∼0.7 eV), see Table S2 in Supporting 
Information. Finally, if we perform the same analysis on the Min2, 
we still observe an optimal accordance in the energy separation, 
where TD- CAM- B3LYP/6- 31G(d,p) reproduces the MS- CASPT2 
in gas phase (0.45 eV, see Table S2 in Supporting Information vs. 
0.44 eV, see Table 1).

We now consider the introduction of diffuse functions, as these 
ones can be more appropriate to describe the electronic density in 
the excited states, which can be more delocalized (diffused) in the 
space. So, from the inspection of Table 2 by including the diffuse 
functions, moving from the odd to even rows, we observe a con-
sistent red- shift of VEEs of ∼ − 0. 06 eV and ∼ − 0. 03 eV for the S1 
← S0 and S2 ← S0 transitions, respectively. Thus, the introduction 
of diffuse functions: (i) improves the accuracy of CAM results (and 
worsens B3LYP ones, instead) and (ii) increases the separation 
between the two excited states (+ 0. 03 eV increased separation), 
as it can be seen by the analysis of the values in the last column 
of Table 2. Finally, the introduction of the solvation reaction field, 
via an implicit model in the LR regime, results in a red- shift of 
∼ − 0. 10 eV and an opposite blue- shift of ∼ + 0. 04 eV for the S1 ← S0 
and S2 ← S0 transitions, respectively. Thus, the solvent increases by 
+ 0. 14 eV the energy separation between the two states. Summing 
up all the effects, we see that moving from B3LYP to CAM- B3LYP, 
from 6- 31G(d,p) to 6- 31++G(d,p), and from gas to C- PCM a total 
of + 0. 44 eV (0. 27 + 0. 03 + 0. 14 eV) energy separation is obtained 
between the two excited states (see last row and column of Table 2). 
Then, we analyze the oscillator strengths, and we observe for the 
S1 ← S0 excitation a progressive increase moving from gas to sol-
vent (∼ + 0. 15) and from B3LYP to CAM- B3LYP (∼ + 0. 12). A very 
small increment, sometimes negligible, has the introduction of the 
diffuse functions on the oscillator strength, instead. We see that 
these effects are mostly additive, and the first electronic transition 
becomes 70% brighter moving from B3LYP/6- 31G(d,p) to CAM- 
B3LYP/6- 31++G(d,p)/C- PCM. No significant changes in the oscil-
lator strength of the S2 ← S0 are observed, where all theory levels 
here analyzed indicate the S2 ← S0 as a dark transition.

We finally reported in the Figure 3 the accuracy of the different 
theory levels in solution, computed as the difference between 
the computed VEEs for the S1 ← S0 (the bright transitions for 
all cases, reported in the second half of Table 2) and the exper-
imental value of the maximum absorption in the same condi-
tion. It is worth noting how the B3LYP shows the largest errors 
(∼  − 0. 2 eV), while TD- CAM- B3LYP/6- 31++G(d,p)/C- PCM 
provides the best match also with the experiment (in addition 
to be, CAM- B3LYP, the best match in the same conditions with 
the reference level as shown before), with a blue shift of less 
than 0.1 eV. Although, it is important to recall here that the 
VEEs cannot be directly compared with the maximum of the 
experimental absorption due to the high- order effects (i.e., vi-
bronic progression, asymmetric broadening, etc.) [109, 110].

TABLE 2    |    Vertical excitation energies in eV and oscillator strengths 
( f, dimensionless and in parenthesis) of the S1 ← S0 and S2 ← S0 
electronic transitions, computed at different TD- DFT levels of theory. 
Cyclohexane VEEs are obtained using LR- C- PCM formalism. The 
corresponding energy separation (Δ S2- S1, in eV) between S2 and S1 is 
also reported in the last column. All values were obtained using the 
Min1 optimized geometry at B3LYP/6- 31G(d,p)/C- PCM in cyclohexane.

Level of theory S1 ← S0 S2 ← S0 � S2- S1

Gas phase

B3LYP/6- 31G(d,p) 3.11 (0.42) 3.11 (0.04) 0.00

B3LYP/6- 31++G(d,p) 3.05 (0.45) 3.09 (0.00) 0.04

CAM- B3LYP/6- 
31G(d,p)

3.46 (0.55) 3.73 (0.01) 0.28

CAM- B3LYP/6- 
31++G(d,p)

3.39 (0.55) 3.70 (0.01) 0.31

Cyclohexane

B3LYP/6- 31G(d,p)/C- 
PCM

3.02 (0.60) 3.15 (0.00) 0.13

B3LYP/6- 31++G(d,p)/
C- PCM

2.97 (0.61) 3.13 (0.00) 0.17

CAM- B3LYP/6- 
31G(d,p)/C- PCM

3.35 (0.71) 3.77 (0.01) 0.41

CAM- B3LYP/6- 
31++G(d,p)/C- PCM

3.29 (0.72) 3.74 (0.01) 0.44

FIGURE 3    |    Relative error analysis. Values are reported in eV for the different theory levels in C- PCM and are computed as the difference between 
the computed VEE for the S1 ← S0 (the bright transition for all cases, see Table 2) and the experimental value of the maximum absorption, 3.20 eV 
(387 nm) [18].
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Thus, TD- CAM- B3LYP/6- 31++G(d,p)/C- PCM is in our opinion, 
the most reliable choice for describing the excited state electronic 
layout in cyclohexane since it takes into account all the effects 
(solvent, diffuse density, tuned HF exchange) and shows one of 
the lowest errors. From this analysis, is also clear that CAM- 
B3LYP/6- 31++G(d,p)/C- PCM describes a significant energetic 
separation between the S2 and S1 electronic states (+ 0. 44 eV), 
while B3LYP/6- 31G(d,p) shows them as degenerate instead. 
This is also observed for the Min2, which at CAM- B3LYP/6- 
31++G(d,p)/C- PCM exhibits VEEs of 2.93 (S1 ← S0, osc. strength 
of 0.64) and 3.55 (S2 ← S0, osc. strength of 0.01) eV, with the same 
character of two low- lying excitations observed in Min1 and de-
scribed before.

In conclusion, we recommend CAM- B3LYP/6- 31++G(d,p)/C- 
PCM as a level of theory to adopt for the calculation of excited 
state properties, that is, electronic excited state dynamics. This 
is motivated by the presence of the CAM- B3LYP functional, as 
reported previously is the recommended functional for describ-
ing CT electronic excitations by the presence of a more complete 
basis set, with the introduction of the diffuse functions, that in-
creases the accuracy of the results and by the presence of the 
solvent to reproduce the experimental conditions. Moreover, 
we believe that, among the level of theory showed that CAM- 
B3LYP/6- 31++G(d,p)/C- PCM can also better describe simul-
taneously the S1 and S2 excited states and therefore the energy 
separation, which reaches the maximum precisely at this poten-
tial. While B3LYP artificially describes a close degeneracy of the 
two states. The last aspect is important to be able to perform an 
accurate ab initio dynamics of the excited state, like the Born- 
Oppenheimer dynamics on this molecule. Once we have chosen 
this theory level for the photophysics of the system, we analyze 
in the next paragraphs the individual effects of accurately de-
scribing non- covalent interactions and state- specific solvation 
effects.

3.3   |   Effect of the Empirical Dispersion

As shown in the previous paragraph, we consider the CAM- 
B3LYP/6- 31++G(d,p)/C- PCM cyclohexane, the best compro-
mise for the study of the excited state photorelaxation and 

photophysics, that is, to be employed in excited state ab initio 
molecular dynamics simulations. To evaluate how such a the-
ory level is capable of accurately describing non- covalent in-
teractions (i.e., among the aromatic and/or methyl portions of 
the system) present in the molecule, we tested the inclusion 
of dispersion effects, evaluating the opportunity of employing 
Grimme's dispersion with the original D3 damping function 
(GD3 correction) [89–91]. For this aim, we chose two structures 
that differ the most in the relative orientation of the fluorene and 
naphthalene portions. We started from the minimum energy ge-
ometry (stable isomer) optimized at CAM- B3LYP/6- 31++G(d,p) 
theory level, and we denoted this geometry as �. A second ge-
ometry, denoted as �, was obtained from the first, varying the 
CACBCCCD dihedral angle until we have nearly perpendicular 
orientation of the rotor with respect to the stator (see Figure 4). 
More specifically, the value of this dihedral angle for the � geom-
etry corresponds to − 13. 41◦, while the same parameter for the � 
geometry corresponds to − 66. 00◦. The � and � geometries were 
chosen to analyze non- covalent interactions in two limit struc-
tures, neglecting or including the dispersion contribution to the 
energy and how this can have a different weight on the energy 
difference and stability of these conformations. Using these two 
conformations, we reported in Table 3 the effect of including or 
not the empirical dispersion (GD3), using two different levels of 
theory, B3LYP/6- 31G(d,p) and CAM- B3LYP/6- 31++G(d,p), both 
in gas phase, without the inclusion of the solvent effects and 
further geometry optimization, since our main aim here was to 
only monitor the GD3 correction on the potential.

From this analysis it is clear that we can consider the effect 
of the  empirical dispersion very small and negligible. The 

FIGURE 4    |    CAM- B3LYP/6- 31++G(d,p) minimum energy structure (left, namely �) and the corresponding distorted structure along the red high-
lighted dihedral angle (right, namely �). See text for detail.

TABLE 3    |    Energy difference between the two geometries shown in 
the Figure 4, at different levels of theory. ΔE (kcal/mol) refers to E�  -  E�. 
Computed as single energy point calculations on the � and � geometries 
with no further geometry optimization procedure.

�E NO GD3 �E GD3

B3LYP/6- 31G(d,p) 35.86 37.88

CAM- B3LYP/6- 31++G(d,p) 39.34 40.81
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introduction of GD3 in the B3LYP/6- 31G(d,p) potential leads 
to an increase in the energy difference between the two ge-
ometries of  only ∼2 kcal/mol, that becomes even smaller in 
CAM- B3LYP/6- 31++G(d,p), an increase of ∼1.5 kcal/mol. We 
are therefore confident in suggesting that the inclusion of GD3 
dispersion is not mandatory in the description of the rotatory 
process.

3.4   |   The Treatment of the Solvent Effects

We consider the importance of which approach is the most ap-
propriate to describe the solvent effects on the electronic exci-
tations in this system. Usually, explicit solvent description is 
preferred, although it can be very time- consuming, so here we 
gauged the accuracy of cost- effective implicit solvation models, 
fundamental to obtain accurate results in reasonable time for 
excited state simulations. In these regards, implicit solvent mod-
els need to be tested in different response formalisms, to be sure 
that the environment response is accurately described when the 
electronic density changes upon the photoexcitation. Thus, we 
computed excitation energies in solution using two different for-
malisms for implicit solvation, that are either the LR formula-
tion or the SS approach (see Methods for a detailed discussion). 
While the first approach is much more convenient computa-
tionally [30, 73, 74], the second can better account for the po-
larization of the solvent in the presence of the excited electronic 
density of the solute, that is, for the difference of the dipole mo-
ment between the ground and the excited state. Therefore, the 
SS approach is in principle more accurate, although the overall 
result (the VEEs in solvent) also depends on the combination 
with the density functional accuracy. To gauge the accuracy of 
the TD- DFT/C- PCM combined potential and to perform the best 
choice for our study, we tested the performance of the B3LYP 
and the CAM- B3LYP density functionals with both the LR and 
SS C- PCM formalisms starting from the  optimized geometry 
of the stable isomer computed at B3LYP/6- 31G(d,p)/C- PCM cy-
clohexane level of theory. We calculated with both approaches 
the S1 ← S0 and S2 ← S0 VEEs for the molecule in cyclohexane. 
We used the 6- 31++G(d,p) basis set in all cases and the opti-
mized geometry of the stable isomer. Results are collected in the 
Table 4, along with the results obtained in gas- phase for a better 
comparison.

For what regards the S1 transition, we observe from Table 4 a 
red- shift of about ∼ − 0. 1 eV induced by the solvent when treated 
by the LR formalism. On another hand, the solvent effect is prac-
tically nihil when adopting the SS formalism, obtained back the 
result in gas- phase. This last result is not surprising, being the S1 
← S0 locally excited in nature, and reasonably characterized by a 
small difference between the dipole moment in S0 and S1 [75–78, 
111]. For what regards the S2 transition, we observe from Table 4 
a red- shift of − 0. 19 or − 0. 12 eV induced by the solvent when 
treated by the SS formalism for the B3LYP and CAM- B3LYP 
results, respectively. On the contrary, the LR solvent effect is a 
blue- shift of ∼ + 0. 04 eV in both B3LYP and CAM- B3LYP VEEs. 
Having the S2 ← S0 transition a charge transfer nature, it is rea-
sonably characterized by a significant change of the dipole upon 
excitation with respect to S0. Therefore, we can consider the SS 
approach more sensitive to this change, taking into account for 
this difference in the solute- solvent interaction in the CI- density.

Hence, we can consider the LR approach more appropriate in 
the description of the solvent effect for the description of S1 state, 
while the S2 is described more accurately by the SS formalism. 
Therefore, S2(CAM- B3LYP/SS- C- PCM)- S1(CAM- B3LYP/LR- C- 
PCM) is the best estimate of the S2- S1 difference, that is, about 
∼0.3 eV. However, by inspection of Table 4, we observe that the 
CAM- B3LYP/LR approach gives the best approximation of this 
result (0.44 eV). In summary, the CAM- B3LYP/6- 31++G(d,p)/
LR- C- PCM is the potential that can deliver the best accuracy for 
the simultaneous description of both excited states considered 
in this work and the overall electronic layout of the low- lying 
excited state. In addition to that, LR- C- PCM is both less com-
putationally expensive than SS- C- PCM and usually has well- 
established nuclear gradient expressions already implemented 
in most of the electronic structure codes for performing more 
involved excited state calculations, that is, ab initio MD and ge-
ometry optimizations in the excited states.

3.5   |   DFT Kernel Effects on Potential Curvature

We recall here the fact that the electronic ground state can be ac-
curately described by a cheaper but still accurate theory level such 
as B3LYP/6- 31G(d,p)/C- PCM, while for the detailed description of 
excited states we suggest using CAM- B3LYP/6- 31++G(d,p)/LR- 
C- PCM. Thus, in this paragraph we analyze the effects of these 
two different theory levels on the curvature of the potential (to 
perform, i.e., molecular dynamics or geometry optimizations). For 
this aim we computed and analyzed the Raman spectra in terms 
of their Raman shift values. Such analysis can ensure the consis-
tency on the excited states force constants of the introduction of 
both the range separated hybrid functional and the diffuse func-
tions, required to better describe the nature of the excited states. 
Moreover, by this comparison, we can understand if there might 
be any change in the potential curvature and resulting forces if the 
theory level is changed from B3LYP/6- 31G(d,p)/C- PCM to CAM- 
B3LYP/6- 31++G(d,p)/C- PCM (i.e., for excited state ab initio MD). 
We computed indeed the Raman spectra for both theory levels, and 
the results are reported in Figure 5, and a quantitative analysis of 
such differences on selected Raman active modes is summarized 

TABLE 4    |    LR-  versus SS- C- PCM TD- DFT VEEs in eV of the S1 ← S0 
and S2 ← S0 electronic transitions. All values were obtained using the 
Min1 optimized geometry at B3LYP/6- 31G(d,p)/C- PCM in cyclohexane. 
Gas- phase values are reported as well for a better comparison. The 
corresponding energy separation (Δ S2- S1, in eV) between S2 and S1 is 
also reported in the last column.

B3LYP/6- 31++G(d,p) S1 ← S0 S2 ← S0 � S2- S1

Gas phase 3.05 3.09 0.04

Linear response 2.97 3.13 0.17

State specific 3.06 2.90 - 0.15

CAM- B3LYP/6- 31++G(d,p) S1 ← S0 S2 ← S0 Δ S2- S1
Gas phase 3.39 3.70 0.31

Linear response 3.29 3.74 0.44

State specific 3.39 3.58 0.19
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in Table 5. These selected Raman active modes involve, in different 
combinations, the C=C stretchings of naphthalene and/or fluo-
rene, the CB=CC stretching, and several C=C- H scissoring and H- 
C- H wagging modes (see Figure S3 in ESI). The spectra look very 
similar both in the Raman activity and shift, although we note a 
very limited blue shift of the Raman shift for the CAM- B3LYP/6- 
31++G(d,p)/C- PCM compared to B3LYP/6- 31G(d,p)/C- PCM and a 
not negligible change in the Raman activity (not connected to the 
potential curvature) in the main peak around ∼1600 (see Table 5).

From this analysis, we are confident that despite the small dif-
ferences, all analyzed modes undergo a limited shifts moving 
towards the CAM- B3LYP potential, and the mode composition is 

also very similar. The change of the intensity does not significantly 
affect the potential curvature; indeed, the main results here are 
that the variations in the Raman shift that are linked to the force 
constants, are negligible, ensuring the possibility to collect ground 
state dynamics with B3LYP/6- 31G(d,p)/C- PCM and move directly 
to excited state MD using CAM- B3LYP/6- 31++G(d,p)/C- PCM.

4   |   Conclusions

In this study we propose a detailed analysis of the electronic lay-
out of a second- generation LDMRM, as a preliminary manda-
tory step for ensuring an accurate description of the early stage 
of the photoexcitation process in solution of such a class of com-
pounds. Although we present a detailed analysis focused on a 
molecular rotor belonging to the second generation, we think 
that the nature of the low- lying electronic states here found (lo-
calized on both or one half of the system versus charge trans-
fer states) is quite common in molecular rotors belonging to the 
overcrowded alkene class. We began with the characterization of 
the minimum energy structure(s) representative of the equilib-
rium and the nature of the excited states in the FC region. Then, 
we tested different TD- DFT levels of theory for the description 
of the electronic layout of the low- lying excited states, presenting 
also a careful comparison employing refined methods such as 
MS- CASPT2. The combined effects of the DFT kernel (global- 
hybrid vs. range- separated hybrid), basis set extension, empirical 
dispersion, and solvation response approaches were analyzed, 
showing how they can lead to both similar errors with respect 
to the experimental absorption but also to a completely different 
description of the electronic layout, potentially predicting wrong 
photophysics and kinetics if not carefully investigated. Since it is 
crucial to have an accurate description of the environmental ef-
fects we carefully compared SS- TDDFT results with LR- TDDFT 

FIGURE 5    |    Raman spectra: B3LYP/6- 31G(d,p)/C- PCM cyclohexane 
(in black) and CAM- B3LYP/6- 31++G(d,p)/C- PCM cyclohexane (in red). 
B3LYP/6- 31G(d,p)/C- PCM cyclohexane optimized geometry is used in 
both cases.

TABLE 5    |    Selected active Raman mode comparison (see Figure 5 for the full spectra). Frequencies are in cm− 1 and Raman activity in Å4/AMU. 
B3LYP/6- 31G(d,p)/C- PCM cyclohexane values, along with the difference between the B3LYP/6- 31G(d,p)/C- PCM cyclohexane and CAM- B3LYP/6- 
31++G(d,p)/C- PCM cyclohexane levels of theory, are reported in the second and last columns, respectively. B3LYP/6- 31G(d,p)/C- PCM cyclohexane 
optimized geometry is used in both cases. Vector representation of the selected Raman active normal modes (A, B, C, D, and E) is reported in 
Figure S3 in ESI.

Normal mode

Frequency � Frequency

(Raman activity) (� Raman activity)

A: twisting of C=C- H in fluorene+ 303 (9) −7 (4)

partial pyramidalization CB carbon

B: alternating stretching of naphthalene C=C bonds+ 1401 (1048) 5 (45)

partial scissoring of C=C- H in naphthalene+

partial wagging of the H- C- H in the cyclopentene moiety

C: scissoring of C=C- H in naphthalene+ 1562 (911) −16 (291)

partial stretching of naphthalene C=C bonds

D: alternating stretching of naphthalene C=C bonds+ 1606 (4343) −17 (1616)

partial CB=CC stretching

E: CB=CC stretching+ 1623 (2507) −17 (−3179)

alternating stretching of naphthalene and fluorene C=C bonds
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ones, ensuring that CAM- B3LYP/6- 31++G(d,p)/LR- C- PCM is 
the potential that can deliver the best accuracy for the simultane-
ous description of both excited states with an affordable compu-
tational cost. The inclusion of the empirical dispersion with the 
GD3 formalism was also shown to be not mandatory for excited 
state simulations of this system. Our main result is the identi-
fication of two cost- effective theory levels: one for the ground 
state, using the B3LYP functional with the 6- 31G(d,p) basis set 
and the conductor- like polarizable continuum model for solva-
tion, and another for the excited states, employing the Coulomb- 
Attenuating Method version (CAM- B3LYP) functional with the 
double- � split- valence basis set with polarization and diffuse 
functions and the linear response C- PCM solvation model. 
Finally we verified how switching between these two different 
levels of theory can influence the curvature of the potential via 
a frequency analysis of the normal modes of vibrations active 
in the Raman spectrum. This work can represent a preparatory 
step for future computational studies for assessing the required 
theory levels towards the accurate and cost- effective treatment 
of the FC region for similar systems where excited states do not 
present a double excitation character and solvation effects play 
important roles. We believe these findings provide a crucial pre-
liminary step for future computations aimed at interpreting a 
range of time- resolved spectroscopy experiments.
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