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ABSTRACT
We present a polarizable embedding quantum mechanics/molecular mechanics (QM/MM) framework for ground-  and excited- 
state Complete Active Space Self- Consistent Field (CASSCF) calculations on molecules within complex environments, such as 
biological systems. These environments are modeled using the AMOEBA polarizable force field. This approach is implemented 
by integrating the OpenMMPol library with the CFour quantum chemistry software suite. The implementation supports both 
single- point energy evaluations and geometry optimizations, facilitated by the availability of analytical gradients. We demon-
strate the methodology by applying it to two distinct photoreceptors, exploring the impact of the protein environment on the 
structural and photophysical properties of their embedded chromophores.

1   |   Introduction

Multiscale approaches that couple quantum mechanical (QM) 
descriptions with classical models have become a widely used 
strategy for investigating properties and processes of molecular 
systems in increasingly complex environments. Among these 
hybrid QM- classical methods, a particularly effective approach 
is the use of atomistic models based on molecular mechanics 
(MM) force fields for the classical component [1–6]. The suc-
cess of the resulting QM/MM approach is largely attributed 
to its versatility. Any embedded system can, in principle, be 
treated at the QM/MM level, given the availability of an appro-
priate MM force field for the classical region and a model that 
accurately describes QM–MM interactions. The nature of these 
QM–MM interactions distinguishes the various formulations 
of the QM/MM approach. Currently, two primary approaches 
are widely used: the standard electrostatic embedding and the 
more sophisticated polarizable embedding. The key difference 
between these methods is that polarizable embedding accounts 
for mutual polarization between the QM and MM regions, in 

addition to the electrostatic interactions. This is expected to play 
a significant role, especially in processes where changes in the 
QM charge density are important such as in reactivity and light- 
induced phenomena [7, 8].

Polarizable embedding QM/MM models are available in various 
formulations, where the polarization of the MM component is 
represented using methods such as fluctuating charges [9–12], 
Drude oscillators [13–16], or induced point dipoles [7, 17–26]. 
The growing adoption of these models has been facilitated by 
the integration of these formulations into electronic structure 
codes or through interfaces between these codes and external 
libraries [27–30]. Notably, the latter strategy has proven highly 
effective, as it enables a straightforward coupling of the polar-
izable embedding model with different QM codes and levels of 
theory.

Recently, our group has presented the OpenMMPol, an open-
source library for coupling QM codes with induced point dipole 
(IPD)- based polarizable MM models [30]. OpenMMPol offers a 
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modular implementation of all the functionalities to perform po-
larizable embedding calculations using either the standard IPD 
force- field (often referred to as MMPol) [31] or the more involved 
AMOEBA [32] force- field. Thanks to a simple but flexible multi- 
language interface, OpenMMPol can easily work with most ex-
isting QM software; the library also implements all the purely 
MM terms of the forcefield, including a simple and straightfor-
ward way to handle link- atoms and all the energy (and geomet-
rical gradients) for the purely MM terms required by AMOEBA 
and AMBER forcefields. Thanks to those features, OpenMMPol 
is an appealing plug- and- play solution that allows, after a min-
imal interfacing effort, to perform complex QM/MM calcula-
tions on a broad variety of real- life systems without any external 
software required.

Here, the OpenMMPol library is interfaced with CFour 
[33], a suite of QM programs that specialize in highly accu-
rate post- Hartree Fock calculations, including a large mani-
fold of methods from the Coupled Cluster hierarchy, but also 
the Complete Active Space – Self- consistent field (CASSCF) 
method [34–36]. The latter can be used for both ground-  and 
excited- state calculations [37, 38] and, thanks to a recent im-
plementation [39, 40] based on the Cholesky Decomposition of 
the two- electron integrals [41–44], it can be applied to large 
molecular systems.

CASSCF methods have been previously integrated with po-
larizable force fields [45–48, 49]. In this work, the CFour- 
OpenMMPol interface enables an efficient implementation of 
the CASSCF/AMOEBA approach, allowing for the calculation 
of ground and excited state energies in both State- Average and 
State- Specific formulations. Additionally, this implementation 
supports geometry optimizations using analytical gradients.

The developed software was used to investigate two pho-
toresponsive proteins (see Figure  1). The first system is the 
Dronpa variant of green fluorescent protein (GFP), in which 

the chromophore spontaneously forms from the condensation 
of a tyrosine residue with adjacent glycine and cysteine. The 
second system is the orange carotenoid protein (OCP), where 
the chromophore is canthaxanthin (CAN). In both systems, the 
chromophores are involved in significant hydrogen- bonding in-
teractions with nearby residues. However, in Dronpa, the chro-
mophore is covalently bonded to the protein matrix and carries a 
charge, whereas the CAN chromophore in OCP is noncovalently 
bound and is neutral. These characteristics make the two sys-
tems valuable test cases for the CASSCF/AMOEBA approach. 
They allow for the investigation of both specific hydrogen- 
bonding interactions and nonspecific electrostatic and polariza-
tion effects exerted by the protein on the chromophore geometry 
and response to light. To reach a deeper understanding of these 
effects, we also compare the AMOEBA force- field with an elec-
trostatic embedding model.

2   |   Method and Implementation

A convenient way of deriving a generic polarizable embed-
ding model coupled to a QM method consists in building a 
Lagrangian [50]. Adopting the AMOEBA force field, where 
a fixed multipolar distribution (up to quadrupoles) is used in 
combination with induced dipole moments, the Lagrangian 
reads [26]: 

where the first term, CAS(�, c) is the CASSCF energy and the 
other four terms represent the QM- AMOEBA specific terms. We 
recall that AMOEBA, due to different screening rules used in 
the polarization step and in energy calculations, introduces two 
independent sets of induced dipoles that are called ‘polarization’ 
(�p) and ‘direct’ (�d) [32].

(1)

(�, c,�d,�p)=CAS(�, c)+ self(M)+ele(�, c,M)

+pol(�, c,M)+
1

2
⟨�p,T�d −E(�, c)−Ed(M)⟩

FIGURE 1    |    Representation of Dronpa (left) and OCP (right) structures. The insets show the hydrogen bond networks of each chromophore in its 
binding pocket: Serin- 142 (Ser), Arginine- 91 (Arg1), two hydrogen atoms of Arginine- 66 (Arg2 and Arg3), and a water molecule (Wat) for Dronpa and 
Tyrosine- 201 (Tyr- 201) and Tryptophan- 288 (Trp- 288) for OCP.
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CAS(�, c) only depends on the QM parameters, i. e. orbital rota-
tion (�) and configurational coefficients (c) and it can be writ-
ten in terms of one-  and two- body reduced density matrices and 
integrals 

where hii are conventional one- electron integrals, (uv|xy) are 
two- electron integrals written using Mulliken convention, �uv 
and Γuvxy are the one-  and two- body reduced density matrices, 
respectively, nuc is the nuclear repulsion energy, and FI is the 
inactive Fock matrix.

In Equation (1) 

is the self- interaction energy of the AMOEBA multipolar dis-
tribution (ML), where L = 0, 1, 2 for charges, dipoles, and quad-
rupoles, respectively. sm

kl
 is a screening factor used to remove 

unwanted interactions and 

is the generalized Coulomb kernel [51].

The second and third terms of Equation  (1) are the electro-
static and polarization interactions between the QM and the 
MM components. The electrostatic interaction energy, ele, be-
tween the MM multipoles and the QM charge density, can be 
written as 

where �p is a molecular orbital, and 

The polarization energy can be written as the scalar product be-
tween the induced dipoles (�d) and the sum of the QM electric 
field (E(�, c)) and the polarization field due to the multipolar 
distribution 

with 

as the damped Coulomb kernel, which is used to avoid the so- 
called polarization catastrophe [31, 51, 52].

The coupled CASSCF/AMOEBA equations can be obtained 
by imposing the stationarity conditions on the Lagrangian in 
Equation (1).

By differentiating with respect to �pq, we get the CASSCF orbital 
gradient 

where F is the generalized Fock matrix which contains a modi-
fied inactive Fock matrix 

which includes the effects of the environment as additional 
one- electron contributions. Here we exploited a nested, first- 
order, algorithm to get the optimal CASSCF parameters. 
Therefore, the full CI problem is solved at each orbital opti-
mization step up to a numerical threshold, which depends on 
the norm of the orbital gradient. In particular, we used the 
Super- CI algorithm as the orbital optimization solver [34, 
53–55].

Differentiation of Equation (1) with respect to �d and �p leads, 
respectively, to the following polarization equations that need to 
be solved at each CASSCF step 

 where the kl−th block of matrix T is defined as follows 

and �k is the polarizability of the k- th MM atom. Here Ed(M) is 
the direct field 

which differs from the polarization field reported in Equation (8) 
because the screening factors are different.

The OpenMMPol- CFour interface works as follows. The 
electrostatic contribution to the Fock matrix (second term of 
Equation (11)) is computed at the beginning by contracting the 
appropriate integrals in the AO basis with the multipoles, which 
can be accessed by the OpenMMPol object. At each CASSCF 
optimization step, the one- body reduced density matrix is used 
to compute the electronic component of the electric field and 
passed as input to the OpenMMPol subroutine set_exter-
nal_field, which in turn solves the polarization equations. 

(2)

CAS =
∑

i

(
hii + FIii

)
+

∑

uv

�uvF
I
uv +

1

2

∑

uvxy

Γuvxy(uv|xy) + nuc

(3) self(M) =
1

2

NMM∑

k≠l=1

sm
kl

2∑

L,L�=0

ML
k
TLL

�

kl
ML�

l

(4)TLL�
kl

=
�L

�rL
k

�L�

�rL�
l

1

|rk − rl|

(5)ele(�, c,M)=
�

k

�

L

ML
k

�
�

�

TL0
k�
Z� −

�

pq

�pq⟨�p �̂t Lk ��q⟩
�

(6)t̂
L

k =
�L

�rL
k

1

|rk − r|

(7)pol(�, c,M) = −
1

2
⟨�d,E(�, c) + Ep(M)⟩

(8)E
p

k
(M) = −

(
∑

l

s
p

kl

∑

L

 1L
kl
Ml

)

(9) LL�
kl

=
�L

�rL
k

�L�

�rL�
l

�(|rk − rl|)
|rk − rl|

(10)gpq = 2
(
Fpq −Fqp

)

(11)

F
I

pq=F
I
pq −

NMM�

k

�

L

ML
k
⟨�p �̂t Lk ��q⟩

−

NMM�

k

�d
k
+�

p

k

2
⟨�p �̂t 1k��q⟩

(12)T�d=E(�, c)+Ed(M)

(13)T�p=E(�, c)+Ep(M)

(14)Tkl = � − 1
k

�kl + (1− �kl)
11
kl

(15)Ed
k
(M) = −

(
∑

l

sd
kl

∑

L

 1L
kl
Ml

)



4 of 10 Journal of Computational Chemistry, 2025

Successively, the induced dipoles are used to compute the third 
term of Equation (11).

Finally, the geometrical gradients can be obtained by differ-
entiating Equation  (1)  with respect to the atomic coordinates. 
Moreover, only explicit derivatives need to be computed for 
all the contributions. We consider here only the gradient with 
respect to QM coordinates (r�) and for a single CASSCF state. 
Differentiation of the first term of Equation (1) leads to the stan-
dard CASSCF molecular gradient. The other contributions stem 
from the electrostatic interaction 

and from the polarization energy 

The OpenMMpol- CFour interface can also be used for comput-
ing excitation energies. Our method is based on state- averaged 
CASSCF and allows for the description of several excited states. 
During the CASSCF procedure, the environment polarization is 
converged to the state- averaged density of the QM system [47]. 
In order to recover a state- specific polarization of the environ-
ment for each excitation, a correction is introduced following the 
approach proposed by Li et al. [45]. At the convergence of the 
state- average calculation, for the two states involved in the exci-
tation, we compute the induced dipoles using the corresponding 
state density (�X) and we recompute the electrostatic and polar-
ization terms of the energy 

Finally, we correct the state- averaged excitation energy (Δ IF
SA

) 
to get the state- specific corrected one as it follows: 

 where I and F indicate the initial and the final state involved in 
the excitation, respectively.

3   |   Two Applications

In this section, we report the results of the CASSCF/AMOEBA 
description obtained via the CFour- OpenMMPol interface to 
study the impact of the protein environment on the geome-
try and excitation energies of the two chromophores within 
Dronpa and OCP. To reach a deeper understanding of these 
effects, we compare the AMOEBA force- field with the com-
monly utilized electrostatic embedding model (specifically, 
AMBER99SB force- field), where the environment is described 
using the Amber force field. Furthermore, we assess the per-
formance of CASSCF/AMOEBA relative to the (TD)DFT level 
of theory.

The starting structures for the optimization procedure, are 
taken from previous works on OCP [56] and Dronpa [57] by our 
group and have been prepared similarly: the crystal structure 
(2Z1O for Dronpa [58] and 4XB5 for OCP [59]) was inserted 
in a solvent box containing water molecules and enough Na+ 
and Cl− ions to obtain a neutral system and a salt concentra-
tion of 0.1 M. The details of the equilibration procedures are 
explained in the reference papers. In our optimizations, only 
solvent molecules within 5  Å  distance from the protein are 
included.

All CASSCF calculations were performed using unrestricted 
natural orbitals (UNO) as the initial guess. In addition to being 
well suited for the CASSCF optimization algorithm, UNOs 
allow for automatic determination of the active space based 
on natural occupation numbers [60, 61]. The optimal strategy 
is to include all orbitals with occupation numbers (ON) be-
tween 0.01 and 1.99. However, if this results in an excessively 
large active space, it is reduced to ensure that the calculation 
remains feasible. In both systems, the QM region includes 
only the chromophore. All CASSCF geometry optimizations 
were performed with the MM atoms kept frozen and the 6- 
31G(d) basis set [62], whereas the 6- 31+G(d) was employed for 
excited- state calculations. Various active spaces were tested 
(see SI), but the results presented here are based on a (12,12) 
space for Dronpa and a (8,12) space for OCP. Specifically, for 
Dronpa we included all orbitals as provided by the UNO cri-
terion plus additional � ones, while for OCP we considered as 
active the orbitals with ON between 0.04 and 1.93. For the SA–
CASSCF calculations, we considered two states for Dronpa, 
with the exception of the Amber calculation for which three 
states were averaged to improve the convergence. On the other 
hand, three states were always considered for OCP. For the 
(TD)DFT calculations, the B3LYP exchange correlation func-
tional [63] in conjunction with the 6- 31G(d) basis set was used 
for geometry optimization, while the CAM–B3LYP functional 
[64] was applied, using the 6- 31+G(d) basis, to compute verti-
cal excitations.

3.1   |   Dronpa

The chromophore of Dronpa can be described in terms of two 
resonance structures, depending on the formal position of the 
negative charge. In the benzenoid form, depicted in Figure  2, 
the charge is primarily localized on the oxygen atom attached to 
the benzene ring, while in the quinoid form, the charge resides 
on the oxygen atom of the imidazole ring. To investigate the ef-
fect of the protein in tuning charge distribution thus affecting 
the weight of the two limiting resonance structures, we use the 
bond length alternation (BLA) parameter. BLA is defined as the 
difference between the average lengths of the single and double 
bonds highlighted in green in Figure 2. A positive BLA value in-
dicates a predominance of the benzenoid form, while a negative 
BLA signifies the quinoid form.

In Table 1, we report the values of the BLA computed for the 
isolated chromophore (vacuum) and in the protein with the 
two selected force fields. For the isolated chromophore, the 
optimization was performed with the dihedral angle that con-
nects the nitrogen of the imidazole ring to the nitrogen of the 
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condensed glycine (see atoms highlighted in cyan in Figure 2) 
frozen to prevent the formation of a hydrogen bond between 
the oxygen of the imidazole ring and the amide hydrogen. 
The dihedral angle was fixed to the value found in the protein 
cavity.

CASSCF and DFT give a qualitatively similar description for 
both the isolated chromophore and the chromophore embed-
ded in an electrostatic embedding (Amber). In contrast, the 
two QM methods show qualitative differences when using the 
polarizable AMOEBA force field. Specifically, DFT/AMOEBA 
yields a value similar to the vacuum case, while CASSCF/
AMOEBA gives a negative BLA indicative a quinoid- like 
character.

Additional insights can be gained by examining the dihedral 
angle around the single bond adjacent to the benzene ring, 
as shown in Table 1. The dihedral angle is smaller in protein 
than in vacuum, where the molecule adopts a planar confor-
mation, but it shows little sensitivity to the environmental 
model used. For both force fields, the dihedral angle remains 

nearly identical (around 174◦). This tiny distortion of the chro-
mophore appears to be primarily driven by the steric effects of 
the protein pocket. The discrepancy between the embedding 
models in describing the BLA, cannot therefore be attributed 
to the distortion of the dihedral angle, but is driven by local 
interactions, such as hydrogen bonds, present within the pro-
tein. The two oxygen atoms at the extremities of the conju-
gated chain considered in the BLA calculation in fact engage 
in multiple hydrogen bonds with nearby residues. The hydro-
gen bond network within the protein cavity is illustrated in 
the inset of Figure 1.

Table 2 presents the lengths of the key hydrogen- bonds between 
the oxygen atom of the benzene ring and Serine- 142 (Ser), as well 
as a water molecule (Wat), and between the oxygen atom of the 
imidazole ring and Arginine- 91 (Arg1), alongside two hydrogen 
atoms of Arginine- 66 (Arg2 and Arg3). Moving from the electro-
static to the polarizable embedding results a noticeable increase 
in the bond lengths is observed for both DFT and CASSCF 
methods. Specifically, CASSCF exacerbates these differences, 
with the most significant change being a 0.165 Å increase in the 
hydrogen bond length with Arg3 when switching from Amber 
to AMOEBA. This different description of H- bonds may explain 
the reversed BLA signs between Amber and AMOEBA com-
puted at the CASSCF level.

The effect of the embedding model has also been assessed by 
computing excitation energies. In order to disentangle the 
impact of the geometry, for AMOEBA calculations of exci-
tation energies, we performed two calculations using Amber 
(AMOEBA@Amber) and AMOEBA (AMOEBA@AMOEBA) 
optimized geometries.

Table  3 presents the first excitation energy calculated at the 
SA–CAS(12,12)/6- 31+G(d) and TDCAM–B3LYP/6- 31+G(d) 
level on CASSCF geometries for the two embedding models 
and in vacuum. For CAS/AMOEBA calculations we report 
also the state- specific corrected energies (ΔSS). To have a 
more correct comparison with ΔSS for TDDFT/AMOEBA 
calculations we report the values obtained within a State- 
Specific approximation generally indicated as “corrected lin-
ear response” cLR [23].

Starting from the CAS values, we observe that by keeping fixed 
the model used to compute the excitation energy, the effect 
of a different geometry is not negligible: ΔSA of AMOEBA@
AMOEBA is red- shifted by 0.13 eV to the AMOEBA@Amber 
case. However, this difference is reduced to 0.07 eV when the 
state- specific correction is added to the AMOEBA calcula-
tions. Instead, by keeping constant the Amber geometry and 
changing the model for the energy calculations, we note that 
AMOEBA and Amber excitation energies differ by 0.17 eV. 
Comparing Vacuum, Amber, and AMOEBA@AMOEBA, we 
observe a systematic increase in the excitation energy moving 
from the isolated molecule to the protein with an overall blue 
shift of 0.17 eV for AMOEBA of which 0.1 eV is its difference 
to Amber. If we do not include the state- specific correction, 
the latter difference almost disappears making the two em-
bedding models very similar. All these data clearly show that 
including an SS correction for the polarizable model is import-
ant. In this case, it can also be justified by a somewhat large 

FIGURE 2    |    Chemical representation of the Dronpa chromophore. 
In gray we show the residues to which it is covalently bonded, which 
are treated at the MM level either using the Amber or AMOEBA force 
field. The atoms considered to compute the BLA are highlighted in 
green, whereas those that were kept frozen during the optimizations 
performed in vacuum are highlighted in cyan.

TABLE 1    |    DFT and CASSCF BLA values (in Å) and dihedral angles 
(in degrees) for Dronpa's chromophore computed in vacuum and in 
protein with the two force fields.

Method Vacuum Amber AMOEBA

BLA

B3LYP 0.014 0.004 0.016

CAS(12,12) 0.041 0.010 −0.020

Dihedral angle

B3LYP 179 174 175

CAS(12,12) 180 174 174
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difference between the ground-  and excited- state dipole, 17 
and 11 Debye, respectively.

Moving to the energies computed at the TDDFT level on the 
same CAS geometries and on the DFT geometries, both quali-
tative and quantitative variations are observed. The excitation 
energy is red- shifted relative to the CAS value for the isolated 
molecule using the same geometry, with an additional red- shift 
observed when using DFT geometry. Considering environmen-
tal effects, further differences emerge. The behavior we obtain 
at TDDFT when moving from vacuum to AMOEBA is quali-
tatively similar to what found at CAS level if we consider con-
sistent calculations (e.g., AMOEBA@AMOEBA): for both CAS 
and DFT geometries, we observe a blue- shift of about 0.1 eV. In 
contrast, the Amber- AMOEBA shift strongly depends on the se-
lected geometry and shows a blue- shift for CAS geometries and 
a red- shift for DFT geometries. All these data show a larger sen-
sitivity of the TDDFT description to geometries.

3.2   |   OCP

The analysis presented for Dronpa is here repeated for OCP.

As before we start the analysis by presenting the calculated val-
ues of the BLA parameter for CAN. In this case, we included all 
atoms involved in the conjugated chain of CAN, as depicted in 
Figure 3.

The results obtained at the CAS and DFT level of theories and 
with the different embedding models are reported in Table 4.

At the DFT level, both force fields exhibit nearly identical BLA. 
However, CASSCF results show a modest increase in BLA when 
using AMOEBA. Overall, CASSCF tends to overestimate the 
BLA compared to DFT – which have been shown to be consis-
tent with higher levels of theory [65]; this effect can be attributed 
to the absence of dynamic correlation in CASSCF – a critical T
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TABLE 3    |    Excitation energies (in eV) of the first excited state of 
Dronpa's chromophore computed using SA–CAS(12,12) and TDCAM–
B3LYP level on top of CAS geometries. For CAS/AMOEBA calculations 
we report also the state- specific corrected energies (ΔSS). For TDDFT 
calculations we also report the excitation energies calculated using DFT 
optimized geometries (TDDFT/DFT). The notation AMOEBA@Amber 
and AMOEBA@AMOEBA means that the excitation energy has been 
computed with QM/AMOEBA at the geometry optimized with QM/
Amber and QM/AMOEBA model, respectively.

SA–CAS/CAS
TDDFT/

CAS
TDDFT/

DFT

Method �SA �SS � �

Vacuum 3.41 3.15 3.04

Amber 3.48 3.13 3.22

AMOEBA@
Amber

3.63 3.65 3.22 3.30

AMOEBA@
AMOEBA

3.50 3.58 3.24 3.16
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factor in the geometry optimization of conjugated molecules 
[65, 66].

As reported in the Introduction, CAN is engaged in two hydro-
gen bonds with two adjacent residues, namely a tryptophan 
(Trp- 288) and a tyrosine (Tyr- 201). In Table 5 we report the cor-
responding bond lengths as obtained through CAS and DFT op-
timizations using either Amber or AMOEBA. As already found 
for Dronpa, we observe a general increase in the distances when 
moving from a non- polarizable to a polarizable force field, both 
for DFT and CASSCF data. The hydrogen bonds computed at the 
DFT and CASSCF level formed with Trp- 288 reasonably agree. 
On the other hand, we note a somewhat higher difference of up 
to 0.05 Å for Tyr- 201.

Moreover, the directional nature of the hydrogen bond network 
can be assessed by looking at the angle formed between the ox-
ygen atom of CAN and the hydrogen atoms of Trp- 288 and Tyr- 
201. Here, the two QM levels of theory provide almost the same 
result, 90° with Amber and 88° for AMOEBA.

In Table 6 we compare the excitation energy to the lowest bright 
state of CAN in OCP calculated using CASSCF and TDDFT, the 
latter performed either on top CASSCF optimized geometries or 
DFT optimized ones.

The CASSCF- computed excitation energies are consistently 
blue- shifted relative to the TDDFT results, which is in line 

with expectations [67]. As observed for Dronpa, the impact of 
using different geometries for CASSCF excitation energies and 
the Amber force field for the environment is negligible. In con-
trast, AMOEBA@Amber and AMOEBA@AMOEBA differ by 
0.24 eV, indicating greater sensitivity to molecular geometry with 
the AMOEBA force field. Comparing consistent calculations 
(Vacuum, Amber and AMOEBA@AMOEBA), we find that intro-
ducing an electrostatic embedding causes a significant red shift 
(around 0.3 eV) from vacuum, but this shift is fully counteracted 
by AMOEBA. This behavior is confirmed by the TDDFT/CAS re-
sults: a red shift of 0.3 eV is observed with Amber, which is largely 
reduced by AMOEBA. In contrast, the TDDFT/DFT results show 
a blue shift for both Amber and AMOEBA. At the TDDFT level, 
the effect of the geometry on the AMOEBA excitation energies is 
much smaller than what is found at the CAS level.

4   |   Conclusions

We have presented an implementation of a polarizable em-
bedding QM/MM that can be used to perform ground-  and 
excited- state CASSCF calculations of molecules embedded in 
a polarizable environment described with the AMOEBA force 
field. The implementation has been achieved by coupling the 

FIGURE 3    |    Chemical representation of the CAN chromophore. The atoms considered to compute the BLA are highlighted.

TABLE 4    |    CAS and DFT BLA values (in Å) for CAN computed in 
vacuum and in protein with the two force fields.

Method Vacuum Amber AMOEBA

B3LYP 0.110 0.101 0.102

CAS(8,12) 0.151 0.147 0.149

TABLE 5    |    DFT and CASSCF values of the H- bond lengths between 
OCP's chromophore and the residues computed with the two force 
fields. All values are in Å.

Trp- 288 Tyr- 201

Method Amber AMOEBA Amber AMOEBA

B3LYP 1.853 1.916 1.815 1.888

CAS(8,12) 1.879 1.925 1.869 1.924

TABLE 6    |    Excitation energies (in eV) of the first excited state of 
OCP's chromophore computed using SA–CAS(8,12)/6- 31+G(d) and 
TDCAM- B3LYP/6- 31+G(d) level on top of CASSCF(8,12)/6- 31G(d) 
geometries. For CAS/AMOEBA calculations we report also the 
state- specific corrected energies (ΔSS). For TDDFT calculations we 
also report the excitation energies calculated using B3LYP/6- 31G(d) 
optimized energies (TDDFT/DFT). The notation AMOEBA@Amber 
and AMOEBA@AMOEBA means that the excitation energy has been 
computed with the QM/AMOEBA at the geometry optimized with the 
QM/Amber and QM/AMOEBA model, respectively.

SA–CAS/CAS
TDDFT/

CAS
TDDFT/

DFT

Method �SA �SS � �

Vacuum 4.52 3.03 2.26

Amber 4.24 2.73 2.30

AMOEBA@
Amber

4.30 4.35 2.89 2.31

AMOEBA@
AMOEBA

4.50 4.59 2.93 2.36
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recently developed OpenMMPol library [30] and the CFour 
suite of quantum- mechanical programs. OpenMMPol offers 
a versatile and user- friendly realization of all the machinery 
required to run embedded calculations, including an imple-
mentation of all the purely MM contributions to the energy 
(e.g., bonded, van der Waals) and the forces, plus electrostatic 
drivers that can be used to compute the induced point dipoles 
and the various QM/MM interaction terms. The coupling with 
the CASSCF program in CFour, which is well suited for cal-
culations on medium and large systems thanks to an efficient 
implementation based on the Cholesky Decomposition of the 
two- electron integrals, opens the way to the description of com-
plex molecular systems embedded in biological matrices, and 
is particularly useful to obtain a qualitative description of sys-
tems that exhibit a marked multireference character in their 
ground and excited states.

This work opens the door to several future directions that can 
leverage the many capabilities of CFour to perform highly accu-
rate calculations of molecular energies, structures, and proper-
ties. In particular, we plan to extend the present implementation 
to embedded Coupled- Cluster (CC) theory, including Equation 
of Motion CC (EOM- CC), and to complete the CASSCF- 
OpenMMPol interface to allow for linear response calculations 
of excitation energies, transition moments, and frequency de-
pendent properties. We plan to include the interface described in 
this paper in the next public release of CFour.
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