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Abstract—In buildings, a large chunk of energy is spent
on heating, ventilation and air conditioning systems. One
way to optimize their usage is to make them demand-
driven depending on human occupancy. This paper focuses
on accurately estimating the number of occupants in a
room by leveraging multiple heterogeneous sensor nodes
and machine learning models. For this purpose, low-
cost and non-intrusive sensors such as COs, temperature,
illumination, sound and motion were used. The sensor
nodes were deployed in a room in star configuration and
measurements were recorded for a period of four days.
A regression based method is proposed for calculating
the slope of CO2, a new feature derived from real-time
CO- values. Supervised learning algorithms such as linear
discriminant analysis (LDA), quadratic discriminant anal-
ysis (QDA), support vector machine (SVM) and random
forest (RF) were used on several different combinations
of feature sets. Moreover, multiple performance metrics
such as accuracy, F1 score and confusion matrix were used
to evaluate the performance of our models. Experimental
results demonstrate a maximum accuracy of 98.4% and
a high F1 score of 0.953 for estimating the number of
occupants in the room. Principal component analysis (PCA)
was also applied to evaluate the performance of a reduced
dimensional dataset.

Index Terms—Internet of Things, Machine Learning,
Occupancy Estimation, Wireless Sensor Network.

I. INTRODUCTION

Real-time occupancy information can give rise to
intelligent heating, ventilation and air conditioning
(HVAC) and lighting systems in buildings which would
not only conserve energy, but also provide better comfort
to the occupants. With the advent of Internet of Things
(IoT), there are readily available sensors which can
measure the environmental parameters and this data can
be analyzed using machine learning (ML) to determine
human occupancy without video based systems. Recent
studies have demonstrated energy savings up to 30% in
buildings where the occupancy pattern was known [1].

Early approaches for occupancy detection and esti-
mation resulted in the use of intrusive systems such as
camera [2], WiFi [3], wearables and RFID [4], [5]. With
the rise in concern regarding privacy, the research in
recent years has moved towards the use of non-intrusive

environmental sensors for occupancy detection and esti-
mation such as COq [6]-[14], temperature [6], [7], [9]-
[14], CO [9], [10], total volatile organic compounds [9],
[10], light [6]-[8], [10], [11] motion [7]-[11], sound
[6], [8]-[11], humidity [6], [7], [9]-[13], pressure [6],
[12], [13] and air-volume [14]. As the focus of this
paper is also on the use of non-intrusive sensors, we
have used the following five readily available low cost
sensors: CO4, temperature, light, motion and sound for
occupancy estimation.

A lot of research has been carried out in the literature
for occupancy detection, i.e., if the room is occupied
or not [6]-[8]. Although detection alone can help in
improving energy savings, estimating also the precise
number of occupants can make the system even more
adaptive and energy-efficient. Therefore, the focus of this
paper is on occupancy estimation.

There are quite a few papers on ML based occu-
pancy estimation [10]-[14]. In [10], three ML techniques
namely Hidden Markov model (HMM), artificial neural
network (ANN) and support vector machine (SVM) were
used on a distributed sensor network. It was shown that
HMM gives the best performance with 75% accuracy.
However, as stated by them, the occupancy levels were
very dynamic indicating that all labels may not have
equal number of data points. As such, F1 score and
confusion matrix are more suitable performance metrics
for such studies as compared to only accuracy metric
used in [10]. In [11], an ambient sensor system was
deployed in two labs and radial basis function (RBF)
neural network was used for classification. They, how-
ever, did not do cross validation and their model may
fail for large spaces wherein a single node will not
be effective. In [14], another set of sensors comprising
of COs,, air volume, auxiliary and room temperature
were used. However, the paper binned occupancy levels
instead of giving a point estimate. A similar approach
of binning was used in [13], which achieved a high
accuracy using a convolutional deep bidirectional long
short-term memory approach. The work in [12] used a
network of three sensor nodes with multiple sensors and



used extreme learning machines (ELM) to implement a
wrapper model of feature selection. The method could
accurately determine the levels of occupancy but the
accuracy degraded when the exact number was needed.
However, the estimation could be done for as high as
twenty-two occupants.

In this paper, we aim to estimate the number of
occupants (between 0 and 3) in a room by using
multiple heterogeneous sensor nodes with various ML
techniques such as linear discriminant analysis (LDA),
quadratic discriminant analysis (QDA), SVM (Linear),
SVM (RBF), random forest (RF). In particular, our
contributions are as follows:

o Unlike previous approaches of using a single het-
erogeneous sensor node, we deploy multiple such
nodes in a room all transmitting data to the sink
periodically.

o The performance comparison in terms of estimation
accuracy and F1 score is carried out for various
combinations of features, both homogeneous and
heterogeneous.

o Data preprocessing and feature engineering tech-
niques to handle such a vast dataset and infer new
features such as slope of CO4 to boost performance
is discussed.

o Apart from supervised learning techniques, prin-
cipal component analysis (PCA) is also employed
to see how well a transformed but reduced feature
set performs as compared to the original but large
feature set.

The structure of the rest of the paper is as follows:
Section II describes the data logging sensor network and
discusses feature engineering as well as ML techniques
used in this work. Section III presents the experiments
performed on the dataset and discusses the results ob-
tained with different models. The paper is concluded in
Section IV.

II. METHODOLOGY
A. Experimental Setup

Fig. 1 shows the test lab in which the wireless sensor
network (WSN) was deployed to record the data. The
lab is a (6 m x 4.6 m) room with four office desks.
The room has a big window with blinds at the rear
end of the room under S7 node and a self closing glass
door for entry/exit under node S6. Note that no HVAC
systems were in use while performing the experiments.
The network is essentially a Zigbee based star network
with seven slave nodes feeding data to the master node.
The intuition behind having multiple multivariate nodes
was that such a system could be deployed more reliably
in large spaces than a single node.

Five different types of non-intrusive sensors were used
in this experiment- temperature, illumination, sound,
CO; and passive infrared (PIR). The CO, and sound

4.6m

Desk 4
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Desk 1 Desk 2

Fig. 1. A star network based data acquisition system deployed in a
test room.

sensors needed manual calibration. Table I lists the
accuracy and resolution of each sensor used. As it is
evident from Fig. 1, sensor nodes S1-S4 were deployed
at the desks (referred to as desk nodes). Since there were
multiple desks in the room, the desk nodes were planned
to have low cost sensors and therefore have temperature,
light and sound sensors only. Node S5 had a CO4 sensor
which was kept in the middle to get the best possible
reading of the room. Nodes S6 and S7 only contain PIR
sensors and were deployed on the ceiling at an angle
that maximized the sensor’s field of view for motion
detection.

Fig. 2 shows the block architecture of the sensor
nodes as well as the master. In each sensor node, the
Arduino Uno microcontroller board sampled data from
the sensors and transmitted it periodically via a Zigbee
module every 30 s. The temperature, light and CO-
sensors were sampled only once in the 30 s time frame
since these quantities seldom change in such a short
duration. The PIR and sound sensors, however, need
constant polling or else the events of interest are lost.
Since the output pin of the PIR sensor remains high for
about 3 s in repeat trigger mode, the Arduino polled
the PIR every 2.5 s to check for the motion events. If

TABLE I
SPECIFICATIONS OF THE SENSORS USED IN THIS EXPERIMENT
Sensor Parameter | Resolution | Accuracy
BH1750 Light 1 Lux 1.2 times
MAX4466 Sound 0.01V* -
MH-Z14A CO2 Sppm +50ppm
Digital PIR Motion - -

*Sound level considered in terms of voltage and not dB.
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Block architecture of the sensor nodes (left) and the master
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Fig. 3. Data from a few representative sensors and the CO2 slope
for a period of about 10 hours on 23/12/2017. The variation in these
features is juxtaposed with the ground truth shown in the occupancy
plot. All sensors except CO2 and PIR belong to node S1.

even a single motion event happened in the frame of
30 s, a ‘1’ was sent to the master. For sound sensors,
the algorithm churned out the maximum peak to peak
voltage that was achieved in the time frame of 30 s. The
master node only had a Zigbee radio for receiving data
from the sensors and appending it to a file after merging
the current time-stamp.

B. Data Preprocessing and Feature Engineering

The following tasks were done to convert the raw data
received from the sensor nodes into a usable dataset-

1) All sensor nodes did not send their data at the
same time and a few seconds of variation was
found between the arrival time of different data
points. Since a single dataset was required, we
merged the timestamps within a given time frame

into a common vector.

2) Feature vectors with missing data were deleted
since we had no concrete model to approximate
PIR and sound values from historical data. This
resulted in fewer but more credible vectors in
our dataset. Missing data can be an issue if the
system 1is real time.

3) The final dataset had over 10,000 points and
16 features where each feature was the data of
a particular sensor. After looking at the time
series plots of the sensors given in Fig. 3, COq
data seemed to give an excellent deviation to the
number of occupants in the room. However, it
took several minutes for the readings to rise or
fall to a steady state. Therefore, a new feature
was derived in the form of slope of CO;. This
was calculated by fitting a linear regression in
a window of 25 points at each instance and
calculating the slope of the line. This factor of
25 was obtained by trial and error with respect to
the classification accuracy metric.

4) The ground truth was established manually
wherein each person who entered or left the room
signed the exact time along with the desk number
in a register.

C. Machine Learning Algorithms

Supervised and unsupervised learning algorithms are
extensively used in ML. We first built models using the
former approach and then moved on to the latter for
dimensionality reduction using PCA. Four supervised
learning techniques were used: LDA, QDA, RF and
SVM. The first three are inherently multiclass classi-
fiers whereas SVM uses one-vs-one scheme to achieve
multiclass classification. LDA and QDA assume a mul-
tivariate Gaussian distribution with pj and X for class
conditional probability P(X|y = k) where, k denotes
the classes present and u and > denote the mean and
covariance matrices of class k, respectively. In LDA,
>, = X. The predictions are made using Bayes’ rule:

Ply=hx) = LW ERPU Ry,
> P(X|y=14)P(y=1)

Here, the class prior probability P(y = k) is learned
from the training data along with p; and . There is
no tunable hyperparameter.

In SVM, each n-dimensional feature vector is basi-
cally a point in an n-dimensional feature space, where
n is the number of features present in the dataset.
Each vector belongs to one of the £ classes. Unlike
LDA and QDA, SVM does not make any assumptions
about the data. The algorithm attempts to fit an optimal
hyperplane between the two classes with the help of
support vectors. Therefore, for k classes, the number of



classifiers learned by the algorithm are @ which are
put to a majority vote. A non-linear separation boundary
can be obtained by using a kernel. SVM has a tunable
penalty hyperparameter for indicating the tolerable error
or misclassifications in fitting the hyperplane.

RF classifier is an ensemble of decision trees where
each tree is grown on some part of the dataset with
replacement and has a vote. The final outcome is the
average of the votes of all the trees. A decision tree, as
the name suggests, is a tree-shaped structure in which
each internal node represents a logical test on some
feature and each leaf node represents one of the outcome
classes. The tree forming algorithm used in this exper-
iment is the classification and regression tree (CART)
algorithm which utilizes the gini index for determining
the quality of a split. The number of trees in RF is a
tunable hyperparameter along with a few for pruning and
preventing overfitting. We tuned the minimum samples
split for the latter case.

PCA is a dimension-reducing unsupervised procedure
in which a dataset having multiple and possibly cor-
related features is decomposed into a set of orthogo-
nal components that capture the maximum amount of
variance. This procedure is scale variant. The reduced
dataset is then fitted with the aforementioned supervised
models for performance evaluation.

III. EXPERIMENTS AND RESULTS

The ML algorithms discussed in the previous section
were implemented using Scikit-learn [15]. Metrics such
as accuracy, F1 score and confusion matrix were evalu-
ated using 10-fold cross validation. Since the data is of
time-series nature, data was not shuffled prior to cross
validation to avoid data points similar to test data getting
into the training data. In case of SVM, the training
set features were normalized to have zero mean and
unit variance since the algorithm is scale-variant. The
normalization constants from the training set were used
to scale the testing set at each iteration of the cross
validation loop. Apart from linear SVM, we also evalu-
ated the results with RBF kernel to allow for non-linear
classification boundaries. The penalty hyperparameter
was varied from 10~% to 10* for each feature set and
the best metric value is reported. For RF, the number of
trees in the forest was kept at 30 and the metrics were
calculated by averaging over 100 iterations. Since our
dataset is skewed with more points corresponding to an
empty room (zero occupancy), macro F1 score, which
calculates metric for labels separately, is more reliable
than micro F1 score [16]. Table II shows the accuracy
and macro F1 scores of different combinations of fea-
tures present in our dataset by the various employed ML
algorithms.

In the first phase of supervised learning, only homo-
geneous fusion of data was done. This is documented
in the first half of Table II. It can be seen from

TABLE II
CROSS VALIDATION ACCURACY AND F1 SCORE FOR VARIOUS
FEATURE SETS AND ALGORITHMS

Feature Met-| LDA| QDA | SVM| SVM| RF
ric (Lin- | (RBF
ear) )

Temp{1,2,34} | A 0.840| 0.862| 0.866| 0.895| 0.869
FI 0.479] 0.590] 0.554| 0.730] 0.657

Light{1,2,34} | A 0.973| 0.919| 0.973| 0.973| 0.972
Fl1 0.928] 0.854| 0.929] 0.927| 0.925

Sound{1,2,34} | A 0.851| 0.879| 0.875| 0.885| 0.887
FI 0.449] 0.544] 0.542] 0.591] 0.601

PIR{6,7} A 0.869| 0.869| 0.870| 0.870| 0.870
FI 0.474] 0.474] 0.466| 0.460] 0.460

CO2 A 0.809| 0.808| 0.812| 0.812| 0.763
FI 0.383] 0.409| 0.286] 0.314]| 0.329

Slope A 0.852| 0.831| 0.870| 0.870| 0.876
FI 0.387] 0.394] 0.462| 0.510] 0.564

COag, Slope A 0.891| 0.867| 0.890| 0.888| 0.873
FI 0.556| 0.590| 0.592| 0.635] 0.559

Temp{1,2,34},] A 0.903] 0.881| 0.904| 0.912| 0.894

2,

Slope Fl1 0.653] 0.680| 0.667| 0.750| 0.684

Temp{1,2,34}, | A 0.920] 0.908| 0.933] 0.924| 0.918

COo,

Slope, FI 0.735] 0.749] 0.793]| 0.782] 0.731

Sound{1,2,3,4}

Temp{1,2,34}, [ A 0.922] 0.910| 0.934| 0.924| 0.919

COg, Slope,

Sound{1,2,3,4},| F1 0.737] 0.748] 0.793| 0.780] 0.734

PIR{6,7}

Temp{1,2,34}, [ A 0.980( 0.957| 0.982| 0.984| 0.978

COg, Slope,

Sound{1,2,3,4},| F1 0.946| 0.911] 0.948| 0.953| 0.933

PIR{6,7},

Light{1,2,3,4}

*The numbers in curly bracket denotes the Sensor ID.
**A denotes Accuracy and F1 denotes macro F1 score.

Table II that the proposed CO> slope feature shows
promising results. It performs better than CO2 for most
algorithms and the performance improves significantly
when both the features are combined. Other features,
except for light, exhibit a good accuracy but a poor
F1 score. The need for combining more features stems
from this observation. Heterogeneous fusion of data was
done in the next phase of supervised learning which is
documented in the second half of Table II. To generate
these feature combinations, we kept adding one sensor
type at a time in a greedy fashion until we got the
complete dataset. Light was considered only in the end.
From the first half of Table II, it can be seen that the
best performance for the homogeneous case is achieved
with light sensors with an accuracy of 97.3% and an
F1 score of 0.929. This heavy bias towards light can
be explained from the observation that in most cases,
people tend to switch on the lights above their desks
when they arrive and turn them off when they leave.
However, when this assumption fails or is not valid,
relying only on light sensors for occupancy estimation
would leave our system vulnerable to false positives. For
example, a person may leave the room with lights on.



TABLE III
CONFUSION MATRIX FOR LINEAR SVM CASE FOR THE COMPLETE
DATASET DEVOID OF LIGHT FEATURES

Predicted | Predicted | Predicted | Predicted
0 1 2 3
Actual 0 | 8117 43 41 27
Actual 1 | 104 336 19 0
Actual 2 | 65 48 502 133
Actual 3 | 21 7 154 512
TABLE IV

CONFUSION MATRIX FOR SVM WITH RBF KERNEL CASE FOR THE
COMPLETE DATASET

Predicted | Predicted | Predicted | Predicted
0 1 2 3
Actual 0 | 8196 1 3 28
Actual 1 | O 453 6 0
Actual 2 | O 0 712 36
Actual 3 10 1 67 616

Also, in systems where the lights in a room need to be
controlled based on the occupancy status, light cannot be
taken as a feature. Therefore, light was not considered
in the beginning of heterogeneous fusion even though
it showed the best performance. The second last row of
Table 1II is the complete dataset devoid of all the light
Sensors.

As expected, the complete dataset (last row of Table
IT) which includes all the sensors, performs the best at
estimating the number of occupants accurately. SVM
with RBF kernel gives the best accuracy of 98.4% with
an F1 score of 0.953. Other algorithms also exhibit
similar performance except for QDA, which settles at
an F1 score of 0.911. In the complete dataset devoid
of all the light features, a good accuracy of 93.4% and
a moderately high F1 score of 0.793 is achieved with
linear SVM. The confusion matrices for the best case in
both the feature sets are shown in Table III and Table
Iv.

SVM with RBF kernel performed better than linear
SVM for most cases. The difference is significant when
considering lesser number of features (rows 1, 3, 5,
6, 7, 8 of Table II) while the F1 score for both are
comparable when the number of features are high (rows
9, 10, 11 of Table II). In the latter case, linear SVM can
be considered as a better choice than SVM with a non-
linear kernel because of faster computations. We can say
that the Gaussian assumption for the data holds for most
cases as the performance of LDA and QDA is similar
to that of SVM.

The best accuracy, as described above, is achieved
when all the 16 features are considered. Since the four
light features were already giving an excellent accuracy
and F1 score, we performed PCA on the feature set
without light in an attempt to reduce the dimension from
12 to a significantly smaller value. Fig. 4 and Fig. 5
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Fig. 4. Accuracy of different ML models with respect to the number
of PCA components.
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Fig. 5. F1 score of different ML models with respect to the number
of PCA components.

show the variation in accuracy and F1 score of all the
five ML models respectively with the number of PCA
components. Even with as low as four components, SVM
with RBF kernel gives an accuracy of around 92% and
a moderate F1 score of 0.72. Linear SVM also shows a
similar performance.

IV. CONCLUSION AND FUTURE WORK

In this paper, we proposed a deployment scheme
involving multiple multivariate sensor nodes for occu-
pancy count estimation. We described various methods
to process large amounts of data obtained from the
WSN. The proposed slope of COs feature, estimated
using linear regression, improved the accuracy and F1
metric. The results show a promising 98.4% accuracy
of occupancy estimation with a high F1 score of 0.953
using SVM with RBF kernel. Results for various other
combinations of features have also been documented.
An attempt was made to reduce the dimensions of the
dataset using PCA. It has been shown that even with
just four principal components, an accuracy of 92% and



a moderate F1 score of 0.72 is achievable when light
features are not considered.

The experiments in this work were conducted in a
small room. We plan to extend this model to large
workspaces in the future. Certain derived features like
time and type of day can also be taken into account
provided our dataset is large and spans multiple weeks.

We

also plan to conduct real-time experiments in the

near future.
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