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⊤ transposes the row vector (x1, . . . , xn).
∥x∥ :=

√
x⊤x Euclidean norm of x∈Rn, n∈N.

0n := (0, . . . , 0)⊤ ∈Rn zero vector, n∈N.
1n := (1, . . . , 1)⊤ ∈Rn unity vector, n∈N.
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...
...
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xpq∈R for p∈{1, . . . ,m} and q∈{1, . . . , n}.
X−1 inverse of X∈Rn×n, n∈N.
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diag(x1, . . . , xn)⊤ ∈Rn×n diagonal matrix with entries xi ∈ R for all i ∈ {1, . . . , n},
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In := diag(1, . . . , 1)⊤ ∈Rn identity matrix, n∈N.
Om×n∈Rm×n zero matrix with m rows and n columns, m,n∈N.
1m×n∈Rm×n unity matrix with m rows and n columns, m,n∈N.
x (in X)n each element of the physical quantity x has unit X, n∈N.
xxy := (xx, xy)⊤ quantity in the two-phase xy-reference frame.
xxyz := (xx, xy, xz)⊤ quantity in the three-phase xyz-reference frame.
xx-y-z :=(xx−xy, xy−xz, xz−xx)⊤ line-to-line quantity in the three-phase xyz-reference frame.
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[
Xxx Xxy

Xyx Xyy

]
matrix in the two-phase xy-reference frame.

Xxyz :=
[
Xxx Xxy Xxz

Xyx Xyy Xyz

Xzx Xzy Xzz

]
matrix in the three-phase xyz-reference frame.

x(t)∈Rn value of x at t≥0, n∈N.
x[k] := x(ktdis)∈Rn sampled value of x at time instant ktdis ≥ 0 for k ∈N∪{0}

and sampling time tdis>0, n∈N.

xvii



Nomenclature

xviii



Abstract
The thesis discusses modeling and control of wind turbine systems with doubly-fed induction
machine (DFIM). A holistic model design yields the dynamic power flow, which allows for a
detailed efficiency analysis. By means of a new DFIM model based on nonlinear flux maps and
differential inductances, cross-couplings and saturation effects are considered. The flux and in-
ductance maps are obtained by a specific experimental setup. An adaptive proportional-integral
controller with disturbance and cross-coupling compensation regulates the rotor currents of the
DFIM in an inner control loop. If an additional LC filter is implemented, an adaptive integral
state-feedback controller with either filter current decoupling control or reference feed-forward
compensation is proposed instead. In the outer cascade, a strategy for both machine torque
and stator reactive power control is presented. The back-to-back converter with very small DC-
link capacitor is connected to the grid via an LCL filter. The resonance frequency is damped
actively and is close to the low sampling frequency of the real-time system, thus a controller
design in discrete-time domain is required. A discrete integral state-feedback controller for the
grid side currents is employed using the discrete linear-quadratic regulator theory. The gains
of the proportional-integral controller for adjusting the DC-link voltage are determined by a
detailed stability analysis based on the closed-loop dynamics of the overall grid side model. Ex-
periments at the laboratory test-bench validate the very good control performances. Moreover,
the simulation results match the experimental results with very high accuracy.

Kurzzusammenfassung
Die Arbeit befasst sich mit der Modellierung und Regelung von Windkraftanlagen mit doppelt
gespeister Asynchronmaschine (DGAM). Ein ganzheitlicher Modellierungsansatz liefert den dy-
namischen Leistungsfluss, der eine detaillierte Effizienzanalyse ermöglicht. Mit Hilfe eines neuen
DGAM-Modells, basierend auf nichtlinearen Flusskarten und differentiellen Induktivitäten, wer-
den Kreuzkopplungen und Sättigungseffekte berücksichtigt. Ein spezieller Versuchsaufbau dient
zur Gewinnung der Fluss- und Induktivitätskarten. Über einen adaptiven PI-Regler mit Kom-
pensation der Kreuzkopplungs- und Störterme werden die Rotorströme der DGAM in einem
inneren Regelkreis reguliert. Wird ein zusätzlicher LC-Filter installiert, empfiehlt sich stattdes-
sen ein adaptiver Zustandsregler mit Integralanteil, der entweder eine Entkopplung der Filter-
ströme oder eine Vorsteuerung der Referenzwerte beinhaltet. Außerdem wird ein Regelkonzept
für das Maschinenmoment und die Statorblindleistung im äußeren Regelkreis vorgestellt. Der
Back-To-Back-Konverter mit sehr kleinem Zwischenkreiskondensator ist über einen LCL-Filter
ans Netz gekoppelt. Die Resonanzfrequenz wird aktiv bedämpft und liegt nahe an der Abtast-
frequenz des Realzeitsystems, was eine zeitdiskrete Reglerauslegung erfordert. Für die Regelung
der netzseitigen Ströme wird ein diskreter Zustandsregler mit Integralanteil eingesetzt. Bei des-
sen Auslegung wird auf die diskrete linear-quadratische Regelungstheorie zurückgegriffen. Die
PI-Reglerparameter für die Zwischenkreisspannungsregelung werden über eine detaillierte Stabi-
litätsanalyse auf Basis der geschlossenen Regelkreisdynamik des netzseitigen Gesamtmodells be-
stimmt. Experimente am Laborprüfstand verifizieren die hochperformanten Regelungskonzepte.
Zudem zeigt sich eine hohe Übereinstimmung zwischen den Simulations- und Messergebnissen.

xix





Chapter 1

Introduction

Since the turn of the millennium, wind turbine systems have strongly increased their contribution
to the electrical energy production in Germany. While in 2000, they only produced 9.5 TWh of
electrical energy, more than 114 TWh were generated in 2018. In the same period, the installed
capacity increased from 4.8 GW up to 59.6 GW. Hence, wind turbine systems contribute 17.5 %
to the total electrical energy production in 2018. Only brown coal had a bigger share with
22 %. [1]
In Europe, 14.7 GW of new wind capacity was installed in 2020, which raised the total wind
capacity to 220 GW. This means a share of 16 % of the annual electrical energy consumption
in Europe. Scenarios in [2] regarding the amount of newly installed wind capacity in Europe
forecast a further increase, e.g. about 25 GW in new onshore and offshore wind turbine systems
are expected in 2025. [2]
The rising influence of wind power on the electrical energy production takes place not only in
Europe but worldwide. In 2020, the global capacity of wind turbine systems reached 743 GW,
which corresponds to a growth of 14 % compared to 650 GW of installed capacity in 2019 [3].
Therefore, wind turbine systems will exhibit an important impact on future power grids [4].

1.1 Motivation

Wind turbine systems with doubly-fed induction machine (DFIM) are the most widely used
concept in Germany surpassed only by direct-drive wind turbine systems. In the period from
2000 to 2018, their annual share of newly installed wind turbine systems varies from about 20 %
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Figure 1.1: Main components of wind turbine systems with doubly-fed induction machine (illustration is
based on Fig. 1 in [5]).
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to almost 50 % [1].
Fig. 1.1 depicts the main components of wind turbine systems with DFIM. The turbine is coupled
to the DFIM via a gear box that transmits slow turbine rotation to fast machine rotation. The
damping and stiffness characteristics of the drive train are emulated by an additional two-mass
system. In contrast to direct-drive wind turbine systems, here, the use of a gear box is necessary.
The design of the DFIM does not allow for high pole pair numbers which would be essential
to compensate for the different rotational speeds between turbine and DFIM without a gear
box [6]. The DFIM is fed by two three-phase systems. Its stator is directly coupled to the
three-winding transformer that feeds the generated power of the wind turbine system to the
grid (via the transmission line). Due to the straight connection of the stator to the grid, the
DFIM reacts sensitively to grid faults [7]. The rotor of the DFIM is connected to the three-phase
system by slip rings that require high maintenance [8]. However, they allow to feed the rotor
with an adjustable voltage so the DFIM is able to operate at variable speed (in a range of ±30 %
of its synchronous speed [9]). The back-to-back converter links the rotor to the three-winding
transformer. Since the main amount of the power flows from the stator to the grid, only about
30 % of the generated power flows through the back-to-back converter [9, 10]. This makes it
possible to reduce the size of the back-to-back converter and, consequently, to lower its costs.
The (optional) LC filter between the rotor and the back-to-back converter smooths the voltage
applied to the rotor so the stress on the machine is decreased. To filter the currents fed to the
three-winding transformer, an additional LCL filter is used.
The control and the operation management ensure the desired operation of the wind turbine
system. The operation management defines the control objectives and the control realizes these
objectives (a) by adjusting the rotor blades and the nacelle of the turbine and (b) by applying
pulsed switching signals to the back-to-back converter (including the space vector modulation
(SVM) as modulation scheme).
One focus of this thesis is modeling of such wind turbine systems with DFIM. Accurate system
models are essential for high-quality simulations. In [11] and [12], the necessity and benefits of
model-based simulations are summarized. Often real systems do not exist to perform experi-
ments and, hence, no gain in system knowledge can result from it. Also time efficiency and cost
reasons can prevent operations with real components. In such cases, running simulations can be
used to obtain relevant information. They allow for parameter variations—which mostly is not
easy to accomplish in real systems—and thus extend the range of possible experiments. Moreo-
ver, all quantities can be measured with arbitrary sampling frequency and faulty test executions
do not cause system damage. A crucial requirement for attaining valid knowledge by simulation
is a precise and entire system model.
For that reason, this thesis presents a holistic model approach for wind turbine systems with
DFIM. The performed simulations are compared to measurement data from experiments with
real components to validate the correctness of the models. It will be shown that the results of
the developed models show a very precise match with those of the real components. In addition,
the thesis investigates the control of wind turbine systems with DFIM based on these models.
The control needs to guarantee reliable and efficient operations of the wind turbine system, e.g.
to achieve fast reference tracking, to compensate for disturbances or to minimize losses and thus
costs. For this purpose, stable and high-performance controllers are designed. Experiments at
the laboratory test-bench will verify the implemented control strategies.

1.2 State-of-the-art

To highlight the contributions of this thesis, it is necessary to discuss the state-of-the-art by
summarizing previous research on the major focus of this thesis: the electrical system and its
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control.1 Therefore, Sec. 1.2.1 presents a literature review on the grid connection of electrical
systems via power electronics2 and Sec. 1.2.2 explains the state-of-the-art for modeling and
control of doubly-fed induction machines.

1.2.1 Grid connection of electrical systems via power electronics

More and more electrical systems are coupled to the electrical grid via power electronics, e.g.
photovoltaic systems, electric vehicles during the charging process or battery storage systems.
This allows, inter alia, for independent control of active and reactive power exchanged with
the grid [18]. For this purpose, grid-connected converters are used between a DC-link and the
three-phase grid side. In case of wind turbine systems with DFIM, a back-to-back converter—
which consists of two converters and a common DC-link (see Fig. 1.1)—connects the rotor of the
DFIM to the grid side. Thereby, the power flow over the back-to-back converter is bi-directional
depending on the operation. [19] shows that power flowing from the grid side into the back-
to-back converter is a critical operation for system stability. Hence, the DC-link capacitor of
the back-to-back converter, which stores energy and stabilizes the DC-link voltage, needs to be
dimensioned carefully. For this reason, it is often oversized which results in several drawbacks.
Large electrolyte capacitors are bulky and increase volume, weight and system costs. Moreover,
a shorter lifetime due to their electrolyte reduces the reliability [20],[21]. Therefore, in this thesis,
the back-to-back converter is equipped with a very small DC-link capacitance with regard to
its power rating. Only few publications deal with a similarly small DC-link capacitance, e.g.
[20],[22] and [23].
Due to the switching behavior of the converters’ semiconductors, the grid side current is charac-
terized by high order harmonics. Hence, to meet the total harmonic distortion limits of the grid
code requirements, the use of a current filter is required. In this thesis, a high-performance LCL
filter is installed, which exhibits better damping characteristics and system dynamics compared
to conventional L-filters. This allows for smaller inductances and consequently for cost-efficiency
and compact sizes [24]. In return, for preventing system instability, it is essential to damp its
resonance frequency either actively or passively [25],[26]. To avoid additional losses—e.g. due to
a damping resistor—an active damping by the implemented controller design is utilized, which
guarantees highly efficient filtering. Besides, the resonance frequency of the used LCL filter is
about one-third of the sampling frequency of the real-time system. This (high) ratio necessitates
a system description in the discrete time domain for the controller design.3
In summary, the employed electrical system for the grid connection of the wind turbine system
results in tough challenges for the control strategy: (i) a very small DC-link capacitance despite
the bi-directional power flow, (ii) a high-performance LCL filter with (iii) active damping and
(iv) a low sampling frequency close to the resonance frequency of the LCL filter. It requires a
holistic approach for the grid side control that considers the challenges (i) to (iv) all at once.
This has not been taken into account by previous research, e.g. each of the following studies
rely on a rather large DC-link capacitance or do not consider the DC-link at all.
The grid side control of the wind turbine system is characterized by a cascaded structure, where
the inner control-loop adjusts either the current flow or the power flow between DC-link and
grid side. The objective of the outer control-loop is to guarantee a stable DC-link voltage.

1The mechanical system of the wind turbine systems with DFIM as in Fig. 1.1 is described by simplified
models. For complex models and detailed knowledge on the mechanical system (and on the aerodynamics),
further literature is needed (see e.g. [13–16]).

2Similarly, the literature review of Sec. 1.2.1 has already been published in [17].
3Conditions for a quasi-continuous controller design are given in [27], e.g. the ratio less than or equal to one-

eighth between the dominant system frequency and the sampling frequency is considered sufficient. Obviously,
the above ratio of one-third is much higher, therefore a quasi-continuous controller design is not feasible.
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In [28], the grid side three-phase quantities are transformed to DC quantities with the help of
Clarke’s and Park’s transformation together with a phase-locked loop. This allows for an inner
power control by using two standard proportional-integral controllers in combination with a
cross-coupling compensation. [29] picks up the same idea but employs current instead of power
control. If only Clarke’s transformation is applied to the grid side three-phase quantities, neither
a phase-locked loop is necessary [30] nor cross-coupling terms exist [31],[32]. Instead, usually a
frequency-locked loop is needed and the grid side quantities and their references are sinusoidal,
thus requiring a quasi-proportional-resonant controller. Moreover, harmonics in the grid current
must be suppressed by harmonic compensators [31],[32]. In [33], a voltage-oriented proportional-
integral current controller with disturbance and cross-coupling compensation is extended by a
virtual resistor based active damping, which uses the capacitor currents of the LCL filter to
damp its resonance frequency and to stabilize the system. Therein, a classic proportional-
integral controller is employed for DC-link voltage control. [34] presents a DC-link voltage
droop controller for a single-phase converter with LCL filter. By a special sensing technique, the
mean value of the DC-link voltage is calculated in such a way that the range of the controller
bandwidth is enlarged. Nevertheless, the mean value estimation comes along with some time
delay, which is counterproductive for a fast control performance. Further, [34] explains two
power controller based on this droop control strategy. One optimized controller for power loss
minimization and one adaptive controller considering the instantaneous DC-link current and the
grid amplitude. In [35], an adaptive proportional-integral controller is proposed to regulate the
DC-link voltage, where the controller gains are self-tuned depending on the operation point. On
an experimental test-bench, the adaptive controller shows a better performance than a standard
proportional-integral controller.4 [36] presents a Lyapunov-based current control, where the
control variable involves both inverter current and capacitor voltage of the LCL-filter. Besides
a high robustness against parameter uncertainties and grid distortions, this control strategy
guarantees global stability. [37] and [38] use simple cascaded proportional-integral controllers
to regulate the DC-link voltage and the grid currents of the LCL-filter, but approximate the
LCL-filter as conventional L-filter for the controller design. This is an over-simplification and—in
respect of the reduced efficiency due to a passive damping method—not recommendable. In [39],
a nonlinear sliding mode controller for the inner control-loop is combined with an proportional-
integral controller for the outer DC-link voltage control. Also, other nonlinear controller designs
can be found in literature. Applied methods are e.g. backstepping control [40],[41],[42] or
input-output-linearization [43].
While the previous studies use continuous-time based controller designs, [44] presents a discrete-
time model of an LCL-filtered converter. The discrete-time current control strategy combines a
deadbeat controller with an optimal state-feedback pole assignment. By the proposed controller,
an active damping of the resonance frequency is achieved and overcurrent protection is possible
while preserving the pole locations. [45] proposes a current controller based on an internal
model (IM), where the system is discretized by the step invariant method. The feedback gains
are optimized by the linear matrix inequality approach so the IM-based current controller is
stabilized. Using an additional state estimator allows for an active damping of the LCL filter’s
resonance frequency with a reduced number of sensors. [46] (time-continuous case) and [47]
(discrete-continuous case) develop an observer-based state-space control for the converter side
currents with complex-valued modeling and pole placement. In both studies, the model-based
design enables an automatic tuning of the controller and the resonance frequency of the LCL filter
is actively damped. The discrete-time approach in [47] yields a faster dynamic performance and
a better resonance damping than the continuous-time approach in [46]. In [48] also, a discrete-
time state-space controller is designed for the grid side currents of the LCL filter. The modeling

4This approach uses only a simple L-filter.

4



1.2. STATE-OF-THE-ART

is carried out in the complex domain so this approach utilizes complex pole placement for the
controller design. [49] and [50] employ a back-to-back converter with relatively large DC-link
capacitance, where each of its two converter is connected to an electrical network via an LCL
filter. In [49], a state-feedback controller regulates both output currents of the converter and
DC-link voltage. Therefore, the controller design based on a unified converter and filter model,
where the feedback gains are determined by a linear quadratic regulator. [50] proposes a power-
based full-state feedback control for a back-to-back converter, where differential and common
power concepts are investigated. The LCL filter and DC-link dynamics are aggregated in a
power-based state-space model. A discrete linear quadratic regulator determines the feedback
gains of the controller in such a way that both dc-link voltage regulation and active and reactive
power control are achieved by a single controller. [51] focuses on current control of a converter
with single phase LCL filter. Linear matrix inequality conditions are used for the design of
the robust discrete linear quadratic controllers. Due to the assumption of a constant DC-link
voltage, its control is not part of the study. [52] develops an approach for the current control
of a three-phase LCL-filter, which uses a linear quadratic Gaussian servo controller technique.
A discrete linear quadratic regulator current controller is combined with a Kalman filter. The
grid currents and the DC-link voltage are measured, while the other states are estimated by the
Kalman filter, which yields a better quality in noisy environments compared to a Luenberger
observer. A proportional-integral controller regulates the DC-link voltage. Due to the large
DC-link capacitance, an appropriate design of the controller gains is not necessary, why [52]
provides neither tuning rules nor a stability analysis. A different technique to control the DC-
link voltage is presented in [53]. Therein, a digital Takagi-Sugeno-Kang fuzzy controller is
implemented, which uses both the actual control error of the DC-link voltage and its integral
over time as controller inputs. Simulations show a promising performance of the fuzzy controller
in terms of settling time and overshoots during transient conditions.

Several studies also use predictive control methods to control grid-connected converters via
the LCL filter. A generalized predictive current controller is presented in [54]. It features
low computational complexity and considers both harmonic distortion limits and robustness
against filter component variations. A drawback is the employed damping resistor that causes
efficiency losses. In [55], a model predictive control (MPC) technique is used for grid side current
control. The control algorithm provides an analytical solution allowing for high prediction
horizons. Moreover, an integral error feedback is introduced to assure steady-state accuracy for
constant disturbances. Another MPC strategy for grid side current control is investigated in
[56]. By means of a discrete-time system model, all switching states are checked and the one that
minimizes a certain cost function is chosen. In addition, a duty ratio optimization technique
is applied. According to simulation results, this model predictive current controller is able to
obtain a good steady-state performance. [57] introduces two finite-control-set MPC algorithms
for current control that eliminate low-order grid current harmonics and reduce sensitivity to grid
voltage distortion. Experimental measurements verify, inter alia, that the proposed controllers
provide low harmonic distortions of the grid current and a fast dynamic performance. In [58], the
benefits of finite-control-set MPC and proportional-resonant control are merged by cascading
both controllers. The outer proportional-resonant controller regulates the grid-side current and
the inner MPC controller damps the resonance frequency of the LCL filter and is responsible
for its capacitor voltage. This strategy avoids steady state errors, complex controller tunings
and long prediction horizons. Instead, a dynamic control performance with a nicely damped
resonance frequency is achieved. Finally, [59] presents a finite-control-set MPC strategy with a
reduced number of sensors. By means of a virtual flux observer, which provides the grid voltage
and grid-injected current reference, and an additional state observer for estimating the states
of the LCL filter, only sensors for the grid-injected currents are needed. The proposed finite-
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control-set MPC approach obtains a high quality grid-injected current under both balanced and
unbalanced grid voltage conditions.

1.2.2 Doubly-fed induction machine and its control

Plenty of studies focus on modeling and especially on control of doubly-fed induction machines.
By far the most of them use space vector models in a two-dimensional reference frame to describe
the physical behavior of the DFIM. [60] and [61] employ a space vector model in a stator-fixed
reference frame to achieve—for an encoderless operation—an estimation of machine angle and
speed, respectively. More often, rotating reference frames in either flux or grid voltage orientation
are used that allow for DFIM modeling by DC-quantities. E.g. [62–66] deal with DFIM models
in stator flux orientation, while in [67] the reference frame is aligned with the space vector of the
rotor flux. Since neither stator nor rotor flux can be measured directly, they must be obtained
by flux estimation.
In this thesis, grid voltage orientation for the DFIM model is applied (as e.g. in [5, 68, 69]). A
phase-locked loop detects, inter alia, the grid voltage angle to align the reference frame with
the grid voltage. In contrast to the studies above, which all operate with constant machine
parameters, the developed DFIM model also considers nonlinear characteristics by flux maps
and differential inductances. This allows for taking e.g. cross-couplings and saturation effects
into account.5
Another possible way to represent saturation effects is a nonlinear manipulation of the main
inductance by the magnetic current, which is defined as the sum of stator and rotor current
[75]. However, [75] points out that this method neglects the impact of the leakage fluxes on
the saturation. This is why he proposes two additional nonlinear inductances for the stator
and rotor circuit, respectively. While [75] was published in 1989, today’s studies still use the
idea to consider saturation effects by an appropriate adjustment of the main inductance. [71]
performed experimental measurements to determine the relation between main inductance and
magnetic current. In [76], a nonlinear factor depending on the magnetic current is multiplied
with the constant value of the main inductance to obtain the saturated behavior. A drawback
of modeling saturation effects by nonlinear manipulations is that it requires either complex
parameter tunings or high measurement efforts to acquire appropriate look-up tables. To obtain
the saturation characteristics of the DFIM by simulation, magnetic finite elements analysis can
be applied as well, which warrants detailed knowledge of the DFIM’s construction (see e.g. [77]).
The same holds for magnetic equivalent circuits as in [78] and [79] as well as for the analytical
field calculation of the DFIM presented in [80].
As already mentioned in Sec. 1.1, an optional LC filter can interconnect back-to-back converter
and DFIM. Due to the switching behavior of the machine side converter, the converter out-
puts pulsed voltages that come along with high order harmonics. The LC filter reduces the
harmonic distortion of the rotor currents and voltages [81] and the stress on the DFIM is de-
creased. Nevertheless, only few studies consider an additional LC filter in their system design,
e.g. [69,81–84]. [82] analysis different placements of LC filters in wind turbine applications with
DFIM in order to eliminate shaft voltages. In [83], the LC filter is connected to different conver-
ter topologies for industrial medium-voltage drives. The objective is to compare the expense of
power semiconductors and passive components of two-level, three-level neutral-point-clamped,
three-level flying-capacitor, four-level flying-capacitor, and five-level series-connected H-bridge

5The developed DFIM model does not focus on iron losses, hence, those are neglected. Iron losses in stator and
rotor occur due to hysteresis effects and eddy currents and can be integrated into the equivalent circuit diagram
by a (nonlinear) ohmic resistance in parallel to the magnetizing inductance [70]. E.g. [71] and [72] use such an
iron resistance. [73] and [74] also utilize this option, but for synchronous machines.
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converters. An interesting investigation is performed in [84], where several LC filter configura-
tions are examined. That is (a) a star connected LC filter with isolated neutral point, (b) a
∆-connected LC filter and (c) four star connected LC filters, where each of their neutral points
exhibit at least one additional low-resistance connection to the DC-link of the converter.
[69] focus on the adjustment of the rotor current control of the DFIM that must be carried out
due to the additional LC filter. Therein, a model predictive controller is proposed for a DFIM
model with constant machine parameters. The electrical system, which includes an integral
error feedback to achieve steady-state accuracy, is formulated as disturbed linear time-invariant
multiple-input multiple-output system without constraints. This allows for both an analytical
solution of the MPC problem and high prediction horizons.
This thesis has not only to consider the LC filter but also the nonlinear characteristics due to
flux maps and differential inductances. For this purpose, a controller design based on adaptive
integral state-feedback control in the discrete-time domain is developed. It includes either a
filter current decoupling controller or a reference feed-forward compensation.
A standard way to control a DFIM without LC filter is to use a cascaded controller design, where
the inner control-loop adjusts the rotor currents and the outer control-loop regulates, inter alia,
the machine torque. In contrast to DFIM models with constant machine parameters, in this
thesis, the gains of the proportional-integral controllers for the rotor currents need to be designed
adaptively in order to take into account the operating point of the machine. Moreover, the
nonlinear characteristics of the DFIM model necessitate enhanced feed-forward compensations
to eliminate disturbance and cross-coupling effects.
In [85] and [86], the rotor current control is employed conventionally with constant gains of
the proportional-integral controller and reduced feed-forward terms. [85] investigates a hybrid
virtual impedance method to minimize low-order current harmonics, for which an extra com-
pensation term is considered for the rotor current control. [86] addresses symmetrical faults
in weak grids and uses grid voltage orientation, which is the most commonly applied reference
frame for the control design besides stator flux orientation. [87] compares the two reference
frames for the standard DFIM model with constant machine parameters. The analysis shows
that—in opposition to the stator flux orientation—stability and damping of the system do not
depend on the d-component of the rotor current for grid voltage orientation. As a consequence,
a random amount of reactive power can be produced without endangering system stability.6
However, stator flux orientated controller designs are widespread, e.g. [89] and [90] propose
proportional-integral controllers and feed-forward terms to control the rotor current. In [90],
the implemented current control is further extended by two methods that estimate both machine
angle and rotational speed. This allows for an encoderless controller design.
Several studies focus on control approaches without measuring machine angle and speed respecti-
vely. [91] presents a machine speed estimation based on a second-order generalized integrator
that achieves accurate speed estimations even under distorted rotor current conditions. Inte-
grating the machine speed yields the rotor position. This method can produce deviations due
to small speed estimation errors and the unknown initial position. This is why an additional
rotor position correction is employed to eliminate those deviations. In [92], two stator flux
based model reference adaptive observers (SF-MRAO) are proposed for estimating the rotor
speed and position in a stand-alone DFIM. The first approach uses notch filtering and obtains a
similar estimation performance than a standard SF-MRAO method but with a reduced number
of required voltage and current sensors. The second approach employs a linearized SF-MRAO
which increases the estimation performance. Also, [93] does not implement a rotor position
sensor but estimates the machine angle based on a backstepping technique and [94] combines a

6Obviously, system-related limits such as current or voltage maxima nevertheless restrict the possible reactive
power that can be generated (see e.g. [88]).
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rotor position observer for a stand-alone DFIM supplying nonlinear and unbalanced loads and
a linear quadratic regulator that stabilizes the system states. Another approach is presented
in [95]. Therein, the direct flux-vector control method is introduced. It is performed in the
rotor reference frame and does not need machine speed nor position. Since the laboratory test-
bench—used for this thesis—is equipped with an encoder, the control without rotor position
sensor is not considered in this work.
Some studies integrate sliding mode controllers into their control strategy for the DFIM. In [96],
a sub-synchronous resonance mitigation method, based on a nonlinear sliding mode controller,
is introduced for series-compensated DFIM-based wind turbine systems. The rotor current
references in stator flux orientation are determined by maximum power point tracking and
stator reactive power regulation. [97] proposes an adaptive second-order sliding mode controller
in order to deal with quickly varying disturbances. In [98], a discrete-time second-order sliding
mode controller is implemented to adjust the optimum tip speed ratio of the turbine.
A controller design on the basis of input-to-state stability theory is presented in [99], where a
certain control law outputs the rotor voltage references based on control Lyapunov functions.
[99] determines the control Lyapunov functions via a systematic algorithm. In [100], an input-
output-linearization of the DFIM—using the differential flatness theory—is invoked. Defining
flat outputs obtain an equivalent DFIM description in the Brunovsky form for which a feedback
controller is designed. Moreover, [100] combines this control strategy with a Kalman filtering
approach to estimate additive input disturbances. A nonlinear damping control strategy to
reduce sub-synchronous resonances in series-compensated DFIM-based wind farms is proposed
in [101]. The control laws result from a partial feedback linearization technique that is applied
to a partially linearized form of the DFIM system. In [102], a robust H∞ control through
the state-dependent Riccati equation method is introduced. To guarantee stabilizability and
controllability, an input-to-state stability theory is applied to the DFIM. Further, the selection
of both state-dependent coefficient matrices and weighting matrices is analyzed. The control
objective in [102] is to reduce the impact of grid voltage dips on the system dynamics.
In general, since the stator of wind turbine systems with DFIM is directly coupled to the grid,
the DFIM reacts sensitive to grid faults [103]. Accordingly, several studies examine control
strategies to compensate for grid faults, e.g. some of them focus on the low-voltage ride through
capability to ensure a stable operation (see e.g. [103–105]). In this thesis, such control strategies
are not considered because only operations without grid faults are investigated.
Finally, [106] and [107] present two possible methods to control a DFIM that is connected
to a current source inverter with DC-link inductor. Both studies introduce nonlinear control
approaches for active and reactive power flow regulation.

1.3 Contributions
This section summarizes the contributions of this thesis and outlines its structure. Overall, the
main contributions of the thesis are the following:

(i) to emulate DFIMs precisely, a nonlinear model based on nonlinear flux maps and differen-
tial inductances is developed. It considers magnetic cross-couplings as well as saturation
effects (see Sec. 2.2.2.1).

(ii) a method is shown in order to obtain the nonlinear flux maps and differential inductances of
the DFIM by measurements at the laboratory test-bench (see Sec. 2.2.2.2 and Sec. 2.2.2.4).

(iii) a holistic model of wind turbine systems with DFIM is derived, where both mechanical and
electrical components of the wind turbine system are combined (see Sec. 2.3). Based on
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this holistic model, the dynamic power flow of such a wind turbine system is investigated.
This allows for a detailed efficiency analysis (see Sec. 2.4).

(iv) to ensure a high-performance grid side control, a discrete integral state-feedback controller
of the grid side currents is developed (see Sec. 3.2.2).

(v) to realize a well tuned DC-link voltage proportional-integral controller, a detailed stability
analysis based on the closed-loop dynamics of the overall grid side model is performed (see
Sec. 3.2.3).

(vi) the nonlinear characteristics of the DFIM are considered by developing an adaptive rotor
current proportional-integral controller with disturbance and cross-coupling compensation
(see Sec. 3.3.2).

(vii) to comply with the tasks of using an additional LC-filter to couple the DFIM to the back-
to-back converter, an adaptive integral state-feedback controller with either filter current
decoupling control or reference feed-forward compensation is designed for the rotor currents
in the discrete-time domain (see Sec. 3.3.3).

(viii) based on the nonlinear model of the DFIM, a method to control both machine torque and
reactive power is shown (see Sec. 3.3.4).

(ix) experimental investigations at the test-bench are performed to validate the controller de-
signs and to verify the matching of the developed models with their real components.

To explain the contributions (i) to (ix) comprehensibly, the thesis is structured as follows. Ch. 2
covers the mathematical models for all components of the wind turbine system as shown in
Fig. 1.1 and describes their interactions. Moreover, these models will be merged into one holistic
model of the whole wind turbine system. Its dynamic power flow is also discussed in Ch. 2. The
control strategies and designs are presented in Ch. 3. Therein, additionally, the laboratory test-
bench is explained and the experimental investigations (ix) are performed. Ch. 4 summarizes
the thesis and provides an outlook.
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Chapter 2

Modeling of wind turbine systems
with doubly-fed induction machine

This chapter discusses the modeling of the wind turbine system and derives its dynamic power
flow. Precise and detailed models are not only inevitable to understand the behavior of the wind
turbine system, but also to obtain convincing simulation results. Moreover, the model-based
designs of high-performance controllers necessitate accurate models as well. Sec. 2.1 covers the
modeling of the mechanics of the wind turbine system. In Sec. 2.2, the electrical components of
the wind turbine system are modeled. Sec. 2.3 combines the models of Sec. 2.1 and Sec. 2.2 to
one holistic wind turbine system model. Its dynamic power flow is derived in Sec. 2.4. Moreover,
section Sec. 2.4 introduces two steady-state operations, (i) the super-synchronous operation and
(ii) the sub-synchronous operation.

2.1 Mechanical system
According to Fig. 1.1, the mechanical system of the wind turbine system is modeled by the
following components:

(i) a turbine which extracts power from the wind,

(ii) a two-mass system to emulate the damping and stiffness characteristics of the drive train,

(iii) a gear box which transmits the slow turbine rotation to the fast machine rotation.

Since the dissertation focuses on the electrical system and its control, only simplified models
of the mechanical components are presented. Fig. 2.1 depicts the front view of the turbine. It
consists of three rotor blades with the rotor radius rt (in m) which span the rotor area At (in
m2). The rotor blades rotate with the turbine rotational speed ωt> 0 (in rad

s ) and exhibit the
rotor tip velocity rtωt. The pitch angle βt (in °) rotates each of the three rotor blades while the
yaw angle γt rotates the entire nacelle. In the following it is assumed that

Assumption (A.2.1) The yaw angle γt rotates the nacelle in such a way that the wind speed
vw>0 (in m

s ) enters the turbine area At perpendicularly.

Then, the wind power pw (in W), which hits the turbine area At (for details see e.g. [109]), is
given by

pw(t) = 1
2ρwAtvw(t)3 = 1

2ρwπr
2
t vw(t)3 (2.1)
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ωt

γt

βt

rt

At

vw

rtωt

Figure 2.1: Front view of a wind turbine (illustration is based on Fig. 6.9 in [108]).

with air density ρw (in kg
m3 ). The power coefficient cp (in 1) characterizes the amount of wind

power pw extracted by the turbine and features the theoretical Betz limit cp,betz = 16
27 [110].

Exemplarily, Fig. 2.2 shows the power coefficient cp of a 2 MW turbine, which is a function of
the tip speed ratio λt (in 1) and the pitch angle βt and has its maximum cp,opt ≈ 0.44 at the
optimal pitch angle βt,opt = 0° and at the optimal tip speed ratio λt,opt ≈ 6.91. Generally, the
power coefficient cp results in

ct(t, βt, ωt) := cp
(
βt,

rtωt
vw(t)

)
= cp(βt, λt) ≤ cp,betz = 16

27 with λt(t, ωt) := rtωt
vw(t) (2.2)

and—due to the time-varying wind speed vw(t)—can be rewritten as turbine factor ct (in 1). The
turbine factor ct depends on the time t (in s), on the pitch angle βt and on the rotational speed
ωt of the turbine. Accordingly, the extracted amount of wind power pw—the turbine power pt
(in W)—is given by

pt(t, βt, ωt) = ct(t, βt, ωt)pw(t) (2.1)= 1
2ct(t, βt, ωt)ρwπr

2
t vw(t)3 . (2.3)

The turbine torque mt (in Nm) results from the division of the turbine power pt by the rotational

0510
0

20
40

0

0.2

0.4

λt / 1 βt /
◦

c p
/
1

Figure 2.2: Example of the power coefficient cp as a function of the tip speed ratio λt and the pitch angle
βt (illustration is based on Fig. 24.9 in [111] with data from [112]).
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turbine shaft two-mass system gear box machine shaft

θt

θm

θb

gb

cz

dz

mt ωt mt,fr

mm,fr ωm mm

Figure 2.3: Drive train of the wind turbine system with turbine shaft, two-mass system, gear box and
machine shaft.

speed ωt>0, i.e.

mt(t, βt, ωt) = pt(t, βt, ωt)
ωt

(2.3)= ct(t, βt, ωt)ρwπr2
t vw(t)3

2ωt
. (2.4)

Fig. 2.3 depicts the structure of the turbine shaft, the two mass system, the gear box and the
machine shaft. The turbine torque mt acts on the turbine shaft which rotates with rotational
speed ωt. The turbine inertia (shaft included) is defined as θt (in kgm2). Moreover, a friction
torque mt,fr (in Nm) acts against the turbine torque mt. The two-mass system, which emulates
the damping and stiffness characteristics of the mechanics, is characterized by the damping
coefficient dz (in kg m2

s ) and the stiffness coefficient cz (in kg m2

s2 ). The gear box with inertia θb
(in kgm2) up-scales the slow rotation of the turbine side to the fast rotation of the machine
side by the (constant) gear ratio gb (in 1)7. The machine shaft rotates with rotational speed
ωm > 0 (in rad

s ) and—combined with the DFIM—has the machine inertia θm (in kgm2). The
machine torque mm (in Nm) and an additional friction torque mm,fr (in Nm) act both against
the rotational direction.
In literature (see e.g. [113] and [114]), the models of the shaft dynamics, the two-mass system
and the gear box are presented in detail. By combining these models to an overall model and by
defining the angle difference ϕz :=ϕt−ϕm

gb
(in rad) of the two-mass system as d

dtϕz(t)=ωt(t)−ωm(t)
gb

,
the dynamics of the mechanical system are given by

d
dt



ωt(t)
ϕz(t)
ωm(t)


=




−dz
θt

− cz
θt

dz
gbθt

1 0 − 1
gb

dz
gb(θb+θm)

cz
gb(θb+θm) − dz

g2
b

(θb+θm)






ωt(t)
ϕz(t)
ωm(t)


+




mt(t,βt,ωt)−mt,fr(ωt)
θt

0
−mm(idq

s ,idq
r )+mm,fr(ωm)
θb+θm


 (2.5)

with the initial values ωt,0 =ωt(0), ϕz,0 =ϕz(0) and ωm,0 =ωm(0) of the turbine rotational speed,
the angle difference of the two-mass system and the machine rotational speed respectively.

Remark (R.2.1) In this section, the wind speed and the rotational speeds of turbine and ma-
chine have been defined greater than zero, i.e. vw > 0, ωt > 0 and ωm > 0. These are valid
definitions because (i) a wind speed 0<vw,min ≤vw is necessary to achieve an economic operation
of the wind turbine system [111] and (ii) the DFIM operates at a rotational speed ωm between
±30 % of its synchronous speed.

7This is a very simplified model in which losses, backlash, etc. are neglected.
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description symbols & values with unit
machine parameters and quantities

pole pair number of the machine nm (in 1)
electrical machine angle ϕr(t) = nmϕm(t) (in rad)
electrical machine rotational speed ωr(t) = nmωm(t) (in rad

s )
line-to-line, power and transformation matrices

line-to-line matrices TLTL ,Tltl ,T−1
ltl

power matrix T℘
Clarke transformation matrices TC ,T−1

C ,Tc ,T−1
c

Park transformation matrices TP ,T−1
P ,Tp ,T−1

p

90°-rotational matrices J ,J−1 ,J ′

transformation quantities and reference frames
transformation angle and rotational speed ϕk (in rad) and ωk (in rad

s )
electrical reference frames abc ,uvw , s ,αβ , r ,αrβr , k , dq

Table 2.1: Important parameters, quantities, matrices and reference frames to describe the electrical three-
phase systems of the wind turbine system.

2.2 Electrical system
This section discusses the modeling of the electrical components of the wind turbine system. In
particular, as illustrated in Fig. 1.1, the electrical system consists of the following components:

(i) the doubly-fed induction machine (DFIM),

(ii) the machine side LC filter and the grid side LCL filter,

(iii) the back-to-back converter and

(iv) the grid connection via the three-winding transformer (and the transmission line).

Remark (R.2.2) Note that in the appendix, mathematical preliminaries to model the electrical
system are introduced (see Ch. A), which contain the space vector theory in Sec. A.1 and the line-
to-line transformation in Sec. A.2. The mathematical preliminaries are expected to be known for
the further thesis as well as all parameters, quantities, matrices and reference frames summarized
in Tab. 2.1. If you are not familiar with the preliminaries and their nomenclature, please read
Ch. A first.

Each of the components (i) to (iv) is modeled both in three-phase reference frames and space
vector reference frames. Sec. 2.2.1 discusses the grid connection of the wind turbine system via
the three-winding transformer. In Sec. 2.2.2, a novel DFIM model is developed, which allows to
consider nonlinear flux linkages and inductances. A comparison between this nonlinear model
and the standard linear DFIM model (see e.g. [62–69]) is also given in Sec. 2.2.2. The LC filter
between the DFIM and the back-to-back converter is introduced in Sec. 2.2.3. The back-to-back
converter is discussed in Sec. 2.2.4 and, finally, Sec. 2.2.5 describes the LCL filter.

2.2.1 Grid

A common method to connect a single wind turbine system with DFIM to a higher voltage level,
is to use a three-winding transformer which has a ∆-connection at the high voltage side and two
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uag

ubg

ucg

ias

ibs

ics

oq

uag

ubg

ucg

iag

ibg

icg

og

stator LCL �lter

transmission line grid

three-winding

transformer

Figure 2.4: Grid connection of the wind turbine system via the three-winding transformer and the trans-
mission line.

isolated star connections at the low voltage side (see Fig. 2.4) as in [115]. Hence, this leads to
the following assumption:

Assumption (A.2.2) The filter side and stator side winding of the three-winding transformer
are modeled as symmetrical three-phase voltage uabcg (in V)3 with isolated star connections og
(filter side) and oq (stator side).

In accordance to (A.2.2), the grid voltage uabcg is given by

uabcg (t) = ûg(t)




cos (ϕg(t))
cos

(
ϕg(t) − 2

3π
)

cos
(
ϕg(t) − 4

3π
)


 with ϕg(t) =

∫ t

0
2πfg(τ)︸ ︷︷ ︸
=:ωg(τ)

dτ + ϕg(0)︸ ︷︷ ︸
=:ϕg,0

(2.6)

with grid voltage amplitude ûg (in V), grid rotational speed ωg (in rad
s ), grid frequency fg (in

Hz) and grid angle ϕg (in rad) with initial value ϕg,0 =ϕg(0).

Remark (R.2.3) A faultless grid is characterized by a symmetrical three-phase voltage [111]
such that (A.2.2) is a simplified but valid assumption. A more complex way to model the grid
connection of the wind turbine system would consider the dynamics and losses of the three-
winding transformer as well as the transmission line and the grid itself. Since here, the foci are
on the modeling and control of one single wind turbine system, (A.2.2) is sufficient.

With the help of the two trigonometric relations (see e.g. [116])

cos
(
ϕg(t) − 2

3

)
− cos

(
ϕg(t) − 4

3π
)

= −2 sin
(
π
3
)

sin
(

2ϕg(t)−2π
2

)
=

√
3 sin (ϕg(t))

cos (ϕg(t)) + cos
(
ϕg(t) − 2

3π
)

+ cos
(
ϕg(t) − 4

3π
)

= 0





∀ϕg ∈ R ,

applying Clarke’s transformation matrix TC to (2.6) yields the grid voltage usg (in V)3 in stator-
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fixed s-reference frame:

usg (t)=TCuabcg (t) (2.6)= kcûg(t)




1 −1
2 −1

2
0

√
3

2 −
√

3
2

κc κc κc







cos (ϕg(t))
cos

(
ϕg(t)− 2

3π
)

cos
(
ϕg(t)− 4

3π
)


= 3

2kcûg(t)




cos (ϕg(t))
sin (ϕg(t))

0


 . (2.7)

Accordingly—for a constant rotational speed ωg and a constant voltage ûg—the space vector usg
of the grid voltage rotates circularly in the αβ-plane, which is a general feature of symmetrical
three phase systems. Due to (2.7) and the isolated star connections og and oq (see (A.2.2)),
the γ-components of both, the grid voltage uγg and the currents iγg and iγs of grid and stator,
respectively, are zero, i.e.

uγg (t) = kcκc
(
uag (t) + ubg(t) + ucg(t)

)
= 0 and

{
iγg (t) = kcκc

(
iag (t) + ibg(t) + icg(t)

)
= 0

iγs (t) = kcκc
(
ias (t) + ibs(t) + ics(t)

)
= 0 .

(2.8)

Considering (2.8) and the trigonometric function cos2 (ϕg(t))+sin2 (ϕg(t))=1 for all ϕg∈R (see
e.g. [116]) and applying Park’s transformation to (2.7) yields the grid voltage udqg (in V)2 (i) in
an arbitrary dq-reference frame and (ii) in grid voltage orientation, i.e. ϕk(t) = ϕg(t), which is
given by

udqg (t) = T−1
p (ϕk)uαβg (t) (2.7)= 3

2kcûg(t)
[

cos (ϕk(t)) sin (ϕk(t))
− sin (ϕk(t)) cos (ϕk(t))

](
cos (ϕg(t))
sin (ϕg(t))

)

= 3
2kcûg(t)

(
cos (ϕk(t)) cos (ϕg(t))+sin (ϕk(t)) sin (ϕg(t))
cos (ϕk(t)) sin (ϕg(t))−sin (ϕk(t)) cos (ϕg(t))

)
ϕk(t)=ϕg(t)= 3

2kcûg(t)
(

1
0

)
. (2.9)

Remark (R.2.4) In accordance to (2.9), a Park transformation—where the transformation
angle ϕk rotates with the rotational speed ωg—yields a constant grid voltage udqg (for constant
amplitude ûg). In particular, if ϕk equals the grid angle ϕg, i.e. ϕk(t) =ϕg(t), the q-component
of the grid voltage is zero: uqg (t) = 0. On the contrary, a Park transformation—where the
transformation angle ϕk does not rotate with the rotational speed ωg—results in an oscillating
grid voltage udqg .

Remark (R.2.5) Due to the strict requirements on the grid operators, for the faultless grid
operation, it is valid to expect an (almost) constant grid rotational speed ωg = 2πfg and an
(almost) constant voltage amplitude ûg. In Europe, the grid frequency is fg=50 Hz, whereas the
voltage amplitude ûg depends on the voltage level of the grid.

2.2.2 Doubly-fed induction machine (DFIM)

The DFIM converts the mechanical power—coming from the turbine—into (three-phase) elec-
trical power. Compared to other machine topologies, the special characteristic of the DFIM is
that both stator and rotor exhibit three-phase connections. While the stator is directly coupled
to the grid via the three-winding transformer, the back-to-back converter feeds the rotor with a
variable three-phase voltage (see Fig. 1.1). The use of wind turbine systems with DFIM yields
several advantages and drawbacks [6–9]:

• advantages of wind turbine systems with DFIM:

– a variable-speed operation with a range of about ±30 % around its synchronous speed
is possible;
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– only about 30 % of the mechanical power flows through the converter, which allows
to reduce the rated power of the back-to-back converter;

– the decoupled control of active and reactive power allows to contribute to the stability
of the grid;

• drawbacks of wind turbine systems with DFIM:

– a gear box is required, in contrast to direct-drive wind turbine systems;
– the rotor uses high-maintenance slip rings;
– since the stator is directly coupled to the grid via the three-winding transformer, the

DFIM is sensitive towards grid faults.

The standard way to model a doubly-fed induction machine is the linear DFIM model (for
details see Sec. 2.2.2.5), which is widespread in literature and can e.g. be found in [62–69]. It
has been tried to emulate the DFIM at the test bench—which features nonlinear flux linkages
and inductances—by this linear DFIM model. Moreover, the linear DFIM model has been used
to design the rotor current PI controller of the DFIM on the basis of the magnitude optimum (for
details see [117]) and to implement an additional disturbance compensation. In Sec. 2.2.2.6 the
resulting disadvantages of the linear DFIM model concerning the modeling and the controller
design are explained in detail. In the following the main drawbacks are listed:

(a) drawbacks of the modeling:

– the wrong machine parameters cause stationary errors in the linear DFIM model since
it cannot emulate the nonlinear flux linkages of the real machine; e.g. the deviation
in the machine torque can exceed 25 %.

– because of the constant and wrong inductances of the linear DFIM model, its dyna-
mics differ strongly from the dynamics of the real machine.

(b) drawbacks of the controller design:

– due to the wrong machine parameters, the design of the rotor current PI controller
based on the magnitude optimum is too aggressive and can cause instability.

– the bad tuning of the rotor current PI controller parameters results in a bad control
performance.

– the false disturbance compensation affects the rotor current control negatively.

These significant disadvantages of the linear DFIM model in respect of both, (a) modeling and
(b) control, make it inevitable to develop a novel DFIM model which considers the nonlinear
behavior of the DFIM at the test bench.
The proposed nonlinear model of the DFIM is based on nonlinear flux maps and differential
inductances. Besides the good emulation of the DFIM behavior, the advantages of this method
are: (i) the model is based on real physical properties and (ii) no knowledge about the interior of
the DFIM (e.g. winding design, mechanical construction) is needed which often is not accessible,
i.e. all necessary information can be extracted by measurements.
The section is structured as follows: Sec. 2.2.2.1 derives the nonlinear DFIM model (i) in the
three-phase reference frames abc and uvw, (ii) in the stator-fixed and rotor-fixed reference frames
s and r, respectively, and (iii) in the arbitrarily k-reference frame. Sec. 2.2.2.2 discusses, how the
nonlinear flux maps can be measured at the test bench. In Sec. 2.2.2.3, three options to obtain
the torque map of the DFIM are shown. Sec. 2.2.2.4 explains, how to measure the differential
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Figure 2.5: Three-phase equivalent circuit of the doubly-fed induction machine.

inductances in the laboratory. The nonlinear DFIM model is compared to the linear DFIM
model, which is introduced in Sec. 2.2.2.5. The comparison of these DFIM models is shown in
Sec. 2.2.2.6.

2.2.2.1 Nonlinear model

This section derives the nonlinear DFIM model—based on nonlinear flux linkages and differen-
tial inductances—in an arbitrary dq-reference frame. Starting point is the general three-phase
equivalent circuit of a DFIM in Fig. 2.5 (cf. [118]).
Therein, the stator is connected to the three-winding transformer. It is fed by the line-to-line8

stator voltage ua-b-cs (in V)3. Since in wind turbine systems the DFIM operates in generator
mode, the stator current iabcs (in A)3 flows—through the stator resistances Ras , Rbs and Rcs (all
in Ω)—out of the stator. Moreover, due to the nonlinear magnetic flux linkage ψabcs (in Vs)3,
the voltage d

dtψ
abc
s (in V)3 is induced in the stator phases a, b and c which depend on the stator

current iabcs , on the rotor current iuvwr (in A)3 and on the (mechanical) machine angle ϕm (in
rad). The rotor of the DFIM is connected to the LC filter and features the same structure as
the stator. It is fed by the line-to-line9 rotor voltage uu-v-w

r (in V)3 and—through the rotor
resistances Rur , Rvr and Rwr (all in Ω)—the rotor current iuvwr flows out of the rotor. Again, the
nonlinear magnetic flux linkage ψuvwr (in Vs)3 induces the voltage d

dtψ
uvw
r (in V)3 in the rotor

phases u, v and w.
For the further model derivation, the following assumptions are imposed:

Assumption (A.2.3) The stator and rotor of the DFIM both have isolated star connections os
and or (as the DFIM at the test bench). Accordingly the sums of the phase currents are zero,
i.e. ias (t)+ibs(t)+ics(t)=0 and iur (t)+ivr (t)+iwr (t)=0.

Assumption (A.2.4) Stator and rotor are designed symmetrically, i.e. each stator phase
exhibits an identical winding number as well as each rotor phase. Moreover, the windings of the
stator and rotor are sinusoidally distributed with a mechanical shift of 2

3 -times the pole pitch,
which corresponds to an electrical shift of 120°.

Assumption (A.2.5) Harmonics, hysteresis effects and eddy currents are neglected.

8The phase voltage uabc
s (in V)3 is defined from its corresponding clamp to the star connection os.

9The phase voltage uuvw
r (in V)3 is defined from its corresponding clamp to the star connection or.

18
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Assumption (A.2.6) The resistance matrix of the stator Rabc
s := diag(Ras , Rbs, Rcs) (in Ω)3×3

and the rotor Ruvw
r := diag(Rur , Rvr , Rwr ) (in Ω)3×3 as well as all differential inductances of the

DFIM are not sensitive to temperature variations10.

Nonlinear DFIM model in three-phase abc-/uvw-reference frame

Applying Kirchhoff’s law to the equivalent circuit in Fig. 2.5 yields the three-phase voltage
equations

uabcs (t) = −Rabc
s iabcs (t) + d

dtψ
abc
s (iabcs , i

uvw
r , ϕm)

uuvwr (t) = −Ruvw
r iuvwr (t) + d

dtψ
uvw
r (iabcs , i

uvw
r , ϕm)

}
(2.10)

with initial values ψabcs,0 =ψabcs (iabcs,0, i
uvw
r,0 , ϕm,0) and ψuvwr,0 =ψuvwr (iabcs,0, i

uvw
r,0 , ϕm,0) of the stator and

rotor flux linkage. The initial values of the stator current, the rotor current and the machine
angle are given by iabcs,0 = iabcs (0), iuvwr,0 = iuvwr (0) and ϕm,0 = ϕm(0). The time derivative of the
stator flux linkage ψabcs is given by11

d
dtψ

abc
s (iabcs , i

uvw
r , ϕm)

= ∂ψabcs (iabcs , i
uvw
r , ϕm)

∂iabcs︸ ︷︷ ︸
=:−Labc

s (iabc
s ,iuvw

r ,ϕm)

d
dti

abc
s (t)+ ∂ψabcs (iabcs , i

uvw
r , ϕm)

∂iuvwr︸ ︷︷ ︸
=:−Labc

sr (iabc
s ,iuvw

r ,ϕm)

d
dti

uvw
r (t)+ ∂ψabcs (iabcs , i

uvw
r , ϕm)

∂ϕm︸ ︷︷ ︸
=:φabc

sm (iabc
s ,iuvw

r ,ϕm)

d
dtϕm(t)

= −Labcs (iabcs , i
uvw
r , ϕm) d

dti
abc
s (t)−Labcsr (iabcs , i

uvw
r , ϕm) d

dti
uvw
r (t)+φabcsm (iabcs , i

uvw
r , ϕm)ωm(t) , (2.11)

with the three-phase differential inductance matrices of the stator Labcs and the coupling Labcsr

(both in H)3×3, the vector φabcsm (in V s
rad)3 of the ϕm-derivative of the stator flux linkage ψabcs and

the (mechanical) rotational speed ωm(t)= d
dtϕm(t) (in rad

s ) of the machine. The time derivative
of the rotor flux linkage ψuvwr is calculated accordingly as follows

d
dtψ

uvw
r (iabcs , i

uvw
r , ϕm)

= ∂ψuvwr (iabcs , i
uvw
r , ϕm)

∂iabcs︸ ︷︷ ︸
=:−Luvw

rs (iabc
s ,iuvw

r ,ϕm)

d
dti

abc
s (t)+ ∂ψuvwr (iabcs , i

uvw
r , ϕm)

∂iuvwr︸ ︷︷ ︸
=:−Luvw

r (iabc
s ,iuvw

r ,ϕm)

d
dti

uvw
r (t)+ ∂ψuvwr (iabcs , i

uvw
r , ϕm)

∂ϕm︸ ︷︷ ︸
=:φuvw

rm (iabc
s ,iuvw

r ,ϕm)

d
dtϕm(t)

= −Luvwrs (iabcs , i
uvw
r , ϕm) d

dti
abc
s (t)−Luvwr (iabcs , i

uvw
r , ϕm) d

dti
uvw
r (t)+φuvwrm (iabcs , i

uvw
r , ϕm)ωm(t) (2.12)

with the three-phase differential inductance matrices of the rotor Luvwr and the coupling Luvwrs

(both in H)3×3 and the vector φuvwrm (in V s
rad)3 of the ϕm-derivative of the rotor flux linkage ψuvwr .

Assumption (A.2.7) Due to the magnetic interaction and (A.2.5), two phases x and y with
x, y ∈ {a, b, c, u, v, w} magnetically affect each other in the same way, i.e. for the differential
inductances of the stator Labcs , the rotor Luvwr and the couplings Labcsr and Luvwrs the following
symmetry properties must hold: Labcs =

(
Labcs

)⊤, Luvwr =
(
Luvwr

)⊤ and Labcsr =
(
Luvwrs

)⊤.
10Due to the good matching of the measurement and simulation results (see Sec. 2.2.2.6), (A.2.3)–(A.2.6) are

reasonable (as well as (A.2.7)–(A.2.9) which are defined later in this section).
11The negative signs in (2.11) and (2.12) result from the defined current directions of the stator iabc

s and rotor
iuvw
r current due to the operation in generator mode.
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Nonlinear DFIM model in stator-/rotor-fixed reference frame

With the help of the Clarke transformation (and its inverse) the stator part of (2.10) is trans-
formed into the stator-fixed s-reference frame as follows

uss(t) = TCu
abc
s (t) (2.10)= −TCRabc

s iabcs (t) + TC
d
dtψ

abc
s (iabcs , i

uvw
r , ϕm)

= −TCRabc
s T−1

C
︸ ︷︷ ︸

=:Rs
s

iss(t) + d
dt
(
TCψ

abc
s (T−1

C iss ,T
−1
C irr , ϕm)

)

︸ ︷︷ ︸
=:ψs

s(iss ,irr ,ϕm)

= −Rs
si
s
s(t) + d

dtψ
s
s(iss , irr , ϕm)

(2.13)

with the stator voltage uss (in V)3, the stator current iss (in A)3, the stator resistance matrix
Rs
s (in Ω)3×3, the stator flux linkage ψss (in Vs)3 and the initial stator flux linkage ψss,0 =

ψss(iss,0, irr,0, ϕm,0) (in Vs)3, where the initial currents of the stator and the rotor are given by
iss,0 =iss(0) and irr,0 =irr(0) respectively. Applying the Clarke transformation to the rotor part of
(2.10) yields rotor voltage urr (in V)3 in the rotor-fixed r-reference frame:

urr(t) = TCu
uvw
r (t) (2.10)= −TCRuvw

r iuvwr (t) + TC
d
dtψ

uvw
r (iabcs , i

uvw
r , ϕm)

= −TCRuvw
r T−1

C
︸ ︷︷ ︸

=:Rr
r

irr(t) + d
dt
(
TCψ

uvw
r (T−1

C iss ,T
−1
C irr , ϕm)

)

︸ ︷︷ ︸
=:ψr

r (iss ,irr ,ϕm)

= −Rr
ri
r
r(t) + d

dtψ
r
r(iss , irr , ϕm)

(2.14)

with the rotor current irr (in A)3, the rotor resistance matrix Rr
r (in Ω)3×3, the rotor flux linkage

ψrr (in Vs)3 and the initial rotor flux linkage ψrr,0 =ψrr(iss,0, irr,0, ϕm,0). The time derivative of
the stator flux linkage ψss is given by

d
dtψ

s
s(iss , irr , ϕm) =

=:−Ls
s(iss ,irr ,ϕm)︷ ︸︸ ︷

∂ψss(iss , irr , ϕm)
∂iss

d
dti

s
s(t)+

=:−Ls
sr(iss ,irr ,ϕm)︷ ︸︸ ︷

∂ψss(iss , irr , ϕm)
∂irr

d
dti

r
r(t)+

=:φs
sm(iss ,irr ,ϕm)︷ ︸︸ ︷

∂ψss(iss , irr , ϕm)
∂ϕm

d
dtϕm(t)

=−Lss(iss , irr , ϕm) d
dti

s
s(t)−Lssr(iss , irr , ϕm) d

dti
r
r(t)+φssm(iss , irr , ϕm)ωm(t) (2.15)

with the differential inductance matrices of the stator Lss and the coupling Lssr (both in H)3×3

and the vector φssm (in V s
rad)3 of the ϕm-derivative of the stator flux linkage ψss . In accordance

with (2.15) the time derivative of the rotor flux linkage ψrr is calculated by

d
dtψ

r
r(iss , irr , ϕm) =

=:−Lr
rs(iss ,irr ,ϕm)︷ ︸︸ ︷

∂ψrr(iss , irr , ϕm)
∂iss

d
dti

s
s(t)+

=:−Lr
r (iss ,irr ,ϕm)︷ ︸︸ ︷

∂ψrr(iss , irr , ϕm)
∂irr

d
dti

r
r(t)+

=:φr
rm(iss ,irr ,ϕm)︷ ︸︸ ︷

∂ψrr(iss , irr , ϕm)
∂ϕm

d
dtϕm(t)

=−Lrrs(iss , irr , ϕm) d
dti

s
s(t)−Lrr(iss , irr , ϕm) d

dti
r
r(t)+φrrm(iss , irr , ϕm)ωm(t) (2.16)

with the differential inductance matrices of the rotor Lrr and the coupling Lrrs (both in H)3×3

and the vector φrrm (in V s
rad)3 of the ϕm-derivative of the rotor flux linkage ψrr .
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Nonlinear DFIM model in arbitrary k-reference frame

Finally, the nonlinear DFIM model will be derived for an arbitrary k-reference frame. Therefore,
the Park transformation (and its inverse) is used. The stator voltage uks (in V)3 is given by

uks (t) = T−1
P (ϕk)uss(t)

(2.13)= −T−1
P (ϕk)Rs

si
s
s(t) + T−1

P (ϕk)
d
dtψ

s
s(iss , irr , ϕm)

= −T−1
P (ϕk)Rs

sTP(ϕk)
︸ ︷︷ ︸

=:Rk
s (ϕk)

iks (t) + T−1
P (ϕk)

d
dt
(
ψss(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)

)

︸ ︷︷ ︸
=:TP (ϕk)ψk

s (iks ,ikr ,ϕm,ϕk)

= −Rk
s (ϕk)iks (t) + d

dtψ
k
s (iks , ikr , ϕm, ϕk) + ωk(t)J ′ψks (iks , ikr , ϕm, ϕk) (2.17)

with the stator current iks (in A)3, the stator resistance matrix Rk
s (in Ω)3×3, the stator flux

linkage ψks (in Vs)3 and the initial stator flux linkage ψks,0 =ψks (iks,0, ikr,0, ϕm,0, ϕk,0), where the
initial values of the stator current, the rotor current and the transformation angle are given by
iks,0 =iks (0), ikr,0 =ikr (0) and ϕk,0 =ϕk(0).

Applying the (inverse) Park transformation to the rotor part of (2.14) yields the rotor voltage
ukr (in V)3 as follows

ukr (t) = T−1
P (ϕk−nmϕm)urr(t)

(2.14)= −T−1
P (ϕk−nmϕm)Rr

ri
r
r(t) + T−1

P (ϕk−nmϕm) d
dtψ

r
r(iss , irr , ϕm)

= −T−1
P (ϕk−nmϕm)Rr

rTP(ϕk−nmϕm)
︸ ︷︷ ︸

=:Rk
r (ϕm,ϕk)

ikr (t)

+ T−1
P (ϕk−nmϕm) d

dt

=:TP (ϕk−nmϕm)ψk
s (iks ,ikr ,ϕm,ϕk)︷ ︸︸ ︷(

ψrr(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)
)

= −Rk
r (ϕm, ϕk)ikr (t) + d

dtψ
k
r (iks , ikr , ϕm, ϕk) + (ωk(t)−nmωm(t))J ′ψkr (iks , ikr , ϕm, ϕk) (2.18)

with the rotor current ikr (in A)3, the rotor resistance matrix Rk
r (in Ω)3×3, the rotor flux linkage

ψkr (in Vs)3 and the initial rotor flux linkage ψkr,0 =ψkr (iks,0, ikr,0, ϕm,0, ϕk,0). The time derivative
of the stator flux linkage ψks is calculated by

d
dtψ

k
s (iks , ikr , ϕm, ϕk) =

=:−Lk
s (iks ,ikr ,ϕm,ϕk)︷ ︸︸ ︷

∂ψks (iks , ikr , ϕm, ϕk)
∂iks

d
dti

k
s (t) +

=:−Lk
sr(iks ,ikr ,ϕm,ϕk)︷ ︸︸ ︷

∂ψks (iks , ikr , ϕm, ϕk)
∂ikr

d
dti

k
r (t)

+ ∂ψks (iks , ikr , ϕm, ϕk)
∂ϕm︸ ︷︷ ︸

=:φk
sm(iks ,ikr ,ϕm,ϕk)

d
dtϕm(t) + ∂ψks (iks , ikr , ϕm, ϕk)

∂ϕk︸ ︷︷ ︸
=:φk

sk
(iks ,ikr ,ϕm,ϕk)

d
dtϕk(t)

= −Lks (iks , ikr , ϕm, ϕk)
d
dti

k
s (t) −Lksr(iks , ikr , ϕm, ϕk)

d
dti

k
r (t)

+φksm(iks , ikr , ϕm, ϕk)ωm(t) +φksk(iks , ikr , ϕm, ϕk)ωk(t) (2.19)

with the differential inductance matrices of the stator Lks and the coupling Lksr (both in H)3×3

and the vectors φksm and φksk (both in V s
rad)3 of the ϕm- and ϕk-derivative of the stator flux linkage
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ψks . The time derivative of the rotor flux linkage ψkr is obtained as follows

d
dtψ

k
r (iks , ikr , ϕm, ϕk) =

=:−Lk
rs(iks ,ikr ,ϕm,ϕk)︷ ︸︸ ︷

∂ψkr (iks , ikr , ϕm, ϕk)
∂iks

d
dti

k
s (t) +

=:−Lk
r (iks ,ikr ,ϕm,ϕk)︷ ︸︸ ︷

∂ψkr (iks , ikr , ϕm, ϕk)
∂ikr

d
dti

k
r (t)

+ ∂ψkr (iks , ikr , ϕm, ϕk)
∂ϕm︸ ︷︷ ︸

=:φk
rm(iks ,ikr ,ϕm,ϕk)

d
dtϕm(t) + ∂ψkr (iks , ikr , ϕm, ϕk)

∂ϕk︸ ︷︷ ︸
=:φk

rk
(iks ,ikr ,ϕm,ϕk)

d
dtϕk(t)

= −Lkrs(iks , ikr , ϕm, ϕk)
d
dti

k
s (t) −Lkr (iks , ikr , ϕm, ϕk)

d
dti

k
r (t)

+φkrm(iks , ikr , ϕm, ϕk)ωm(t) +φkrk(iks , ikr , ϕm, ϕk)ωk(t) (2.20)

with the differential inductance matrices of the rotor Lkr and the coupling Lkrs (both in H)3×3

and the vectors φkrm and φkrk (both in V s
rad)3 of the ϕm- and ϕk-derivative of the rotor flux linkage

ψkr .

Remark (R.2.6) In (2.11), (2.12), (2.15), (2.16), (2.19), and (2.20) the differential inductances
and the angle derivatives of the flux linkages are defined for different reference frames (abc,
uvw, s, r and k). Besides their definitions, mathematical relations do exist, e.g. the differential
inductance Lss of the stator can be obtained from its differential inductance Labcs in the abc-
reference frame via Lss =TCLabcs T−1

C . Sec. B.2 investigates all these mathematical relations.

For the further model derivation of the DFIM the following two assumption shall hold12:

Assumption (A.2.8) The stator and rotor resistances are symmetrical, i.e. Rs :=Ras =Rbs=Rcs
and Rr :=Rur =Rvr =Rwr . Hence, the resistance matrices of stator and rotor simplify to Rk

s =RsI3
and Rk

r =RrI3, respectively.

Assumption (A.2.9) The stator flux linkage ψks and rotor flux linkage ψkr are not functions
of the machine angle ϕm and the transformation angle ϕk, i.e.

ψks (iks , ikr ) = ψks (iks , ikr , ϕm, ϕk) and ψkr (iks , ikr ) = ψkr (iks , ikr , ϕm, ϕk) .

Because of (A.2.9), the vectors φkrm and φkrk of the ϕm- and ϕk-derivatives of the stator ψks and
rotor ψkr flux linkage are zero, i.e. φksm =φksk =φkrm =φkrk = 03. Moreover, (A.2.3) causes the
γ-components iγs and iγr of the stator and rotor current to be zero13, i.e.

iγs (t) = kcκc
(
ias (t) + ibs(t) + ics(t)

)
= 0 and iγr (t) = kcκc

(
iur (t) + ivr (t) + iwr (t)

)
= 0 . (2.21)

On the basis of (2.21) and (A.2.7), Sec. B.2 gives a mathematical explanation that the symme-
trical properties of the differential inductances Lks , Lkr , Lksr and Lkrs of stator, rotor and coupling
are given by

Lks (iks , ikr ) = Lks (iks , ikr )⊤ , Lkr (iks , ikr ) = Lkr (iks , ikr )⊤

and Lkm(iks , ikr ) := Lkrs(iks , ikr ) = Lksr(iks , ikr )⊤ ⇒ Lksr(iks , ikr ) = Lkm(iks , ikr )⊤

}
, (2.22)

12If (A.2.8) does not hold, i.e. Ra
s ̸=Rb

s ̸=Rc
s and Ru

r ̸=Rv
r ̸=Rw

r , the stator resistance matrix Rk
s is a function

of the transformation angle ϕk and the rotor resistance matrix Rk
r is a function of both transformation angle ϕk

and machine angle ϕm. The analytical expressions of Rk
s and Rk

r are highlighted in Sec. B.1.
13Due to (2.8), the γ-components iγs of the stator current has already been determined to zero.
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with the overall differential coupling inductance Lkm (in H)3×3 and where the third columns
of the differential inductances Lks , Lkr and Lkm of stator, rotor and coupling are zero, i.e.(
Ldγx (iks , ikr ), Lqγx (iks , ikr ), Lγγx (iks , ikr )

)⊤=03 with x∈{s, r,m}.
Combining (A.2.8), (A.2.9) and (2.17), (2.18), (2.19), (2.20) and (2.22) results in14

(
uks (t)
ukr (t)

)
= −

[
RsI3 O3×3
O3×3 RrI3

](
iks (t)
ikr (t)

)
+ d

dt

(
ψks (iks , ikr )
ψkr (iks , ikr )

)
+
(

ωk(t)J ′ψks (iks , ikr )
(ωk(t)−ωr(t))J ′ψkr (iks , ikr )

)

with d
dt

(
ψks (iks , ikr )
ψkr (iks , ikr )

)
= −

[
Lks (iks , ikr ) Lkm(iks , ikr )⊤
Lkm(iks , ikr ) Lkr (iks , ikr )

]
d
dt

(
iks (t)
ikr (t)

)





(2.23)

where the time derivatives of the stator flux linkage ψks and the rotor flux linkage ψkr in (2.23)
can be rewritten as

d
dt

(
ψks (idqs ,idqr )
ψkr (idqs ,idqr )

)
= −




Ldqs (idqs ,idqr ) 02 Ldqm (idqs ,idqr )⊤ 02
0⊤

2 0 0⊤
2 0

Ldqm (idqs ,idqr ) 02 Ldqr (idqs ,idqr ) 02
0⊤

2 0 0⊤
2 0




d
dt

(
iks (t)
ikr (t)

)
. (2.24)

Inserting (2.24) into system (2.23) yields the following: (i) the γ-components of the stator voltage
uγs and rotor voltage uγr are zero, i.e.

uγs (t) = kcκc
(
uas (t) + ubs(t) + ucs(t)

)
= 0 and uγr (t) = kcκc

(
uur (t) + uvr (t) + uwr (t)

)
= 0 (2.25)

and (ii) the current dynamics of the DFIM in an arbitrary dq-reference frame result in15

d
dt

(
idqs (t)
idqr (t)

)
=
[
Ldqs (idqs ,idqr ) Ldqm (idqs ,idqr )⊤
Ldqm (idqs ,idqr ) Ldqr (idqs ,idqr )

]−1

(
−
[
RsI2 O2×2
O2×2 RrI2

](
idqs (t)
idqr (t)

)
−
(
udqs (t)
udqr (t)

)
+
(

ωk(t)Jψdqs (idqs ,idqr )
(ωk(t)−ωr(t))Jψdqr (idqs ,idqr )

))
. (2.26)

In Sec. 2.4.1 the power flow in the machine will be explained. Therein, the machine torque mm

is derived, which is given by

mm(idqs ,idqr ) = 2
3k2
c

nmi
dq
s (t)⊤Jψdqs (idqs ,idqr ) = − 2

3k2
c

nmi
dq
r (t)⊤Jψdqr (idqs ,idqr ) . (2.27)

2.2.2.2 Measurement of the flux maps in the laboratory

To be able to use the nonlinear DFIM model (2.26)–(2.27), the nonlinear flux linkages ψdqs and
ψdqr of stator and rotor, respectively, as well as the differential inductances Lks , Lkr and Lkm of
stator, rotor and coupling need to be obtained by measurements in the laboratory. This section
explains, how to measure the nonlinear flux linkages ψdqs and ψdqr .
For this purpose, the DFIM must operate in stationary operation16, i.e. all time derivatives in

14In the following, the electrical ωr instead of the mechanical ωm machine rotational speed will be used.
15Inverting the inductance matrix in (2.26) requires its full rank, i.e. det

[
Ldq

s (idq
s ,i

dq
r ) Ldq

m (idq
s ,i

dq
r )⊤

Ldq
m (idq

s ,i
dq
r ) Ldq

r (idq
s ,i

dq
r )

]
̸= 0.

16All quantities are marked with an additional ⋆ when they operate in the equilibrium of the stationary operation.
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(a) d-component ids of the stator current. (b) q-component iqs of the stator current.

Figure 2.6: Stator current idq
s over the rotor current idq

r (steady-state case ⋆).

(2.26) are zero: d
dt(.)=0. This leads to

(
udq⋆s

udq⋆r

)
(2.26)= −

[
RsI2 O2×2
O2×2 RrI2

](
idq⋆s

idq⋆r

)
+
(

ω⋆kJψ
dq
s (idq⋆s ,idq⋆r )

(ω⋆k −ω⋆r )Jψdqr (idq⋆s ,idq⋆r )

)
. (2.28)

Moreover, the stator is directly connected to the grid. In Sec. 2.3.1, it is proven that this yields
udqs (t)=udqg (t). For the further derivation, the following assumption is imposed:

Assumption (A.2.10) The dq-reference frame is grid voltage oriented, i.e. ϕk(t) = ϕg(t).
Moreover, the grid voltage has both a constant rotational speed ωg=2πfg and a constant amplitude
ûg such that the grid voltage is given by udqg

(2.9)= 3
2kcûg(1 0)⊤.

The stationary operation (2.28) in grid voltage orientation, where (A.2.10) pertains and the
stator is fed by the grid voltage, i.e. udq⋆s =udqg , simplifies to

(
udqg
udq⋆r

)
(2.28)= −

[
RsI2 O2×2
O2×2 RrI2

](
idq⋆s

idq⋆r

)
+
(

ωgJψ
dq
s (idq⋆s ,idq⋆r )

(ωg−ω⋆r )Jψdqr (idq⋆s ,idq⋆r )

)
. (2.29)

The stator part in (2.29), i.e. udqg =−Rsidq⋆s +ωgJψdqs (idq⋆s ,idq⋆r ), consists of four “unknown” quan-
tities idq⋆s and idq⋆r . For a fixed rotor current idq⋆r , the stator flux linkage ψdqs :R2 →R2, idq⋆s 7→
ψdq⋆s (idq⋆s ,idq⋆r = const.) is a bijective function. Consequently, combining this characteristic with
the stator part of (2.29) yields a unique (implicit) relation between the stator current idq⋆s and
the rotor current idq⋆r in steady state, such that idq⋆s =idqs (idq⋆r ) pertains.
Hence, to determine both the stator flux linkage ψdq⋆s and the rotor flux linkage ψdq⋆r with

ψdq⋆s := ψdqs (id⋆s ,iq⋆s ,id⋆r ,iq⋆r ) := ψdqs (idq⋆s ,idq⋆r ) := ψdqs
(
idqs (idq⋆r ),idq⋆r

)

ψdq⋆r := ψdqr (id⋆s ,iq⋆s ,id⋆r ,iq⋆r ) := ψdqr (idq⋆s ,idq⋆r ) := ψdqr
(
idqs (idq⋆r ),idq⋆r

)
}
, (2.30)

only the rotor current idq⋆r is needed.
Fig. 2.6 shows the stator current idq⋆s as function of the rotor current idq⋆r of the DFIM at the test
bench. The d-component id⋆s of the stator current depends (almost) linearly on the d-component
id⋆r of the rotor current but with different sign. Moreover, the q-component iq⋆r of the rotor
current hardly affects id⋆s as well as the d-component id⋆r of the rotor current hardly influences
the q-component iq⋆s of the stator current. The q-component iq⋆s of the stator current depends
(almost) linearly on the q-component iq⋆r but with different sign and an offset of about 14 A.
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Figure 2.7: Block diagram of the experimental setup to measure the flux maps.

Fig. 2.7 depicts the implementation of the control and the laboratory setup to measure the flux
maps of the stator flux linkage ψdq⋆s and rotor flux linkage ψdq⋆r :

• stator: The stator of the DFIM is connected to a converter. With the help of the space
vector modulation (SVM) and a specific Park transformation ( for details see Sec. 2.2.4)
the reference udqs,ref (in V)2 of the stator voltage is applied to the stator. By setting the
reference stator voltage udqs,ref to the grid voltage, i.e. udqs,ref =udqg , the converter substitutes
the behavior of the grid/transformer17 so that udq⋆s =udqg holds.

• rotor: The rotor of the DFIM is connected to a second converter. Again, SVM and Park
transformation ( for details see Sec. 2.2.4) cause that the reference rotor voltage udqr,ref
(in V)2 is applied to the rotor such that udq⋆r = udqr,ref holds. An outer rotor current PI
controller18 ensures steady-state tracking of the reference rotor current idqr,ref (in A)2 so
that idq⋆r =idqr,ref pertains.

• EESM: An electrically excited synchronous machine (EESM) is used as prime mover. It
is speed-controlled and yields an operation of constant rotational speed ω⋆r = nmω

⋆
m for

both machines.

• measurements : Current sensors measure both the stator current iabcs and the rotor
current iuvwr . An additional encoder measures the machine rotational speed ωm and the
machine angle ϕm.

17The converter is used since it is important to measure the (differential) inductance maps (see Sec. 2.2.2.4).
18Since the DFIM model is not known yet, the control parameters must be tuned not too aggressive.
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(a) d-component ψd
r of the rotor flux. (b) q-component ψq

r of the rotor flux.

(c) d-component ψd
s of the stator flux. (d) q-component ψq

s of the stator flux.

Figure 2.8: Rotor flux linkage ψdq
r and stator flux linkage ψdq

s over the rotor current idq
r (steady-state

case ⋆).

• grid voltage orientation : By means of Clarke’s and (inverse) Park’s transformation,
the three-phase currents iabcs and iuvwr are transformed into the grid voltage oriented dq-
reference frame. Since in the used laboratory setup there exists no real grid voltage, the
real-time system (dSpace) must generate a virtual grid voltage uabcg as in (2.6) (considering
(A.2.10)).

The setup is conducted for the following reference rotor current idqr,ref :
(
idr,ref , i

q
r,ref

) ∈ D × Q :=
{−idr,lim, ... , idr,lim

}× {−iqr,lim, ... , i
q
r,lim

}

=
{−nidr,△,−(n−1)idr,△, ... , (n−1)idr,△, nidr,△

}×{−miqr,△,−(m−1)iqr,△, ... , (m−1)iqr,△,miqr,△
}

(2.31)

with idr,lim = nidr,△, iqr,lim =miqr,△ and n,m∈N and where idr,△ and iqr,△ (both in A) are the rotor
current intervals in d- and q-direction. For each reference

(
idr,ref , i

q
r,ref

)∈D×Q, the flux linkages
of stator ψdq⋆s and rotor ψdq⋆r are calculated based on

ψdq⋆s
(2.29)= 1

ωg
J−1

(
udqg +Rsi

dq⋆
s

)
and ψdq⋆r

(2.29)= 1
ωg − ω⋆r

J−1
(
udq⋆r,ref +Rri

dq⋆
r

)
(2.32)

with udq⋆r,ref =udqr,ref(i
dq⋆
s ,idq⋆r ). Measurement errors can be decreased, if for each operation point

the average values of a great number of measurement points are taken into account.
To obtain the flux linkages of stator ψdq⋆s and rotor ψdq⋆r over the whole domain

(
idr,ref , i

q
r,ref

)∈
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description symbols & values with unit
parameters of the flux maps

reference limit of rotor current idr,lim = iqr,lim = 17 A
rotor current interval idr,△ = iqr,△ = 1 A
rotational speed of the machine ω⋆r = nmω

⋆
m = 240 rad

s

parameters of the inductance maps
current interval i△ = 0.5 A
rotational speed of the machine ω⋆r = nmω

⋆
m = 240 rad

s

Table 2.2: Parameters to measure the flux maps and the inductance maps.

description symbols & values with unit
parameters of the doubly-fed induction machine

rated mechanical power pm,nom = 10 kW
rated machine torque mm,nom = 55 Nm
pole pair number nm = 2
stator resistance Rs = 0.72 Ω
rotor resistance Rr = 0.55 Ω
machine inertia θm = 0.094 kgm2

rated stator current îs,nom = 20.9
√

2 A
rated rotor current îr,nom = 17

√
2 A

parameters of the grid
voltage amplitude ûg = 400

√
2
3 V

frequency fg = 50 Hz
rotational speed ωg = 2πfg ≈ 314 rad

s

Table 2.3: Parameters of the doubly-fed induction machine and the grid.

[−idr,lim, ... , idr,lim
]×[−iqr,lim, ... , i

q
r,lim

]
, an interpolation between the operation points

(
idr,ref , i

q
r,ref

)∈
D×Q is required. An additional smoothing can compensate for measurement inaccuracies, which
finally leads to the desired flux maps.
Fig. 2.8 depicts the measured flux maps of the flux linkages of stator ψdq⋆s and rotor ψdq⋆r . The
parameters of the experiment are listed in Tab. 2.2. The data of both DFIM and grid at the test
bench are summarized in Tab. 2.3.
The d-component ψd⋆s of the stator flux linkage depends (almost) linearly on the q-component
iq⋆r of the rotor current but with different sign. Moreover, the d-component id⋆r of the rotor
current hardly affects ψd⋆s as well as the q-component iq⋆r of the rotor current hardly influences
the q-component ψq⋆s of the stator flux linkage. The q-component ψq⋆s of the stator flux linkage
depends (almost) linearly on the d-component id⋆r of the rotor current and exhibits an offset of
about −1 Vs. Both d-component ψd⋆r and q-component ψq⋆r of the rotor flux linkage depend on
both components of the rotor current idq⋆r . Like the q-component ψq⋆s of the stator flux linkage,
the q-component ψq⋆r of the rotor flux linkage exhibits an offset of about −1 Vs.

2.2.2.3 Measurement of the torque map in the laboratory

Besides the flux maps as described in Sec. 2.2.2.2 it is important to know the torque map of the
machine torque m⋆

m :=mm(idq⋆s ,idq⋆r ). To obtain the torque map, there exist the following three
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(a) Machine torque mm. (b) Reactive power qs.

Figure 2.9: Machine torque mm (left) and stator reactive power qs (right) over the rotor current idq
r

(steady-state case ⋆).

options:

(1) calculation via rotor current idq⋆r and flux linkage ψdq⋆r : m⋆
m

(2.27)= − 2
3k2

c
nmi

dq
r

⊤
Jψdq⋆r ,

(2) calculation via stator current idq⋆s and flux linkage ψdq⋆s : m⋆
m

(2.27)= 2
3k2

c
nmi

dq
s

⊤
Jψdq⋆s ,

(3) usage of an additional torque sensor (see Fig. 2.7) during the measurement of the flux maps
(see Sec. 2.2.2.2).

Since torque sensors are expensive and thus—in contrary to the used test bench—rarely available,
option (3) is not always possible. Fig. 2.9a shows the measured torque map, i.e. option (3), of
the machine torque m⋆

m as function of the rotor current idq⋆r . The machine torque m⋆
m depends

(almost) linearly on the d-component id⋆r of the rotor current but with different sign whereas
the q-component iq⋆r of the rotor current hardly affects m⋆

m.
Fig. 2.10 depicts the percentage deviations between the calculated torques of options (1) and
(2) and the measured torque of option (3), which are calculated via |m⋆

m(1/2)−m⋆
m(3)|

mm,nom
with the

rated torque mm,nom (in Nm). The rotor-based calculation of option (1) features a very precise
matching with the measurement (see left of Fig. 2.10). The averaged deviation is 1.21 % and
its maximal deviation is 3.45 %. Also the stator-based calculation of option (2) yields a very
good result with an averaged deviation of 1.81 % and maximal deviation of 4.29 % (see right
of Fig. 2.10). The deviations between the two calculated torques and the measured torque are
due to inaccuracies in e.g. the measurement, the interpolation, the smoothing or the model
assumptions. Compared to the divergence of the measured torque and the calculated torque of
the linear model, where the averaged deviation is 11.33 % and the maximal deviation is 25.61 %
(see Fig. 2.13), the nonlinear model yields significant improvements.
Remark (R.2.7) For the control of the DFIM (see Ch. 3)—apart from the machine torque
mm—also the reactive power qs of the stator is relevant. Hence, Fig. 2.9b depicts q⋆s as function
of the rotor currents idq⋆r . Since the reactive power qs of the stator is given by (see e.g. [119],
therein with kc= 2

3)

qs(t)= 2
3k2
c

udqs (t)⊤Jidqs (t) (A.2.10)= 2
3k2
c

(
udqg

)⊤
Jidqs (t)=− 2

3k2
c

ûgi
q
s(t) ⇒ q⋆s =− 2

3k2
c

ûgi
q⋆
s , (2.33)

the stator reactive power q⋆s correlates with the scaled (by factor − 2
3k2

c
ûg) stator current iq⋆s and

depends mainly on the q-component iq⋆r of the rotor current.
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(a) Rotor-based calculation: option (1). (b) Stator-based calculation: option (2).

Figure 2.10: Percentage deviation between the calculated and measured machine torque mm of the nonli-
near DFIM model over the rotor current idq

r (steady-state case ⋆).

2.2.2.4 Measurement of the differential inductance maps in the laboratory

With the help of the flux maps (see Sec. 2.2.2.2), its possible to describe the stationary behavior
of the DFIM. To model the dynamics of the DFIM as well, it is important to know the induc-
tances of the stator Ldqs , the rotor Ldqr and the coupling Ldqm . This section will explain how to
obtain these matrices. The explanation is given exemplary for the dq-element Ldqs of the stator
inductance Ldqs .
Due to (2.19), Ldqs is defined as the directional derivative Ldqs := ∂ψd

s

∂iqs
and can be approximated

by

Ldq⋆s := Ldqs (idq⋆s ,idq⋆r ) = ∂ψds (idq⋆s ,idq⋆r )
∂iq⋆s

≈ ψds (id⋆s ,iq⋆s +i△,id⋆r ,iq⋆r ) − ψd⋆s
iq⋆s + i△ − iq⋆s︸ ︷︷ ︸

=i△

. (2.34)

Thus, it is necessary to be able to control all four currents ids , iqs , idr and iqr independently, since
for the directional derivative only the q-component iq⋆s is changed by the current interval19 i△
(in A), while the other three currents keep their constant operation points id⋆s , id⋆r and iq⋆r . This
is not feasible for a constant stator voltage udq⋆s =udqg , because the stator current idq⋆s then is a
function of idq⋆r . Consequently, to measure the differential inductance maps, the stator voltage
udq⋆s needs to be changeable for what reason the stator of the DFIM needs to be connected to
a converter.
Fig. 2.11 depicts the implementation of the control and the laboratory setup to measure the
inductance maps for Ldqs , Ldqr and Ldqm . It is identical to the setup for measuring the flux maps
as in Fig. 2.7 (see Sec. 2.2.2.2) but with one significant deviation:

• stator: Instead of applying a constant grid voltage udqs,ref =udqg to the stator, the reference
udqs,ref is variable. An outer stator current PI controller now ensures the tracking of the
reference stator current idqs,ref (in A)2, such that idqs =idqs,ref pertains.

In combination with the rotor current PI controller, which guarantees that idqr = idqr,ref holds, all
four currents ids , iqs , idr and iqr can be controlled independently. Similar to (2.32), by controlling

19In theory, the smaller the current i△ the more precise is the approximation in (2.34). Nevertheless, i△ must
not be chosen too small, since measurement inaccuracies affect the result especially for small i△.
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Figure 2.11: Block diagram of the experimental setup to measure the inductance maps.

the DFIM to the equilibrium (id⋆s ,iq⋆s +i△,id⋆r ,iq⋆r ) the stator flux linkage ψdqs and the rotor flux
linkage ψdqr can be calculated by

ψdqs (id⋆s ,iq⋆s +i△,id⋆r ,iq⋆r ) = 1
ωg
J−1

(
udqs,ref(id⋆s ,iq⋆s +i△,id⋆r ,iq⋆r ) +Rs

(
idq⋆s + (0 i△)⊤

))

ψdqr (id⋆s ,iq⋆s +i△,id⋆r ,iq⋆r ) = 1
ωg−ω⋆

r
J−1

(
udqr,ref(id⋆s ,iq⋆s +i△,id⋆r ,iq⋆r ) +Rri

dq⋆
r

)




. (2.35)

Inserting the result of the stator flux ψdqs (id⋆s ,iq⋆s +i△,id⋆r ,iq⋆r ) into (2.34) yields the dq-element Ldq⋆s

of the stator inductance Ldqs (idq⋆s ,idq⋆r ). This method must be performed:

a) for all (2n+1)(2m+1) operation points of Sec. 2.2.2.2 to obtain the inductance map of Ldq⋆s

(again, an additional interpolation and smoothing as for the flux maps is required),

b) for all four flux linkages ψds , ψqs , ψdr and ψqr and

c) for each directional derivative, i.e. for all four currents ids , iqs , idr and iqr .

Finally, the symmetry properties of the differential inductances of the stator Ldqs , the rotor Ldqr
and the coupling Ldqm as explained in (2.22) and (2.24) must be considered. This can easily be
done by using the average values of the two corresponding elements. E.g. the dq-element Ldq⋆s

and qd-element Lqd⋆s must be equal. Accordingly, both elements receive the value Ldq⋆
s +Lqd⋆

s
2 of

the measured differential inductances.
Fig. 2.12 shows the (steady-state) inductance maps of the differential inductances of the stator
Ldqs , the rotor Ldqr and the coupling Ldqm . They feature the following essential properties:

- the shapes of the three dd-elements Ldds , Lddr and Lddm are very similar. The same pertains
for the qq- and dq-elements as well as for the two qd-elements Lqds and Lqdr . The shape of
the qd-element Lqdm of the coupling differs from the shapes of Lqds and Lqdr .
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(a) dd-element Ldd
r of the rotor in-

ductance.
(b) dd-element Ldd

s of the stator
inductance.

(c) dd-element Ldd
m of the coupling

inductance.

(d) dq-element Ldq
r of the rotor in-

ductance.
(e) dq-element Ldq

s of the stator
inductance.

(f) dq-element Ldq
m of the coupling

inductance.

(g) qd-element Lqd
r of the rotor in-

ductance.
(h) qd-element Lqd

s of the stator
inductance.

(i) qd-element Lqd
m of the coupling

inductance.

(j) qq-element Lqq
r of the rotor in-

ductance.
(k) qq-element Lqq

s of the stator
inductance.

(l) qq-element Lqq
m of the coupling

inductance.

Figure 2.12: Differential inductances of the rotor Ldq
r , the stator Ldq

s and the coupling Ldq
m over the rotor

current idq
r (steady-state case ⋆).

31



CHAPTER 2. MODELING OF WIND TURBINE SYSTEMS WITH DOUBLY-FED
INDUCTION MACHINE

- the dd-elements Ldds , Lddr and Lddm are greater (partly by > 2) than their corresponding
qq-elements Lqqs , Lqqr and Lqqm .

- the dq- and qd-elements of Ldqs , Ldqr and Ldqm are small compared to the dd- and qq-elements
but they are not zero (except for some particular operation points).

- all elements of Ldqs , Ldqr and Ldqm vary strongly depending on the operation point, e.g.
the qq-element Lqqr of the rotor inductance Ldqr ranges from 30 mH up to 60 mH which
expresses a variation of 100 %.

By integrating (i) the inductance maps of the differential inductances of the stator Ldqs , the rotor
Ldqr and the coupling Ldqm and (ii) the flux maps of the flux linkages of the stator ψdqs and the
rotor ψdqr (see Sec. 2.2.2.2) into the model (2.26)–(2.27), the nonlinear simulation model of the
DFIM is ready-to-use. It is given by

d
dt

(
idqs (t)
idqr (t)

)
=
[
Ldq⋆s (Ldq⋆m )⊤
Ldq⋆m Ldq⋆r

]−1(
−
[
RsI2 O2×2
O2×2 RrI2

](
idqs (t)
idqr (t)

)
−
(
udqs (t)
udqr (t)

)
+
(

ωk(t)Jψdq⋆s

(ωk(t)−ωr(t))Jψdq⋆r

))

(2.36)

with the machine torque mm(idqs /idqr )= 2
3k2

c
nmi

dq
s (t)⊤Jψdq⋆s =− 2

3k2
c
nmi

dq
r (t)⊤Jψdq⋆r and the initial

currents idqs,0 =idqs (0) and idqr,0 =idqr (0).
Remark (R.2.8) The nonlinear DFIM model requires the invertibility of the overall inductance
matrix (see (2.36)). Thus, it is to check whether the overall inductance matrix has full rank, i.e.
whether

det
[
Ldq⋆s (Ldq⋆m )⊤
Ldq⋆m Ldq⋆r

]
̸= 0 (2.37)

holds for all possible operation points.

(a) Machine torque mm. (b) d-component ids of the stator
current.

(c) q-component iqs of the stator
current.

(d) Percentage error of the ma-
chine torque mm as in (2.39).

(e) Percentage error of the d-
component ids of the stator cur-
rent as in (2.39).

(f) Percentage error of the q-
component iqs of the stator cur-
rent as in (2.39).

Figure 2.13: Comparison of the DFIM (measurements) and the linear model: machine torque mm and
stator current idq

s over the rotor current idq
r (steady-state case ⋆).
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description symbols & values with unit
parameters of the linear DFIM model

pole pair number nm = 2
stator resistance Rs = 0.72 Ω
rotor resistance Rr = 0.55 Ω
stator inductance Ls = 73.5 mH
rotor inductance Lr = 86 mH
coupling inductance Lm = 60 mH

Table 2.4: Parameters of the linear model of the doubly-fed induction machine.

2.2.2.5 Linear model

The nonlinear DFIM model (2.36) will be compared to the standard linear DFIM model, which
can e.g. be found in [62–69] and is given by

udqs (t) = −Rsidqs (t) + d
dtψ

dq
s (t) + ωk(t)Jψdqs (t) , ψdqs,0 = ψdqs (0)

udqr (t) = −Rridqr (t) + d
dtψ

dq
r (t) + (ωk(t) − ωr(t))Jψdqs (t) , ψdqr,0 = ψdqr (0)

ψdqs (t) = −Lsidqs (t) − Lmi
dq
r (t) , ψdqr (t) = −Lridqr (t) − Lmi

dq
s (t) and

mm(t) = 2
3k2

c
nmi

dq
s (t)⊤Jψdqs (t) = − 2

3k2
c
nmi

dq
r (t)⊤Jψdqr (t) = 2

3k2
c
nmLmi

dq
r (t)⊤Jidqs (t)





(2.38)

with the constant inductances of the stator Ls, the rotor Lr and the coupling Lm (all in H). In
the laboratory, the three inductances Ls, Lr and Lm have been determined by measurements in
idle and short circuit mode (which is a standard method but obviously do not represent the real
operation). The parameters of the linear model are summarized in Tab. 2.4.
Clearly, the linear model of the DFIM does neither consider the nonlinear flux linkages of stator
ψdqs and rotor ψdqr nor the features of the differential inductances (see Sec. 2.2.2.4) at all. Its
simplification, to model the stator Ldqs , the rotor Ldqr and the coupling Ldqm inductance via the
constant matrices Ldqs =LsI2, Ldqr =LrI2 and Ldqm =LmI2 respectively, is insufficient to represent
the dynamic behavior of the DFIM as will be shown in Sec. 2.2.2.6.
Moreover, the resulting linear flux linkages of stator ψdqs and rotor ψdqr result in large deviations
in the stationary behavior. Fig. 2.13 compares the stationary operations of the real machine
(measurements) and the linear DFIM model (2.38) (simulations). The upper row of Fig. 2.13
shows (a) the machine torque m⋆

m, (b) the d-component id⋆s of the stator current and (c) the q-
component iq⋆s of the stator current. In the lower row of Fig. 2.13, the corresponding percentage
deviations are depicted in the sub-figures (d), (e) and (f). The percental deviations are defined
as:

|m⋆
m(lin) −m⋆

m(mea)|
mm,nom

and |id⋆s (lin) − id⋆s (mea)|
îs,nom

and |iq⋆s (lin) − iq⋆s (mea)|
îs,nom

, (2.39)

where the rated torque mm,nom and the rated stator current îs,nom (in A) are listed in Tab. 2.3.
The machine torque m⋆

m features an averaged deviation of 11.33 % and the maximal deviation
is 25.61 %. Also the stator current idq⋆s of the linear model deviates partially over 15 % from the
measured ones. Clearly, these deviations are inappropriate to emulate the stationary operation
of the DFIM.
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Figure 2.14: Comparison of the real DFIM and the linear DFIM model: real DFIM of the laboratory,
linear DFIM model as in (2.38) and reference rotor current idq

r,ref . The controller
design is based on the linear DFIM model with PI controller (magnitude optimum) and
disturbance compensation.

2.2.2.6 Comparison of linear and nonlinear model

Finally, this section compares measurement results at the test bench with simulations using
(i) the developed nonlinear DFIM model (2.38) and the (ii) the common linear DFIM
model (2.36). The linear DFIM model has been used to design the rotor current PI controller
of the DFIM on the basis of the magnitude optimum (for details see [117]) and to implement an
additional disturbance compensation.
Fig. 2.14 shows the rotor current idqr of the measurements and the linear DFIM model.
The rotor current PI controller’s task is to follow the rotor current reference idqr,ref . The
simulation result of the linear DFIM model yields the following: (a) the rotor current idqr shows
a fast and accurate tracking of the rotor current reference idqr,ref and (b) changes in the orthogonal
current component are well-compensated by the disturbance compensation. Hence, the designed
rotor current PI controller features a good control performance for the linear DFIM model. In
contrast, the measurements show an (almost) unstable behavior. E.g. at t = 1.41 s, the d-
component idr of the rotor current is > 24 A, i.e. over three-times greater than the corresponding
rotor current reference idr,ref =8 A. The same behavior for a rotor current reference idr,ref = îr,nom,
where îr,nom (in A) is the rated rotor current, would cause an immediate shutdown of the test-
bench.
Consequently, the linear DFIM model cannot properly emulate the DFIM at the test bench.
Even worse, to use the linear DFIM model for the rotor current PI controller design on the basis
of the magnitude optimum can endanger stability of the rotor current control. For the following
measurements and simulations, the parameters of the rotor current PI controller were reduced
to yield a stable operation.
Fig. 2.15 depicts the rotor current idqr and its corresponding rotor current reference idqr,ref in
the two upper subplots, the stator current idqs in the two middle subplots and the machine torque
mm and the stator reactive power qs in the last two subplots. Fig. 2.16 shows the same results
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Figure 2.15: Comparison of the real DFIM, the linear DFIM model and the nonlinear DFIM model:
real DFIM of the laboratory, linear DFIM model as in (2.38), nonlinear DFIM

model as in (2.36) and reference rotor current idq
r,ref . The controller design is based on

the linear DFIM model with (conservative) PI controller and disturbance compensation.
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Figure 2.16: Comparison of the real DFIM, the linear DFIM model and the nonlinear DFIM model –
Zoom: real DFIM of the laboratory, linear DFIM model as in (2.38), nonlinear
DFIM model as in (2.36) and reference rotor current idq

r,ref . The controller design is based
on the linear DFIM model with (conservative) PI controller and disturbance compensation.

for the rotor current idqr and the stator current idqs , but presents zoomed versions at certain time
steps to emphasize the dynamic behavior.
To compare the measurements with the simulation results of the nonlinear DFIM model
and the linear DFIM model, it is important to highlight the following attributes:

(a) the rotor current idqr shows an accurate tracking of the rotor current reference idqr,ref for the
measurements and for both DFIM models;

(b) for both, steady-state and dynamic behavior, the simulation results of the nonlinear DFIM
model match (almost) exactly with the measurements;

(c) in contrast, steady-state and dynamic behavior of the simulation results of the linear DFIM
model differ strongly from the measurement results;

(d) while again, changes in the orthogonal current component are well-compensated by the
disturbance compensation for the linear DFIM model, for both the measurements and the
nonlinear DFIM model, this (wrong) compensation yields a strong coupling between the
orthogonal components.

Summarizing, the developed nonlinear DFIM model (2.36) based on nonlinear flux maps and
differential inductances emulates the DFIM at the test-bench (almost) perfectly. In contrast,
the common linear DFIM model (2.38) results in an unacceptable DFIM emulation. Moreover,
the use of the linear DFIM model for the design of the rotor current controller might endanger
stability of the rotor control system (see Fig. 2.14).

2.2.3 LC filter

This section presents the model of the LC filter which is connected between the rotor of the
DFIM and the back-to-back converter (see Fig. 1.1 and Fig. 2.17). In Sec. 2.2.4, it will be shown
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Figure 2.17: Three-phase equivalent circuit of the LC filter.

that the machine side converter will generate a pulsed output voltage. A direct feed of the
rotor by this pulsed voltage (i) leads to high order harmonics and (ii) causes high stress on the
machine. This can be avoided by using the LC filter, since it filters the pulsed output voltage
of the machine side converter, such that the rotor is fed by an (almost) sinusoidal voltage. [81]
Fig. 2.17 depicts the equivalent circuit of the LC filter (see e.g. [120], therein without resistances).
The rotor current iuvwr flows into the LC filter and splits up into the two filter currents iuvwc and
iuvwl (both in A)3. Each phase u, v and w of the LC filter consists of the filter inductance Ll
(in H) with series resistance Rl (in Ω) and the filter capacitance Cc (in F) with series resistance
Rc (in Ω). At the filter capacitance Cc the voltage drop uuvwc (in V)3 occurs. The machine side
converter generates the line-to-line voltage uu-v-w

l (in V)3, where its equivalent phase voltage
uuvwl (in V)3 is defined from the corresponding clamp to the neutral point oc. For the further
procedure it is assumed that

Assumption (A.2.11) The LC filter has got an isolated star connection oc (see Fig. 2.17).
Accordingly, the sum of the currents through the filter capacitance Cc is zero, i.e. iuc (t)+ivc (t)+
iwc (t)=0.

Then, applying Kirchhoff’s law to the equivalent circuit in Fig. 2.17 yields the three-phase equa-
tions

iuvwc (t) = iuvwr (t) − iuvwl (t) = Cc
d
dtu

uvw
c (t)

uuvwl (t) = −Rliuvwl (t) − Ll
d
dti

uvw
l (t) + uuvwc (t) +Rc

(
iuvwr (t) − iuvwl (t)

)
}
. (2.40)

By using Clarke’s transformation, (2.40) is transformed to the rotor-fixed r-reference frame. The
current equation of (2.40) is given by

irc (t)=TCiuvwc (t) (2.40)= TC
(
iuvwr (t)−iuvwl (t)

)
=TCCc

d
dtu

uvw
c (t)=irr(t)−irl (t)=Cc

d
dtu

r
c (t) (2.41)

with the filter currents irc and irl (both in A)3, the rotor current irr and the capacitance voltage
urc (in V)3. The voltage equation results in

url (t) = TCu
uvw
l (t) (2.40)= −TCRliuvwl (t) − TCLl

d
dti

uvw
l (t) + TCuuvwc (t) + TCRc

(
iuvwr (t) − iuvwl (t)

)

= −Rlirl (t) − Ll
d
dti

r
l (t) + urc (t) +Rc

(
irr(t) − irl (t)

)
(2.42)
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with filter voltage url (in V)3. Applying Park’s transformation to (2.41) yields the current
relation of the LC filter in an arbitrarily k-reference frame as follows:

ikc (t) = T−1
P (ϕk−ϕr)irc (t)

(2.41)= T−1
P (ϕk−ϕr)

(
irr(t) − irl (t)

)
= ikr (t) − ikl (t)

= T−1
P (ϕk−ϕr)Cc

d
dt
(
TP(ϕk−ϕr)ukc (t)

)
= Cc

d
dtu

k
c (t) + (ωk(t)−ωr(t))CcJ ′ukc (t) , (2.43)

where ikc and ikl (both in A)3 are the filter currents, ikr is the rotor current and ukc (in V)3 is the
capacitance voltage in the k-reference frame. Accordingly, applying Park’s transformation to
(2.42) results in the following relation for the filter voltage ukl (in V)3 in the k-reference frame:

ukl (t) = T−1
P (ϕk−ϕr)url (t)

(2.42)= T−1
P (ϕk−ϕr)

(
−Rlirl (t) − Ll

d
dt
(
TP(ϕk−ϕr)ikl (t)

)
+ urc (t) +Rc

(
irr(t) − irl (t)

))

= −Rlikl (t) − Ll
d
dti

k
l (t) − (ωk(t)−ωr(t))LlJ ′ikl (t) + ukc (t) +Rc

(
ikr (t) − ikl (t)

)
. (2.44)

Due to (A.2.11) and since the γ-component iγr of the rotor current is zero (see (2.21)), i.e.
iγr (t)=0, for the γ-components iγc and iγl of the filter currents ikc and ikl , the following must hold:

iγc (t) = kcκc
(
iuc (t) + ivc (t) + iwc (t)

)
= 0 ⇒ iγl (t) = iγr (t) − iγc (t) = 0 (2.45)

Inserting (2.45) into (2.43) and (2.44) yields

d
dtu

γ
c (t) = 0 and uγl (t) = uγc (t) ⇔ uγl (t) = uγc (t) = constant (2.46)

for the γ-components uγc and uγl of the capacitance voltage ukc and filter voltage ukl , respectively.
Consequently, all γ-components of the LC filter do not exhibit any dynamic behavior and can
be neglected for the modeling of the filter dynamics. By considering (2.43) and (2.44), the filter
dynamics in the dq-reference frame are given by

d
dt

(
idql (t)
udqc (t)

)
=
[
−Rl+Rc

Ll
I2 − (ωk(t)−ωr(t))J 1

Ll
I2

− 1
Cc
I2 − (ωk(t)−ωr(t))J

](
idql (t)
udqc (t)

)

+
(
Rc
Ll
I2

1
Cc
I2

)
idqr (t) +

(
− 1
Ll
I2

O2×2

)
udql (t) (2.47)

with the filter current idql (in A)2 and its initial value idql,0 = idql (0), the capacitance voltage udqc
(in V)2 and its initial value udqc,0 =udqc (0), the rotor current idqr and the filter voltage udql (in V)2.

2.2.4 Back-to-back converter

This section investigates the back-to-back converter and its related space vector modulation.
The back-to-back converter is located between the LC filter of the DFIM’s rotor and the LCL
filter (see Fig. 1.1 and Fig. 2.18). The main goal of the back-to-back converter is to connect
two three-phase systems with different (and variable) voltage amplitudes and frequencies. Here,
the state-of-the-art and widely used [111] two-level back-to-back converter is employed, which
consists of a common DC-link and two converters [121]. Each converter has six semi-conductors
(for details see e.g. [122] or [123]), which will be driven by the output signal of the space vector
modulation. For the modeling of the back-to-back converter, the following is assumed:
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Figure 2.18: Three-phase equivalent circuit of the back-to-back converter.

Assumption (A.2.12) The semi-conductors of the two converters are supposed to behave like
ideal switches.

Then, the back-to-back converter can be expressed by the equivalent circuit in Fig. 2.18. Its
DC-link consists of the DC-link capacitance Cd (in F), where the DC-link voltage ud (in V)
drops and the DC-link current id (in A) flows in. While the current ild (in A) of the machine
side converter feeds the DC-link, the current idf (in A) of the grid side converter flows out of the
DC-link. The neutral point of the DC-link is denoted by od. Due to (A.2.12), the machine side
and the grid side converter together have the twelve (ideal) switches Sul , ... , S̄cf , two switches for
each phase u, v, w, a, b, c. In each phase j ∈ {u, v, w} and i ∈ {a, b, c}, either the upper switch
is closed and the lower switch is open (sjl = 1, sif = 1) or vice versa (sjl = 0, sif = 0). Hence, the
switching vectors suvwl (in 1)3 and sabcf (in 1)3 of the machine side and grid side converter—
which are generated by the corresponding space vector modulation—determine for each phase
u, v, w, a, b, c, whether the upper or the lower switch is conducting. The machine side converter
is linked to the LC filter of the rotor and generates the line-to-line voltage uu-v-w

l . Moreover, the
filter current iuvwl flows into the machine side converter. Accordingly, the grid side converter
is connected to the LCL filter and generates the line-to-line voltage ua-b-cf (in V)3. The filter
current iabcf (in V)3 flows out of the grid side converter.
Applying Kirchhoff’s law to the equivalent circuit in Fig. 2.18 yields the dynamics of the DC-link
voltage

d
dtud(t) = 1

Cd
id(t) = 1

Cd

(
ild(t) − idf (t)

)
= 1
Cd

(
suvwl (t)⊤iuvwl (t) − sabcf (t)⊤iabcf (t)

)
(2.48)

with initial value ud,0 =ud(0). By using the same relationships20 as in (A.19) of Sec. A.1.4, the
DC-link voltage dynamics of (2.48) can be transformed to the arbitrarily k-reference frame

d
dtud(t) = 1

Cd

(
srl (t)⊤T℘irl (t) − ssf (t)⊤T℘isf (t)

)
= 1
Cd

(
skl (t)⊤T℘ikl (t) − skf (t)⊤T℘ikf (t)

)
(2.49)

with the switching vectors srl , skl , ssf and skf (all in 1)3 of the machine side and the grid side
converter, the LC filter currents irl and ikl and the LCL filter currents isf and ikf (both in A)3.

20Replacing in (A.19): (i) the voltage uabc
x by the switching vectors suvw

l and sabc
f of the machine side and the

grid side converter and (ii) the current iabc
x by the filter currents iuvw

l and iabc
f yields (2.49).
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Due to (2.45), the γ-component iγl of the filter current ikl is zero, i.e. iγl (t) = 0. In Sec. 2.2.5, it
will be shown, that also the γ-component iγf of the filter current ikf is zero, i.e. iγf (t) = 0 (see
(2.64)). Hence, the dynamics of the DC-link voltage ud simplifies to

d
dtud(t) = 2

3k2
c Cd

(
sdql (t)⊤idql (t) − sdqf (t)⊤idqf (t)

)
(2.50)

with the switching vectors sdql and sdqf (both in 1)2 of the machine side and the grid side converter
and the filter currents idql and idqf (both in A)2.

With the help of the DC-link voltage ud and the switching vectors suvwl and sabcf , the line-to-line
voltages uu-v-w

l and ua-b-cf can be calculated. Due to (i) Kirchhoff’s law and (ii) Clarke’s and
Park’s transformation, the following relations for uu-v-w

l and ua-b-cf hold:

uu-v-w
l (t) = TLTLs

uvw
l (t)ud(t) = TLTLT

−1
C srl (t)ud(t) = TLTLT

−1
C TP(ϕk−ϕr)skl (t)ud(t)

ua-b-cf (t) = TLTLs
abc
f (t)ud(t) = TLTLT

−1
C ssf (t)ud(t) = TLTLT

−1
C TP(ϕk)skf (t)ud(t)

}
. (2.51)

By using again Clarke’s and Park’s transformation, the line-to-line voltage uu-v-w
l of (2.51) is

transformed to the arbitrarily k-reference frame via

ukl (t) = T−1
P (ϕk−ϕr)TCuuvwl (t)

(A.23)= T−1
P (ϕk−ϕr)TCT−1

ltl u
u-v-w
l (t) +

=(0⊤
2 uγ

l
(t))⊤

︷ ︸︸ ︷
T−1
P (ϕk−ϕr)TC

1
3kcκc

13u
γ
l (t)

(2.51)= T−1
P (ϕk−ϕr)TCT−1

ltl TLTLT
−1
C TP(ϕk−ϕr)︸ ︷︷ ︸

=diag(1,1,0)

skl (t)ud(t)+
(

02
uγl (t)

)
=
(
sdql (t)ud(t)
uγl (t)

)
. (2.52)

Analogously, for the filter voltage ukf (in V)3 in k-reference frame, the following holds:

ukf (t) = T−1
P (ϕk)TCuabcf (t) (A.23)= T−1

P (ϕk)TCT−1
ltl u

a-b-c
f (t) + T−1

P (ϕk)TC
1

3kcκc
13u

γ
f (t)

(2.51)= T−1
P (ϕk)TCT−1

ltl TLTLT
−1
C TP(ϕk)︸ ︷︷ ︸

=diag(1,1,0)

skf (t)ud(t) +
(

02
uγf (t)

)
=
(
sdqf (t)ud(t)
uγf (t)

)
. (2.53)

Note that in Sec. 2.2.5, the filter voltage uabcf (in V)3 is defined in detail. Summarizing (2.52)
and (2.53) yields the filter voltages udql and udqf (in V)2 in the arbitrarily dq-reference frame:

udql (t) = sdql (t)ud(t) and udqf (t) = sdqf (t)ud(t) . (2.54)

Space vector modulation (SVM)

This subsection presents the space vector modulations for machine side and grid side converter
(for details see e.g. [122]), which will generate the switching vectors suvwl and sabcf based on
the corresponding reference voltages ŭαrβr

l,ref and ŭαβf,ref (both in V)2. Since both space vector
modulations work identically, first the one for the grid side converter will be explained and then,
the results will be transferred to the space vector modulation for the machine side converter.
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Figure 2.19: Voltage hexagon of the grid side converter (illustration is based on Fig. 14.6 in [124]).

In the stator-fixed αβ-reference frame—due to (2.54)—the filter voltage uαβf (in V)2 is given by

uαβf (t) = Tp(ϕk)udqf (t) (2.54)= Tp(ϕk)T−1
p (ϕk)Tcsabcf (t)
︸ ︷︷ ︸

=sdq
f

ud(t) = Tcs
abc
f (t)ud(t) . (2.55)

The switching vector sabcf can possess the following 23 = 8 possible vectors: sabcf (t) = (x y z)⊤
with x, y, z ∈ {0, 1}. Supposing a fixed DC-link voltage ud, because of (2.55), the filter voltage
uαβf features a constant and discrete voltage uαβf,xyz (in V)3 for each of the eight switching vectors
sabcf (t) = (x y z)⊤. The eight voltages uαβf,xyz are (a) summarized in Tab. 2.5 and (b) shown in
Fig. 2.19 in the αβ-plane. The two zero vectors sabcf (t)=03 and sabcf (t)=13 yield the zero filter
voltage uαβf = 02. The remaining six switching vectors sabcf span the regular voltage hexagon,
where their corresponding filter voltages uαβf feature the vector length:

∥∥∥uαβf
∥∥∥ = kcud. The

voltage hexagon has got an incircle with radius
√

3kcud
2 .

sabcf (0 0 0)⊤ (1 0 0)⊤ (1 1 0)⊤ (0 1 0)⊤ (0 1 1)⊤ (0 0 1)⊤ (1 0 1)⊤ (1 1 1)⊤

uαf 0 kcud
kc
2 ud −kc

2 ud −kcud −kc
2 ud

kc
2 ud 0

uβf 0 0
√

3kc
2 ud

√
3kc
2 ud 0 −

√
3kc
2 ud −

√
3kc
2 ud 0

∥∥∥uαβf
∥∥∥ 0 kcud kcud kcud kcud kcud kcud 0

Table 2.5: Relationship between the switching vector sabc
f and the filter voltage uαβ

f .

Remark (R.2.9) Since the filter voltage uαβf can only possess the eight discrete voltages uαβf,xyz,
a changing switching vector sabcf (over time) yields that the grid side converter feeds the LCL
filter by a pulsed voltage.
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Figure 2.20: Signal flow diagram for the generation of the reference filter voltage udq
f,ref and its dead-time

approximation in the arbitrarily dq-reference frame.

Due to the discrete voltages uαβf,xyz, it is not possible for the grid side converter to generate the
filter voltage reference ŭαβf,ref directly. Instead, the space vector modulation is used, whose task
is to create—for the switching vector sabcf —a switching pattern over the time period Tsvm (in
s), such that the filter voltage reference ŭαβf,ref (in V)2 is generated by the grid side converter on
average (see Fig. 2.19)21.

Result (Res.2.1) Summarizing, the space vector modulation in combination with (2.55) results
in the pulsed filter voltage uαβf . Considering the certain dead-time Tu ∝ Tsvm = 1

fsvm
> 0 (in s),

which is inversely proportional to the switching frequency fsvm > 0 (in Hz) of the implemented
space vector modulation (see [18]), the average value of the filter voltage uαβf equals the filter
voltage reference ŭαβf,ref .

Remark (R.2.10) The inside of the voltage hexagon in Fig. 2.19 marks all filter voltage referen-
ces ŭαβf,ref , the grid side converter is able to generate on average. Obviously, to achieve a constant
rotation of the filter voltage uαβf in the αβ-plane, the length of the filter voltage reference ŭαβf,ref

must be limited to:
∥∥∥ŭαβf,ref

∥∥∥≤
√

3kcud
2 .

For the controller design, the switching behavior of the grid-converter and the resulting pulsed
filter voltage uαβf (see (R.2.9)) are not functional. Hence, the controller design will use the time-
delayed average value of (Res.2.1) to approximate the switching behavior of the grid-converter,
i.e. uαβf (t)= ŭαβf,ref(t−Tu). Taking the integral representation of the transformation angel ϕk with
the angle difference ϕk,△ (in rad) into account, i.e.

ϕk(t) =
∫ t

t−Tu

ωk(τ)dτ + ϕk(t− Tu) =: ϕk,△(t) + ϕk(t− Tu) , (2.56)

the relation between the filter voltage udqf and its reference ŭdqf,ref (in V)2 in the arbitrarily
dq-reference frame results in

udqf (t) = T−1
p (ϕk(t))uαβf (t) = T−1

p (ϕk(t))ŭαβf,ref(t− Tu) = T−1
p (ϕk(t))Tp(ϕk(t− Tu))
︸ ︷︷ ︸

(2.56)
= T−1

p (ϕk,△(t))

ŭdqf,ref(t− Tu)

= T−1
p (ϕk,△(t))ŭdqf,ref(t− Tu) . (2.57)

By estimating the angle difference ϕk,△(t) via ϕ′
k,△(t) := ωk(t−Tu)Tu (in rad), the rotation

T−1
p (ϕk,△(t)) in (2.57) can be compensated by rotating the reference ŭdqf,ref(t−Tu) counter-clockwise
21Here, a more detailed explanation of the implementation of the space vector modulation is not given. In

literature (see e.g. [122]), many different implementations are explained. The right choice depends on the goals
of the space vector modulation, e.g. to achieve few harmonics or to avoid high switching losses.
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Tp(.) Tp(.) T−1
ltl Tc T−1

p (.)
udql,ref ŭdql,ref ŭαrβrl,ref

suvwl uu-v-wl uαrβrl udql

(ωk−ωr)Tu φk−φr φk−φr

udql (t) = udql,ref(t− Tu)

SVM converter

Figure 2.21: Signal flow diagram for the generation of the reference filter voltage udq
l,ref and its dead-time

approximation in the arbitrarily dq-reference frame.

via

ŭdqf,ref(t− Tu) = Tp(ϕ′
k,△(t))udqf,ref(t− Tu) (2.58)

with the rotated filter voltage reference udqf,ref (in V)2. If the rotational speed ωk is constant
during the time interval t∈ [t−Tu, t], i.e. ϕk,△(t)=ϕ′

k,△(t), applying (2.58) to (2.57) yields

udqf (t) = udqf,ref(t− Tu) . (2.59)

Fig. 2.20 depicts the block diagram of the grid side converter, which summarizes—besides the re-
levant transformations between different reference frames—the behaviors of the space vector
modulation and the grid side converter.

Remark (R.2.11) The compensation of the rotation T−1
p (ϕk,△(t)) in (2.57) by (2.58) is a well-

known method and can be found e.g. in [18]. In [46], this compensation is also presented for the
complex vector theory.

The structure of the grid side converter can be adapted one-to-one for the machine side converter.
Fig. 2.21 shows the properties of the machine side converter in combination with the space
vector modulation, which result in the generation of the pulsed filter voltage uαrβr

l (in V)2.
Considering the dead-time Tu, the average value of the filter voltage uαrβr

l equals the filter
voltage reference ŭαrβr

l,ref . The time-delay uαrβr

l (t)= ŭαrβr

l,ref (t−Tu) between the filter voltage uαrβr

l

and its reference ŭαrβr

l,ref in the αrβr-reference frame results in an additional rotation between
the filter voltage udql and its reference ŭdql,ref (in V)2 in the arbitrarily dq-reference frame, i.e.
udql (t)=T−1

p (ϕkr,△(t))ŭdql,ref(t−Tu) with the angle difference ϕkr,△ (in rad). If the rotational speed
ωk(t)− ωr(t) is constant during the time interval t ∈ [t−Tu, t], the counter-clockwise rotation
ŭdql,ref(t−Tu)=Tp(ϕ′

kr,△(t))udql,ref(t−Tu) with estimated angle difference ϕ′
kr,△(t) :=(ωk(t−Tu)−ωr(t−

Tu))Tu (in rad) yields

udql (t) = udql,ref(t− Tu) (2.60)

with the rotated filter voltage udql and its reference udql,ref (in V)2.

Remark (R.2.12) For the controller design, grid-voltage orientation will be used for the ar-
bitrarily dq-reference frame. Accordingly, the d-axis is aligned with the grid voltage udqg and,
because of (R.2.5), the transformation rotational speed ωk equals the constant grid rotational
speed ωg, i.e. ωk = ωg = 2πfg pertains. Moreover, the high inertias θm and θb of the DFIM
and the gear box yield an (almost) constant electrical machine speed ωr during the time interval
t∈ [t−Tu, t]. Thus, the approximations (2.59) and (2.60) are reasonable.
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Figure 2.22: Three-phase equivalent circuit of the LCL filter.

2.2.5 LCL filter

This section presents the model of the LCL filter which connects the back-to-back converter
to the three-winding transformer (see Fig. 1.1 and Fig. 2.22). Due to the switching behavior
of the grid side converter (see Sec. 2.2.4), the LCL filter is fed by a pulsed voltage. Applying
this pulsed voltage directly to the three-winding transformer causes huge harmonics in the grid
current. This violates the ability to meet grid code requirements which become more and more
important for a stable grid operation [18]. Consequently, a filter to damp these harmonics is
inevitable. Compared to the conventional L-filter, the high-performance LCL filter features
several advantages:

• the LCL filter is cost-efficient and exhibits a compact size, since smaller inductances are
sufficient to achieve the same damping behavior [48],[121];

• an active damping of the resonance frequency of the LCL filter by an (intelligent) control
allows for an LCL filter design without additional lossy components. This guarantees a
highly efficient filtering [18];

• the LCL filter yields a better damping of the switching harmonics above the resonance
frequency of the LCL filter [46].

Besides these advantages, the LCL filter is fraught with a severe drawback: its resonance fre-
quency makes damping essential to assure a stable operation. This damping can be achieved
(i) passively by using additional lossy components—e.g. a damping resistor—or (ii) actively by
intelligent current control methods. [125]
Fig. 2.22 depicts the equivalent circuit of the LCL filter. Each phase a, b and c of the LCL filter
consists of the filter inductances Lf and Lg (both in H) with series resistances Rf and Rg (both
in Ω) respectively and the filter capacitance Ch (in F) with the voltage drop uabch (in V)3 and
series resistance Rh (in Ω).

Remark (R.2.13) Here, due to the active damping of the LCL filter‘s resonance frequency
(see Sec. 3.2.2), the resistance Rh functions only as parasitic resistance of the filter capacitance
Ch. Nevertheless, this model also considers a passively damped LCL filter with an additional
damping resistor. Therefor, the resistance Rh represents both the parasitic resistance of the
filter capacitance Ch and a possible damping resistor.
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The filter current iabcf —coming from the grid side converter—splits up into the filter current
iabch (in A)3, which flows through the filter capacitance Ch, and the grid current iabcg (in A)3,
which flows into the three-winding transformer with grid voltage uabcg . The LCL filter is fed
by the line-to-line voltage ua-b-cf , where its equivalent phase voltage uabcf is defined from the
corresponding clamp to the neutral point oh. In the following, it is assumed that

Assumption (A.2.13) The LCL filter has got an isolated star connection oh (see Fig. 2.22).
Accordingly, the sum of the currents through the filter capacitance Ch is zero, i.e. iah(t)+ibh(t)+
ich(t)=0.

Between the two isolated star connections oh and og of LCL filter and three-winding transformer,
the voltage uhg (in V) occurs. Then, applying Kirchhoff’s law to the equivalent circuit in Fig. 2.22
yields the LCL filter’s three-phase model

iabch (t) = iabcf (t) − iabcg (t) = Ch
d
dtu

abc
h (t)

uabcf (t) = Rf i
abc
f (t) + Ll

d
dti

abc
f (t) + uabch (t) +Rh

(
iabcf (t)−iabcg (t)

)

uabcg (t) = −Rgiabcg (t) − Lg
d
dti

abc
g (t) + uabch (t) +Rh

(
iabcf (t)−iabcg (t)

)
+ 13uhg(t)




. (2.61)

The use of Clarke’s transformation converts (2.40) to the stator-fixed s-reference frame, i.e.

ish(t) = TCi
abc
h (t) = TC

(
iabcf (t)−iabcg (t)

)
= TCCh

d
dtu

abc
h (t) = isf (t) − isg (t) = Ch

d
dtu

s
h(t)

usf (t) = TCu
abc
f (t) = TC

(
Rf i

abc
f (t) + Lf

d
dti

abc
f (t) + uabch (t) +Rh

(
iabcf (t)−iabcg (t)

))

= Rf i
s
f (t) + Lf

d
dti

s
f (t) + ush(t) +Rh

(
isf (t)−isg (t)

)

usg (t) = TCu
abc
g (t) = TC

(
−Rgiabcg (t)−Lg d

dti
abc
g (t)+uabch (t)+Rh

(
iabcf (t)−iabcg (t)

)
+13uhg(t)

)

= −Rgisg (t) − Lg
d
dti

s
g (t) + ush(t) +Rh

(
isf (t)−isg (t)

)
+
(

02
3kcκcuhg(t)

)





(2.62)

with the grid side currents isf , ish and isg (all in A)3, the filter usf and capacitance ush voltage
(both in V)3 and the grid voltage usg . Correspondingly, applying Park’s transformation to (2.62)
results in the LCL filter model in the arbitrarily k-reference frame

ikh(t) = T−1
P (ϕk)ish(t) = T−1

P (ϕk)
(
isf (t)−isg (t)

)
= ikf (t) − ikg (t)

= T−1
P (ϕk)Ch d

dt

(
TP(ϕk)ukh(t)

)
= Ch

d
dtu

k
h(t) + ωk(t)ChJ ′ukh(t)

ukf (t) = T−1
P (ϕk)usf (t) = T−1

P (ϕk)
(
Rf i

s
f (t) + Lf

d
dt

(
TP(ϕk)ikf (t)

)
+ ush(t) +Rh

(
isf (t)−isg (t)

))

= Rf i
k
f (t) + Lf

d
dti

k
f (t) + ωk(t)LfJ ′ikf (t) + ukh(t) +Rh

(
ikf (t)−ikg (t)

)

ukg (t) = T−1
P (ϕk)usg (t)

= T−1
P (ϕk)

(
−Rgisg (t)−Lg d

dt

(
TP(ϕk)ikg (t)

)
+ush(t)+Rh

(
isf (t)−isg (t)

)
+
(

02
3kcκcuhg(t)

))

= −Rgikg (t) − Lg
d
dti

k
g (t) − ωk(t)LgJ ′ikg (t) + ukh(t) +Rh

(
ikf (t)−ikg (t)

)
+
(

02
3kcκcuhg(t)

)





(2.63)

with the grid side currents ikf , ikh and ikg (all in A)3 and the voltages ukf , ukh and ukg (all in V)3
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of filter, capacitance and grid. Due to (A.2.13) and (2.8), the γ-components iγf , iγh and iγg of the
grid side currents ikf , ikh and ikg are zero, since the following holds22:

iγh(t) = kcκc
(
iah(t) + ibh(t) + ich(t)

)
= 0

and iγg (t) = kcκc
(
iag (t) + ibg(t) + icg(t)

)
= 0





⇔ iγf (t) = iγh(t) + iγg (t) = 0 . (2.64)

Applying (2.64) to (2.63) and considering uγg (t) = 0 (see (2.8)) gives the γ-components uγh and
uγf of the capacitance voltage ukh and filter voltage ukf as follows

uγh(t) = −3kcκcuhg(t) ,
d
dtu

γ
h(t) = 0 and uγf (t) = uγh(t) ⇔ uγf (t) = uγh(t) = constant . (2.65)

Consequently, all γ-components of the LCL filter do not contribute to its system dynamics.
Thus, only the dq-components are considered in the model of the LCL filter dynamics. Merging
(2.63), (2.64) and (2.65), the LCL filter dynamics are finally given by

d
dt



idqf (t)
idqg (t)
udqh (t)


 =




−Rf +Rh

Lf
I2 − ωk(t)J Rh

Lf
I2 − 1

Lf
I2

Rh
Lg
I2 −Rg+Rh

Lg
I2 − ωk(t)J 1

Lg
I2

1
Ch
I2 − 1

Ch
I2 −ωk(t)J






idqf (t)
idqg (t)
udqh (t)




+




1
Lf
I2

O2×2
O2×2


udqf (t) +



O2×2

− 1
Lg
I2

O2×2


udqg (t) (2.66)

with the filter current idqf and its initial value idqf,0 = idqf (0), the grid current idqg (in A)2 and its
initial value idqg,0 = idqg (0), the capacitance voltage udqh (in V)2 and its initial value udqh,0 =udqh (0),
the filter voltage udqf and the grid voltage udqg .

2.3 Holistic model of the wind turbine system

The previous sections of Ch. 2 presented the individual models of the mechanical components (see
Sec. 2.1) and the electrical components (see Sec. 2.2) of the wind turbine system. This section
will combine these models to one holistic model of the whole wind turbine system. Therefor,
Sec. 2.3.1 discusses the voltage interfaces between the electrical components and calculates the
voltage drops between the different neutral points. In Sec. 2.3.2, the holistic model of the wind
turbine system will be presented, where the electrical three-phase systems are described in the
dq-reference frame.

2.3.1 Relationships between the voltages of the electrical components

The stator of the DFIM is directly coupled to the three-winding transformer. By merging the
equivalent circuit of the DFIM (see Fig. 2.5) with the one of the three-winding transformer (see
Fig. 2.4), the grid voltages uabcg and ukg in abc- and k-reference frame are given by

uabcg (t) = uabcs (t) + 13usq(t)

⇒ ukg (t)=T−1
P (ϕk)TCuabcg (t)=T−1

P (ϕk)TC
(
uabcs (t)+13usq(t)

)
=uks (t)+

(
02

3kcκcusq(t)

)
, (2.67)

22In (2.8) the γ-component iγg of the grid current ikg has already been determined to zero.
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where usq (in V) is the voltage between the neutral points os and oq in Fig. 2.4. Since the γ-
components of both the stator voltage uks and grid voltage ukg are zero (see (2.25) and (2.8)),
i.e. uγs (t)=uγg (t)=0, due to (2.67), the following holds udqs (t)=udqg (t) and usq(t)=0.

The LC filter is connected to the rotor of the DFIM. In Fig. 2.17 and Fig. 2.5, the corresponding
equivalent circuits are illustrated. Combining these equivalent circuits gives the rotor voltages
uuvwr and ukr in uvw- and k-reference frame as follows

uuvwr (t) = uuvwc (t) +Rc
(
iuvwr (t) − iuvwl (t)

)− 13urc(t)
⇒ ukr (t)=T−1

P (ϕk−ϕr)TCuuvwr (t)=T−1
P (ϕk−ϕr)TC

(
uuvwc (t)+Rc

(
iuvwr (t)−iuvwl (t)

)−13urc(t)
)

= ukc (t) +Rc
(
ikr (t) − ikl (t)

)−
(

02
3kcκcurc(t)

)
, (2.68)

where urc (in V) is the voltage between the neutral points or and oc in Fig. 2.5 and Fig. 2.17,
respectively. Due to (2.25) and (2.45), the γ-components of the rotor voltage ukr , the rotor
current ikr and the filter current ikl are zero, i.e. uγr (t)=0 and iγr (t)= iγl (t)=0, such that (2.68)
simplifies to

udqr (t) = udqc (t) +Rc
(
idqr (t) − idql (t)

)
and urc(t) = 1

3kcκc
uγc (t) (2.46)= constant . (2.69)

The machine side converter links the DC-link of the back-to-back converter to the LC filter.
Merging their equivalent circuits as in Fig. 2.17 and Fig. 2.18, results in

uγl (t) =
(
0 0 1

)
TCu

uvw
l (t) =

(
0 0 1

)
TC (suvwl (t)ud(t) − 13ucd(t))

= kcκc
(
sul (t)+svl (t)+swl (t)

)
ud(t) − 3kcκcucd(t) = kcκc1⊤

3 s
uvw
l (t)ud(t) − 3kcκcucd(t) (2.70)

with ucd (in V) being the voltage between the neutral points oc and od in Fig. 2.17 and Fig. 2.18.
By recalling (2.46), in which the γ-components uγl and uγc of the filter voltage ukl and the
capacitance voltage ukc are given by uγl (t)=uγc (t)=constant, it follows:

ucd(t)
(2.70)= 1

31⊤
3 s

uvw
l (t)ud(t) − uγc

3kcκc
and urd(t)=urc(t)+ucd(t)

(2.69)=

∈
{

0,13 ,
2
3 ,1
}

︷ ︸︸ ︷
1
31⊤

3 s
uvw
l (t)ud(t) . (2.71)

Hence, the voltage urd (in V) between the neutral points or and od can exhibit the four values
ϵud with ϵ∈{0,13 ,

2
3 ,1}.

The grid side converter connects the LCL filter to the DC-link of the back-to-back converter.
Combining their equivalent circuits of Fig. 2.22 and Fig. 2.18 yields the γ-component uγf of the
filter voltage ukf as

uγf (t) =
(
0 0 1

)
TCu

abc
f (t) =

(
0 0 1

)
TC
(
sabcf (t)ud(t) + 13udh(t)

)

= kcκc
(
saf (t)+sbf (t)+scf (t)

)
ud(t) + 3kcκcudh(t) = kcκc1⊤

3 s
abc
f (t)ud(t) + 3kcκcudh(t) , (2.72)

where udh (in V) is the voltage between the neutral points od and oh in Fig. 2.18 and Fig. 2.22.
In (2.65), the relation uhg(t) = − 1

3kcκc
uγh(t) between the voltage uhg and the γ-component uγh of

the capacitance voltage ukh was derived. Moreover, (2.65) shows that uγf (t) = uγh(t) = constant
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pertains. Thus, by taking (2.72) into account, the following holds

udh(t) = −1
31⊤

3 s
abc
f (t)ud(t) + uγh

3kcκc
and udg(t) = udh(t) + uhg(t) = −

∈
{

0,13 ,
2
3 ,1
}

︷ ︸︸ ︷
1
31⊤

3 s
uvw
l (t)ud(t) . (2.73)

In accordance to urd, the voltage udg (in V) between the neutral points od and og can exhibit the
four values −ϵud with ϵ∈{0,13 ,

2
3 ,1}. Adding the two voltages urd and udg, because of (2.71) and

(2.73), the voltage urg (in V) between the neutral points or and og is given by

urg(t)=urd(t)+udg(t)= 1
31⊤

3
(
suvwl (t)−sabcf (t)

)
ud(t)=ν(t)ud(t) , ν(t)∈

{
0,±1

3 ,±2
3 ,±1

}
. (2.74)

2.3.2 Dynamics of the complete wind turbine system

This section merges the dynamics of mechanical and electrical components to obtain one holistic
model of the whole wind turbine system. In particular, these dynamics consider

(i) the extraction of the wind power by the turbine in (2.4),

(ii) the dynamics in (2.5) of the two-mass system, the gear box and the shafts of the turbine
and the machine,

(iii) the nonlinear DFIM model in (2.26),

(iv) the relation (2.27) of the nonlinear machine torque,

(v) the dynamics of the LC filter in (2.47),

(vi) the voltage model (2.54) of the machine side and the grid side converter,

(vii) the DC-link dynamics in (2.50),

(viii) the dynamics of the LCL filter in (2.66),

(ix) the correlation (2.67) between the stator voltage and the grid voltage and

(x) the voltage equation (2.69) for the rotor voltage.

Based on these equations, the state vector xwts, the input vector uwts and the disturbance vector
dwts can be defined as follows23

xwts :=
(
ωt, ϕz, ωm, i

dq
s , i

dq
r , i

dq
l ,u

dq
c , ud, i

dq
f , idqg ,u

dq
h

)⊤ ∈ R18 ,

uwts :=
(
βt, s

dq
l , s

dq
f

)⊤ ∈ R5 and dwts(t) :=
(
vw(t),udqg (t)

)⊤ ∈ R3



 . (2.75)

Then, the dynamics of the holistic model of the wind turbine system can be written as

d
dtxwts(t) = fwts

(
xwts,uwts,dwts(t)

)
, xwts(0) =: xwts,0 (2.76)

23In (2.75), the denotation Rι with ι∈{3, 5, 18} does not contain any information about the units of xwts, uwts
and dwts but only highlights their dimension. The units were introduced in the previous sections.
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with the initial value xwts,0 and the nonlinear function fwts. Considering all components as
described above in (i)–(x), the nonlinear function fwts is given by

fwts
(
xwts,uwts,dwts(t)

)
=




−dz
θt
ωt − cz

θt
ϕz + dz

gbθt
ωm + ρwπr2

t ct(t,βt,ωt)
2θtωt

vw(t)3 − mt,fr(ωt)
θt

ωt − 1
gb
ωm

dz
gb(θb+θm)ωt + cz

gb(θb+θm)ϕz − dz

g2
b

(θb+θm)ωm + 2nm
3k2

c (θb+θm)
(
idqr
)⊤
Jψdqr (idqs ,idqr ) − mm,fr(ωm)

θb+θm

[
Ldqs (idqs ,idqr ) Ldqm (idqs ,idqr )⊤
Ldqm (idqs ,idqr ) Ldqr (idqs ,idqr )

]−1( −Rsidqs − udqg (t) + ωkJψ
dq
s (idqs ,idqr )

Rci
dq
l −(Rr+Rc)idqr −udqc +(ωk−nmωm)Jψdqs (idqs ,idqr )

)

−
(
Rl+Rc

Ll
I2 + (ωk−nmωm)J

)
idql + 1

Ll
udqc + Rc

Ll
I2i

dq
r − 1

Ll
sdql ud

− 1
Cc
idql − (ωk−nmωm)Judqc + 1

Cc
idqr

2
3k2

c Cd

(
sdql
)⊤
idql − 2

3k2
c Cd

(
sdqf
)⊤
idqf

−
(
Rf +Rh

Lf
I2 + ωkJ

)
idqf + Rh

Lf
idqg − 1

Lf
udqh + 1

Lf
sdqf ud

Rh
Lg
idqf −

(
Rg+Rh

Lg
I2 + ωkJ

)
idqg + 1

Lg
udqh − 1

Lg
udqg (t)

1
Ch
idqf − 1

Ch
idqg − ωkJu

dq
h




(2.77)

and, eventually, in combination with (2.75) and (2.76), represents the holistic model of the whole
wind turbine system.

2.4 Power flow

This section investigates the power flow based on the holistic model of the wind turbine system
presented in Sec. 2.3.2. The exchanges of power with the intrinsic energy storages (e.g. char-
ging/discharging of the DC-link capacitor, speed-up/-down of the turbine and machine shaft)
are considered as well as the power losses (e.g. in the resistances). In [5], the dynamic power
flow has already been published for a less complex model. The enhancements of the derived
power flow in this section compared to the one in [5] are the following: (a) the two-mass system
is considered, (b) the nonlinear DFIM model is used instead of the simple linear model, (c) the
additional LC filter is integrated and (d) the more complicated LCL filter is utilized instead of
a simple L-filter.
Fig. 2.23 depicts a typical wind speed profile, which varies over time24. This characteristic
motivates the dynamic power flow, since it is essential for the modeling to take these fluctuations
into account. As mentioned in [5], in general, the dynamic power flow causes the following
benefits:

- it yields a deep understanding of the interacting components of the wind turbine system;

- the knowledge of the power losses makes a detailed efficiency analysis possible;

- the potentials of the intrinsic energy storages can be investigated precisely;
24For the provided wind data profile, the author would like to thank the contributing organizations of the

FINO-Project: Bundesministerium für Umwelt, Naturschutz, Bau und Reaktorsicherheit (BMUB), Projektträ-
ger Jülich (PTJ)/Forschungszentrum Jülich GmbH, Bundesamt für Seeschifffahrt und Hydrographie (BSH) and
DEWI GmbH.
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Figure 2.23: Realistic wind speed profile.

- the operation of the wind turbine system (e.g. control strategies) can be optimized regar-
ding e.g. cost efficiency or loss reduction.

Therefor, Sec. 2.4.1 discusses the dynamic power flow in detail. To highlight important properties
of the wind turbine system in stationary operation, in Sec. 2.4.2, this dynamic power flow is
simplified to the stationary power flow.

2.4.1 Dynamic power flow

This section presents the dynamic power flow starting from the wind power pw and ending in
the power pn (in W), which is fed to the grid.

Remark (R.2.14) To simplify the readability of this section, the arguments of the upcoming
power definitions are restricted to time t.

The turbine extracts power from the wind, such that the wind power pw splits up into the the
turbine power

pt(t)
(2.1),(2.3)= pw(t) −

=:pt,lo(t)︷ ︸︸ ︷
(1 − ct(t, βt, ωt))

1
2ρwπr

2
t vw(t)3 = pw(t) − pt,lo(t) (2.78)

and the power “loss” pt,lo (in W) remaining in the wind25. To model the power flow through
the further mechanical components, i.e. the two-mass system, the gear box and the shafts of
the turbine and the machine, the dynamics in (2.5) are considered. A multiplication of the first
row of (2.5) by θtωt results in

θtωt(t)
d
dtωt(t)=−dzωt(t)2−czϕz(t)ωt(t)+ dz

gb
ωm(t)ωt(t)+mt(t, βt, ωt)ωt(t)−mt,fr(ωt)ωt(t) (2.79)

and, accordingly, a multiplication of the third row of (2.5) by (θb+θm)ωm yields

(θb + θm)ωm(t) d
dtωm(t) = dz

gb
ωt(t)ωm(t) + cz

gb
ϕz(t)ωm(t) − dz

g2
b

ωm(t)2

−mm(idqs , idqr )ωm(t) −mm,fr(ωm)ωm(t) . (2.80)
25Clearly, the power pt,lo can not be regarded as a “real” loss, since it is theoretically impossible for the turbine,

to extract the entire power out of the wind.
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Adding (2.79) and (2.80) gives

θtωt(t)
d
dtωt(t) + (θb + θm)ωm(t) d

dtωm(t)

= −dzωt(t)2 + 2dz
gb
ωt(t)ωm(t) − dz

g2
b

ωm(t)2 − czϕz(t)ωt(t) + cz
gb
ϕz(t)ωm(t)

−mm(idqs , idqr )ωm(t) −mm,fr(ωm)ωm(t) +mt(t, βt, ωt)ωt(t) −mt,fr(ωt)ωt(t) . (2.81)

By using (a) the binomial theorem (see e.g. [116]) and (b) the relation d
dtϕz(t)=ωt(t)−ωm(t)

gb
(cf.

Sec. 2.1), (2.81) simplifies to
=:pm(t)︷ ︸︸ ︷

mm(idqs , idqr )ωm(t) =

=pt(t)︷ ︸︸ ︷
mt(t, βt, ωt)ωt(t) −

=:pt,fr(t)︷ ︸︸ ︷
mt,fr(ωt)ωt(t) −

=:pθt
(t)︷ ︸︸ ︷

θtωt(t)
d
dtωt(t) −

=:pcz (t)︷ ︸︸ ︷
czϕz(t)

d
dtϕz(t)

−dz
(
ωt(t)−ωm(t)

gb

)2

︸ ︷︷ ︸
=:pdz (t)

−(θb+θm)ωm(t) d
dtωm(t)

︸ ︷︷ ︸
=:pθm (t)

−mm,fr(ωm)ωm(t)
︸ ︷︷ ︸

=:pm,fr(t)

. (2.82)

Consequently, the mechanical machine power pm (in W) is composed by the turbine power pt
minus (i) the power losses of the turbine friction pt,fr, the damping pdz and the machine friction
pm,fr (all in W) and (ii) the power exchanges with the turbine shaft pθt , the two-mass stiffness
pcz and the machine shaft pθm (all in W). Summarizing (2.82), the dynamic power flow of the
mechanical system leads to

pm(t) = pt(t) − pt,fr(t) − pθt(t) − pcz (t) − pdz (t) − pθm(t) − pm,fr(t) . (2.83)

In the following, the dynamic power flow of the electrical system is derived. Starting with the
DFIM, due to (A.20) and (2.26), the sum of the stator power ps and the rotor power pr (both
in W) is given by

ps(t) + pr(t)

= 2
3k2
c

idqs (t)⊤udqs (t) + 2
3k2
c

idqr (t)⊤udqr (t)

= 2
3k2
c

idqs (t)⊤
(

−Rsidqs (t) −Ldqs (idqs , idqr ) d
dti

dq
s (t) −Ldqm (idqs , idqr )⊤ d

dti
dq
r (t) + ωk(t)Jψdqs (idqs , idqr )

)

+ 2
3k2
c

idqr (t)⊤
(
−Rridqr (t)−Ldqr (idqs ,idqr ) d

dti
dq
r (t)−Ldqm (idqs ,idqr ) d

dti
dq
s (t)+(ωk(t)−ωr(t))Jψdqr (idqs ,idqr )

)

= 2
3k2
c

ωk(t)idqs (t)⊤Jψdqs (idqs , idqr ) + 2
3k2
c

(ωk(t) − ωr(t)) idqr (t)⊤Jψdqr (idqs , idqr )
︸ ︷︷ ︸

=:pm(t)

− 2
3k2
c

Rs
∥∥∥idqs (t)

∥∥∥
2

︸ ︷︷ ︸
=:pRs (t)

− 2
3k2
c

Rr
∥∥∥idqr (t)

∥∥∥
2

︸ ︷︷ ︸
=:pRr (t)

− 2
3k2
c

idqs (t)⊤Ldqs (idqs , idqr ) d
dti

dq
s (t)

︸ ︷︷ ︸
=:pLs (t)

− 2
3k2
c

idqr (t)⊤Ldqr (idqs , idqr ) d
dti

dq
r (t)

︸ ︷︷ ︸
=:pLr (t)

− 2
3k2
c

idqs (t)⊤Ldqm (idqs , idqr )⊤ d
dti

dq
r (t)

︸ ︷︷ ︸
=:pLsr (t)

− 2
3k2
c

idqr (t)⊤Ldqm (idqs , idqr ) d
dti

dq
s (t)

︸ ︷︷ ︸
=:pLrs (t)

= pm(t) − pRs(t) − pRr (t) − pLs(t) − pLr (t) − pLsr (t) − pLrs(t) . (2.84)

Hence, the mechanical machine power pm splits up into (i) the stator power ps, (ii) the rotor
power pr, (iii) the losses pRs and pRr (both in W) in the stator resistance Rs and in the rotor
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resistance Rr and (iv) the variations pLs , pLr , pLsr and pLrs (all in W) of the stored magnetic
energy in the stator inductance Ldqs , the rotor inductance Ldqr and the coupling inductance Ldqm ,
respectively. Since the stator is directly coupled to the three-winding transformer, the stator
power ps flows directly to the three-winding transformer.
In view of (2.82) and (2.84), the machine torque mm(idqs , idqr ) can be calculated, which is only a
function of the stator current idqs and the rotor current idqr . It is given by

mm(idqs , idqr ) (2.82)= pm(idqs , idqr , ωm)
ωm(t)

(2.84)= −2nm
3k2
c

idqr (t)⊤Jψdqr (idqs ,idqr )+ 2
3k2
c

ωk(t)
ωm(t)

!=0︷ ︸︸ ︷(
idqs (t)⊤Jψdqs (idqs ,idqr )+idqr (t)⊤Jψdqr (idqs ,idqr )

)
(2.85)

and, since mm(idqs , idqr ) does not depend on the machine rotational speed ωm>0, the highlighted
bracket in (2.85) must be zero26. Consequently, the following must hold

idqs (t)⊤Jψdqs (idqs , idqr ) = −idqr (t)⊤Jψdqr (idqs , idqr ) . (2.86)

By inserting (2.86) into (2.84), the machine power pm and the machine torque mm (cf. (2.27)
in Sec. 2.2.2.1) result in

pm(t)=ωm(t)mm(idqs ,idqr )=ωm(t) 2
3k2
c

nmi
dq
s (t)⊤Jψdqs (idqs ,idqr )=−ωm(t) 2

3k2
c

nmi
dq
r (t)⊤Jψdqr (idqs ,idqr )

⇔ mm(idqs , idqr ) = 2
3k2
c

nmi
dq
s (t)⊤Jψdqs (idqs , idqr ) = − 2

3k2
c

nmi
dq
r (t)⊤Jψdqr (idqs , idqr ) . (2.87)

Remark (R.2.15) Due to (A.2.5), hysteresis effects and eddy currents are neglected in the
nonlinear DFIM model. If (A.2.5) does not hold, the machine torque mm can not be calculated
as in (2.87).

The power balance in the LC filter is given as follows: Due to (2.43), (2.44), (2.69) and (A.20),
the rotor power pr can be calculated as

pr(t)
(A.20)= 2

3k2
c

idqr (t)⊤udqr (t) (2.43),(2.69)= 2
3k2
c

(
idql (t) + idqc (t)

)⊤ (
udqc (t) +Rci

dq
c (t)

)

= 2
3k2
c

udqc (t)⊤idqc (t) + 2
3k2
c

udqc (t)⊤idql (t) + 2
3k2
c

Rc
∥∥∥idqc (t)

∥∥∥
2

+ 2
3k2
c

Rci
dq
c (t)⊤idql (t)

(2.43),(2.44)= 2
3k2
c

udqc (t)⊤
(
Cc

d
dtu

dq
c (t) + (ωk(t) − ωr(t))CcJudqc (t)

)⊤

+ 2
3k2
c

(
−Rcidqc (t)+Rlidql (t)+Ll

d
dti

dq
l (t)+(ωk(t)−ωr(t))LlJidql (t)+udql (t)

)⊤
idql (t)

+ 2
3k2
c

Rc
∥∥∥idqr (t) − idql (t)

∥∥∥
2

+ 2
3k2
c

Rci
dq
c (t)⊤idql (t)

=

=:pCc (t)︷ ︸︸ ︷
2

3k2
c

Ccu
dq
c (t)⊤ d

dtu
dq
c (t) +

=:pRc (t)︷ ︸︸ ︷
2

3k2
c

Rc
∥∥∥idqr (t) − idql (t)

∥∥∥
2

+

=:pRl
(t)

︷ ︸︸ ︷
2

3k2
c

Rl
∥∥∥idql (t)

∥∥∥
2

+ 2
3k2
c

Lli
dq
l (t)⊤ d

dti
dq
l (t)

︸ ︷︷ ︸
=:pLl

(t)

+ 2
3k2
c

udql (t)⊤idql (t)
︸ ︷︷ ︸

=:pl(t)

. (2.88)

26Otherwise, for a constant stator current idq
s and rotor current idq

r , a variation of the machine rotational speed
ωm would cause a change of the machine torque mm(idq

s , idq
r ), which is a contradiction.
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Hence, the rotor power pr results from the addition of (i) the filter losses pRc and pRl
(both in

W) in the filter resistances Rc and Rl respectively, (ii) the powers pCc and pLl
(both in W), which

express the charging/discharging of the filter capacitance Cc and the filter inductance Ll and
(iii) the power pl (in W) flowing from the LC filter to the machine side converter. Summarizing
(2.88), the power balance in the LC filter can be written as

pl(t) = pr(t) − pRc(t) − pRl
(t) − pCc(t) − pLl

(t) . (2.89)

The power exchange pCd
(in W) in the DC-link capacitance Cd is given by

pCd
(t) = Cdud(t)

d
dtud(t)

(2.50)= 2
3k2
c

idql (t)⊤ sdql (t)ud(t)︸ ︷︷ ︸
(2.54)

= udq
l

(t)

− 2
3k2
c

idqf (t)⊤ sdqf (t)ud(t)︸ ︷︷ ︸
(2.54)

= udq
f

(t)

(A.20)= pl(t) − pf (t)

(2.90)

and thus, yields the power flow through the back-to-back converter. The power pl coming from
the LC filter splits up into the power exchange pCd

in the DC-link capacitance Cd and the power
pf (in W) flowing from the grid side converter to the LCL filter. Since the DC-link is modeled by
a the DC-link capacitance Cd and (A.2.12) is supposed to hold true, the back-to-back converter
is lossless27.
The power pg (in W), which flows from the LCL filter to the three-winding transformer, results
from the power balance of the LCL filter, which is given by

pg(t)
(A.20)= 2

3k2
c

udqg (t)⊤idqg (t)

(2.63)= 2
3k2
c

(
−Rgidqg (t) − Lg

d
dti

dq
g (t) − ωk(t)LgJidqg (t) + udqh (t) +Rhi

dq
h (t)

)⊤
idqg (t)

(2.63)= − 2
3k2
c

Rg
∥∥∥idqg (t)

∥∥∥
2

− 2
3k2
c

Lgi
dq
g (t)⊤ d

dti
dq
g (t) − 2

3k2
c

Rh
∥∥∥idqh (t)

∥∥∥
2

− 2
3k2
c

udqh (t)⊤idqh (t)

+ 2
3k2
c

Rhi
dq
h (t)⊤idqf (t) + 2

3k2
c

udqh (t)⊤idqf (t)

(2.63)= − 2
3k2
c

Rg
∥∥∥idqg (t)

∥∥∥
2

− 2
3k2
c

Lgi
dq
g (t)⊤ d

dti
dq
g (t) − 2

3k2
c

Rh
∥∥∥idqf (t) − idqg (t)

∥∥∥
2

− 2
3k2
c

udqh (t)⊤
(
Ch

d
dtu

dq
h (t) + ωk(t)ChJudqh (t)

)
+ 2

3k2
c

Rhi
dq
h (t)⊤idqf (t)

+ 2
3k2
c

(
−Rf idqf (t) − Lf

d
dti

dq
f (t) − ωk(t)LfJidqf (t) + udqf (t) −Rhi

dq
h (t)

)⊤
idqf (t)

=

=:pf (t)︷ ︸︸ ︷
2

3k2
c

udqf (t)⊤idqf (t) −

=:pRf
(t)

︷ ︸︸ ︷
2

3k2
c

Rf
∥∥∥idqf (t)

∥∥∥
2

−

=:pRh
(t)

︷ ︸︸ ︷
2

3k2
c

Rh
∥∥∥idqf (t) − idqg (t)

∥∥∥
2

−

=:pRg (t)
︷ ︸︸ ︷

2
3k2
c

Rg
∥∥∥idqg (t)

∥∥∥
2

− 2
3k2
c

Lf i
dq
f (t)⊤ d

dti
dq
f (t)

︸ ︷︷ ︸
=:pLf

(t)

− 2
3k2
c

Chu
dq
h (t)⊤ d

dtu
dq
h (t)

︸ ︷︷ ︸
=:pCh

(t)

− 2
3k2
c

Lgi
dq
g (t)⊤ d

dti
dq
g (t)

︸ ︷︷ ︸
=:pLg (t)

= pf (t) − pRf
(t) − pLf

(t) − pRh
(t) − pCh

(t) − pRg (t) − pLg (t) . (2.91)

Accordingly, the power pg is composed by the power pf—flowing from the grid side converter

27A standard back-to-back converter reaches an efficiency factor of about 98 %. Thus, this simplified model is
reasonable. A detailed analysis of switching and conduction losses is explained in [126].
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into the LCL filter—minus (i) the filter losses pRf
, pRh

and pRg (all in W) in the filter resistances
Rf , Rh and Rg, respectively and (ii) the variations pCh

, pLf
and pLg (all in W) of the stored

energy in the filter capacitance Ch and in the filter inductances Lf and Lg respectively.
Finally, the sum pn (in W) of the stator power ps and the power pg coming from the LCL filter,
i.e.

pn(t) = ps(t) + pg(t) , (2.92)

flows through the point of common coupling into the three-winding transformer and feeds the
power grid.
Fig. 2.24 summarizes the dynamic power flow ((2.78) to (2.92)). The wind turbine system
consists of thirteen energy storages, which feature a bi-directional power flow. The overall
power exchange psto (in W) by the energy storages is given by

psto(t) =
mechanical storages︷ ︸︸ ︷

pθt(t) + pcz (t) + pθm(t) +
capacitive storages︷ ︸︸ ︷

pCc(t) + pCd
(t) + pCh

(t)
+ pLs(t) + pLr (t) + pLsr (t) + pLrs(t) + pLl

(t) + pLf
(t) + pLg (t)

︸ ︷︷ ︸
inductive storages

. (2.93)

Moreover, there occur mechanical and resistive losses in the components of the modeled
wind turbine system. The aggregated power loss plo (in W) is obtained by

plo(t) =
mechanical losses︷ ︸︸ ︷

pt,lo(t) + pt,fr(t) + pdz (t) + pm,fr(t)
+ pRs(t) + pRr (t) + pRc(t) + pRl

(t) + pRf
(t) + pRh

(t) + pRg (t)
︸ ︷︷ ︸

resistive losses

, (2.94)

such that—by considering (2.93) and (2.94)—eventually, (2.92) can be rewritten as

pn(t) = pw(t) − plo(t) − psto(t) . (2.95)

Remark (R.2.16) The derived dynamic power flow is based on the modeled wind turbine sy-
stem in Ch. 2. Therein, model assumptions have been imposed (e.g. the ideal behavior of the
converter’s semi-conductors in (A.2.12)), so that several losses in the wind turbine system are
not considered, such as: (a) losses in the gear box, (ii) iron losses in the DFIM or (iii) switching
and conduction losses in the machine side and grid side converter.

2.4.2 Stationary power flow

In this section, the dynamic power flow of Sec. 2.4 is simplified to the stationary power flow28.
To achieve a stationary operation, all time-derivatives of the holistic model dynamics (2.76) of
the wind turbine system must be zero, i.e.

d
dtx

⋆
wts(t) := fwts

(
x⋆wts,u

⋆
wts,d

⋆
wts
)

= 018 , (2.96)

28Again, as in Sec. 2.2.2, all quantities are marked with an additional ⋆ when they operate in the equilibrium
of the steady-state operation.

54



2.4. POWER FLOW

source: wind power pw = 1
2 ρwπr2

t v3
w

sink: power feed to the grid

turbine

turbine shaft

two-mass system
and gear box

machine shaft

statorrotor

LC filter

back-to-back
converter

LCL filter
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induction machine

turbine inertia
pθt = θtωt
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Figure 2.24: Dynamic power flow within a wind turbine system with doubly-fed induction machine.
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where the state vector x⋆wts, the input vector u⋆wts and the disturbance vector d⋆wts are given by

x⋆wts :=
(
ω⋆t , ϕ

⋆
z , ω

⋆
m, (idq⋆s )⊤,(idq⋆r )⊤,(idq⋆l )⊤,(udq⋆c )⊤,u⋆d, (i

dq⋆
f )⊤,(idq⋆g )⊤,(udq⋆h )⊤

)⊤ ∈R18 ,

u⋆wts :=
(
β⋆t , (s

dq⋆
l )⊤, (sdq⋆f )⊤

)⊤ ∈ R5 and d⋆wts :=
(
v⋆w, (udq⋆g )⊤

)⊤ ∈ R3



 . (2.97)

Remark (R.2.17) Clearly, due to the switching behavior of the machine side and grid side
converter (see Sec. 2.2.4), a steady-state operation over time can only exist on average.

In (R.2.4), it is explained that a transformation rotational speed ωk ̸= ωg yields an oscillating
grid voltage udqg , which violates a stationary operation. Consequently, the following must hold:

Condition (C.2.1) To accomplish a stationary operation, the transformation rotational speed
ω⋆k must equal the constant grid rotational speed ω⋆g , i.e. ω⋆k =ω⋆g .

The steady-state dynamics (2.96) of the wind turbine system result in the stationary power
flow, where all time-derivatives are zero. Hence, there exist no power exchanges with the energy
storages in Fig. 2.24, i.e.

p⋆sto =p⋆θt
=p⋆cz =p⋆θm

=p⋆Cc
=p⋆Cd

=p⋆Ch
=p⋆Ls

=p⋆Lr
=p⋆Lsr

=p⋆Lrs
=p⋆Ll

=p⋆Lf
=p⋆Lg

=0 . (2.98)

Considering (2.94), (2.95) and (2.98)—and additionally taking (C.2.1) into account—yields the
stationary power flow as follows

p⋆n
(2.95),(2.98)= p⋆w−p⋆lo

(2.94)= p⋆w−p⋆t,lo−p⋆t,fr−p⋆dz
−p⋆m,fr−p⋆Rs

−p⋆Rr
−p⋆Rc

−p⋆Rl
−p⋆Rf

−p⋆Rh
−p⋆Rg

. (2.99)

Two important modes of the steady-state operation are (i) the super-synchronous operation and
(ii) the sub-synchronous operation, which can be explained by means of the mechanical machine
power p⋆m. Since in wind turbine systems the machine constantly operates in generator mode,
the machine torque m⋆

m is positive29, i.e. m⋆
m > 0. Accordingly, for the mechanical machine

power p⋆m, the following holds:

p⋆m = ω⋆mm
⋆
m

(2.86),(2.87)=

>0︷︸︸︷
ω⋆g
nm

=m⋆
m>0︷ ︸︸ ︷

2
3k2
c

nm(idq⋆s )⊤Jψdq⋆s

︸ ︷︷ ︸
power flow through the stator

+
(
ω⋆m − ω⋆g

nm

)
=m⋆

m>0︷ ︸︸ ︷
2

3k2
c

nm(idq⋆r )⊤J⊤ψdq⋆r

︸ ︷︷ ︸
power flow through the rotor

. (2.100)

Consequently, while the stator of the DFIM steadily feeds power to the three-winding trans-
former, the direction of the power flow over the rotor of the DFIM depends on the difference
ω⋆m− ω⋆

g

nm
. This leads to the two following operation modes30:

(i) super-synchronous operation, i.e. ω⋆m >
ω⋆

g

nm
: The power flows from the rotor into the

three-winding transformer (power is injected to the three-winding transformer).

(ii) sub-synchronous operation, i.e. ω⋆m <
ω⋆

g

nm
: The power flows from the three-winding

transformer into the rotor (power is drawn from the three-winding transformer).

29To be more accurate, the generator mode yields a positive mechanical machine power p⋆
m>0, which—because

of the definition of the machine rotational speed ω⋆
m>0—results in the positive machine torque m⋆

m>0.
30In [127] the same definitions as here are presented, while [5] additionally considers copper losses in the

definitions of super-synchronous and sub-synchronous operation mode.
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Chapter 3

Control of wind turbine systems
with doubly-fed induction machine

This chapter presents the control of the wind turbine system based on its holistic model (2.76).
The main functions of the control are the following:

• to rapidly and accurately realize the tasks of the operation management,

• to guarantee a safe and stable operation of the wind turbine system,

• to ensure the targets of the grid code requirements.

Fig. 3.1 depicts the (simplified) overview of the control structure of the considered wind turbine
system. The upper part shows the components of the wind turbine system:

- mechanical components: turbine, two-mass system, gear box,

- electrical components: DFIM, (optional) LC filter, back-to-back converter, LCL filter,
point of common coupling, three-winding transformer, transmission line and grid.

Remark (R.3.1) Only few publications (e.g. [69,81–84]) consider the additional LC filter,
while the most publications couple the DFIM directly to the machine side converter. To cover
both options with and without LC filter, control strategies for both cases are designed in this
chapter.

For the measurements of the wind turbine system, here, the following assumption is imposed:

Assumption (A.3.1) Except for the machine torque mm
31, all relevant quantities are available

for feedback. Tab. 3.1 summarizes these quantities.

While the sensors send the measurement signals to the real-time system32, the other way around,
the space vector modulations apply the switching vectors suvwl (or suvwr ) and sabcf to the machine
side and grid side converter, respectively. Moreover, the real-time system outputs a signal to
adjust the pitch angle βt.
The operation management defines the control objectives and thus, generates the reference
values for the control. In particular, these are the references of the machine rotational speed
ωm,ref (in rad

s ), the stator reactive power qs,ref (in var), the DC-link voltage ud,ref (in V) and the
q-component iqg,ref (in A) of the grid current.

31As already mentioned in Sec. 2.2.2.3, a torque sensor is very expensive and thus, rarely implemented.
32Here, the well-known dSpace real-time system is used.
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Figure 3.1: Overview of a wind turbine system with doubly-fed induction machine and its control.
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description symbols & values with unit
measured mechanical quantities

pitch angle βt (in °)
turbine angle and rotational speed ϕt (in rad) and ωt (in rad

s )
machine angle and rotational speed ϕm (in rad) and ωm (in rad

s )
measured electrical machine side quantities

stator current and line-to-line voltage iabcs (in A)3 and ua-b-cs (in V)3

rotor current iuvwr (in A)3

filter current and line-to-line voltage iuvwl (in A)3 and uu-v-w
c (in V)3

DC-link measurement
DC-link voltage ud (in V)

measured electrical grid side quantities
filter current and line-to-line voltage iabcf (in A)3 and ua-b-ch (in V)3

grid current and line-to-line voltage iabcg (in A)3 and ua-b-cg (in V)3

Table 3.1: Measured quantities in a wind turbine system with doubly-fed induction machine.

The control itself splits up into two parts: (i) the control of the mechanical quantities and (ii) the
control of the electrical quantities. The mechanical part consists of the speed controller for
the machine rotational speed ωm and the pitch controller for the pitch angle βt. Depending
on the operation regime (for details see [14, 128, 129]), the speed control is either accomplished
via the machine torque mm or via the pitch angle βt. The two relevant operation regimes can
be described as follows33:

(a) maximum power point tracking: The goal is to extract the maximum power from the
wind, i.e. the turbine must work in the maximal power coefficient cp,opt (see Sec. 2.1 and
Fig. 2.2). Due to (2.2), the pitch controller adjusts the pitch angle βt to its optimal value,
i.e. βt,ref =βt,opt (both in °), and the speed controller yields the machine torque reference
mm,ref (in Nm) in a way, so that ωm=vwλt,opt pertains34.

(b) rated operation: This regime limits the machine power pm to its rated power pm,nom (in
W). Therefor, the speed controller adjusts (via the pitch controller) the machine rotational
speed ωm to its rated value ωm,nom (in rad

s ), i.e. ωm,ref =ωm,nom, and the torque controller
receives the nominal machine torque mm,nom (in Nm) as reference, i.e. mm,ref =mm,nom.

The controller designs of the mechanical quantities herein do not differ from the ones in literature.
Since many publications (e.g. [13],[14]) already explained those in detail, this work does not
investigate the mechanical control part35.
Instead, the focus is on the controller designs of the electrical quantities. Because of the de-
veloped nonlinear model of the DFIM, the commonly used control strategies for the machine
side are not feasible anymore (cf. Sec. 2.2.2.6). Moreover, the special challenges on the grid
side control, which are explained explicitly in Sec. 3.2, also require new control strategies for the
grid side of the wind turbine system. Hence, novel controller designs must be originated both

33The transition between the two regimes is illustrated by the switch Sω. Clearly, the real implementation of
the transition is much more complicated and can e.g. be found in [14].

34Most often, the wind speed vw is not measured and thus, vw is not available for feedback. Therefor, the
nonlinear speed controller as in [111] is commonly implemented to guarantee the relation ωm =vwλt,opt.

35For this reason, Fig. 3.1 depicts the mechanical part of the control in gray.
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for the machine side and for the grid side of the wind turbine system. For these new controller
designs, the dq-reference frame will be grid voltage oriented. Because of (C.2.1), in this way,
non-oscillating quantities can be achieved, which allows for using standard control methods (e.g.
PI controllers). In accordance with Fig. 3.1, the controls of the electrical quantities and their
respective tasks are the following:

• feed-forward torque control : The torque controller needs to adjust the machine
torque reference mm,ref . Depending on the operation regime, it must either comply with
the reference trajectories of the speed control’s output or cause the machine torque to keep
its rated value mm,nom. Since the measurement of the machine torque mm is not available,
only a feed-forward control is possible.

• stator reactive power control : To assure a stable grid operation, the wind turbine
system needs to support the grid by supplying reactive power. The task of the stator
reactive power control is to guarantee that the stator of the DFIM feeds the three-winding
transformer with the reactive power qs=qs,ref .

• DC-link voltage control : The machine side and the grid side converter in combina-
tion with the corresponding space vector modulation generate the filter voltages udql (or
udqr ) and udqf , respectively. To ensure a proper generation of these voltages, the DC-link
voltage must keep its (constant) reference value, i.e. ud=ud,ref .

• Rotor current control : The rotor current idqr is used to realize the targets for the
machine torque mm (d-component) and for the stator reactive power qs (q-component).
Its controller outputs the reference filter voltage ŭαrβr

l,ref,sat (or ŭαrβr

r,ref,sat) (both in V2), which
is applied to the machine side space vector modulation36.

• Grid side current control : This control needs (i) to adjust the reference idf,ref (in
A) of the filter current idf , which is the control variable for DC-link voltage control37 and
(ii) to make sure that the q-component iqg of the grid current follows its reference iqg,ref =0
(in A). The output of the grid side current control is the filter voltage reference ŭαβf,ref,sat
(in V2), which is applied to the grid side space vector modulation38.

Remark (R.3.2) The reactive power qg (in var), which flows from the LCL filter into the
three-winding transformer, is given by qg(t) = 2

3k2
c
udqg (t)⊤Jidqg (t) = − 2

3k2
c
ûg(t)iqg (t) (see [123],

therein with kc = 2
3). Consequently, the LCL filter does not feed any reactive power to the

three-winding transformer, when the q-component iqg of the grid current is adjusted to zero, i.e.
iqg = 0 ⇔ qg = 0. This allows for an reduced size of the grid side converter, which saves costs
regarding the purchase of the back-to-back converter. The drawback of controlling iqg to zero is,
that this “degree of freedom" can not be used for different objectives; e.g. an injection of a non-
zero reactive power qg could ease the targets for the reactive power demand qs,ref of the stator 39.
Then, an analysis of the power flow (see Sec. 2.4) might result in potentials to avoid resistive
losses, which would lead to a less costly operation of the wind turbine system.

36The filter voltage ŭαrβr
l,ref,sat equals the filter voltage ŭαrβr

l,ref in Fig. 2.21 (see Sec. 2.2.4), but with an additional
saturation, which is defined in Sec. 3.3.2.1.

37To use the filter current idf as control variable instead of the grid current idg is motivated in Sec. 3.2.
38The filter voltage ŭαβ

f,ref,sat equals the filter voltage ŭαβ
f,ref in Fig. 2.20 (see Sec. 2.2.4), but with an additional

saturation, which is defined in Sec. 3.2.2.2.
39The overall reactive power qn (in var), which the wind turbine system injects via the three-winding transformer

to the grid, is given by qn(t)=qs(t)+qg(t).
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3.1. PHASE-LOCKED LOOP (PLL)

In the following sections, the new controller designs of the electrical quantities will be presented.
First, Sec. 3.1 discusses the implemented phase-locked loop (PLL), which is necessary to trans-
form the measurements of the electrical quantities (see Tab. 3.1) into the grid voltage oriented
dq-reference frame. Sec. 3.2 presents the grid side control, where in Sec. 3.2.1 the implementa-
tion of the grid side at the laboratory test-bench is introduced. Sec. 3.2.2 describes the grid
side current controller design. Based on this current controller, the DC-link voltage control is
derived in Sec. 3.2.3. The machine side control is explained in Sec. 3.3 and consists of four parts:
(a) the implementation of the machine side at the test-bench (Sec. 3.3.1), (b) the rotor current
controller design without LC filter (Sec. 3.3.2) and (c) with LC filter (Sec. 3.3.3) and (d) the
control of the machine torque and the stator reactive power, which is presented in Sec. 3.3.4.

3.1 Phase-locked loop (PLL)

The phase-locked loop (PLL) is utilized to extract (i) the grid angle ϕg, (ii) the grid rotational
speed ωg and (iii) the grid voltage udqg from the measured line-to-line grid voltage ua-b-cg . The PLL
is a well-known method and there exist many different implementations (see e.g. [130],[131]).
Here, the used PLL is taken from [111]. Its strategy is illustrated in Fig. 3.2.

T−1
ltl Tc T−1

p

(
φ̌g
)
uαβg

ǔqg∥∥∥ǔdqg
∥∥∥

ua-b-cg uαβg ǔdqg
ǔqg

kp,pll ki,pll

ωg,ff
ω̌g

φ̌g

ǔdg
control error controller

Figure 3.2: Phase-locked loop (PLL) for the grid voltage oriented dq-reference frame (illustration is based
on Fig. 24.15 in [111]).

By means of the inverse line-to-line matrix T−1
ltl and Clarke’s transformation matrix Tc, the

measured line-to-line grid voltage ua-b-cg is transformed into the stator-fixed αβ-reference frame.
Applying the inverse Park transformation matrix T−1

p —with the estimated grid angle ϕ̌g (in
rad) as its argument—to the grid voltage uαβg yields the estimated grid voltage ǔdqg (in V)2 in
grid voltage orientation. Obviously, if the estimated grid angle ϕ̌g equals the real grid angle ϕg,
i.e. ϕ̌g =ϕg, an ideal grid voltage orientation is achieved. To realize this goal, the PI controller
in Fig. 3.2 adjusts the q-component ǔqg of the estimated grid voltage to zero40, i.e. ǔqg = 0.
Hence, the magenta box in Fig. 3.2 can be interpreted as control error ϕg−ϕ̌g, whereas the

controller adjusts this error to zero. Due to the implemented integrator and the relationship
d
dt ϕ̌g(t)= ω̌g(t) with ϕ̌g,0 := ϕ̌g(0), the input of the integrator41 matches with the estimated grid
rotational speed ω̌g (in rad

s ).
More details to the PLL and how to determine its controller parameters can be found in [?].
For the following designs of the machine side and grid side control, the following should hold:

Assumption (A.3.2) The PLL yields an ideal estimation of (i) the grid angle ϕg, (ii) the grid
rotational speed ωg and (iii) the grid voltage udqg . Moreover, (A.2.10) pertains.

40To allow for a design of the PI controller’s proportional gain kp,pll (in rad
s ) and integral gain ki,pll (in rad

s2 ), that
is independent from the magnitude

∥∥ǔdq
g

∥∥ of the grid voltage vector, its q-component ǔq
g is normalized additionally.

41Since the grid rotational speed ωg commonly features an almost constant value ωg,ff (in rad
s ), this value can

be feed-forwarded to improve the control performance.
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3.2 Grid side control

This section presents the grid side control, which has two main objectives: (i) the tracking
of the grid side current references idf,ref and iqg,ref in an inner current control loop and (ii) to
ensure a stable DC-link voltage control in an outer cascade. Simulations and measurements will
verify both the correctness of the grid side model of the wind turbine system (2.76) and the
excellent performance of the developed control strategies. Thereby, the wind turbine system in
combination with its grid side implementation at the test-bench feature some characteristics,
which make control strategies of previous publications (see Sec. 1.2.1) unfeasible to fulfill the
two objectives (i) and (ii) above. The following characteristics necessitate the new designs of
the grid side control:

• compared to common back-to-back converters, the one at the test bench possesses a tiny
DC-link capacitance Cd relative to its power class (about ten-times smaller than standard
values). Thus, power jumps at the DC-link result in significant voltage drops in the DC-
link voltage ud. This causes huge challenges for DC-link voltage control to guarantee a
stable operation.

• the high resonance frequency flcl (in Hz) of the LCL filter42 in relation to the small
sampling frequency fdis (in Hz) of the installed real-time system, where fdis

flcl
≈ 3 holds,

makes a quasi-continuous controller design impossible. Instead, discretization strategies
must be employed to allow for a discrete controller design.

• to obtain a loss-optimal operation of the grid side, no damping resistor is implemented
to damp the LCL filter’s resonance frequency flcl. Consequently, active damping of the
resonance frequency flcl must be ensured by an intelligent control strategy.

• as already shown in Sec. 2.4.2, a wind turbine system with DFIM features a bi-directional
power flow over the back-to-back converter depending on the machine rotational speed ωm.
In Sec. 3.2.3.2, it will be explained that injecting power from the machine side converter
into the rotor is the critical case regarding the stability of the DC-link voltage control.
Wind turbine systems without DFIM are not confronted by this critical case, since their
machines always feed the DC-link.

These characteristics require a precise knowledge of the overall system—i.e. the interaction
between the physical grid side components and their control—which must be incorporated into
the control designs. Due to the tiny DC-link capacitance Cd, a very fast and aggressive DC-link
voltage control is essential to ensure a robust DC-link control, since too big voltage drops in the
DC-link voltage ud endanger a stable operation. The quality of the DC-link voltage control also
depends on the performance of the inner current control. Consequently, the synergy between
these two controls is crucial, which necessitates a holistic control strategy for the grid side
control. Among other things this motivates the use of the filter current idf as control variable
instead of the grid current idg . Because the filter voltage udf directly acts on the filter current idf
(see (2.66)), this allows for a very fast tracking of the corresponding reference current idf,ref .

3.2.1 Laboratory test-bench of the grid side

To verify the grid side part of the holistic wind turbine system model (2.76) via measurements,
the relevant components were built-up at the test-bench as shown in Fig. 3.3.

42By neglecting the filter resistances Rf , Rg and Rh, the resonance frequency flcl of the LCL filter can be
calculated by flcl = 1

2π

√
Lf +Lg

Lf LgCh
(see e.g. [46],[47])
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a
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c

d

Figure 3.3: Laboratory test-bench with (a) host computer, (b) dSpace real-time system, (c) two-winding
transformer, (d) LCL filter, (e) grid side converter with DC-link and (f) resistance board.

In particular these components are: (a) the host computer, (b) the dSpace real-time system, (c)
the transformer43, which couples the LCL filter to the grid, (d) the LCL filter, (e) the grid side
converter with the DC-link and (f) the resistance board to emulate a resistive load.

Remark (R.3.3) By means of the five switches of the resistance board (see Fig. 3.3), different
resistances can be activated for the load of the DC-link. Thereby, the discrete resistance values are
more challenging for the DC-link control than the ohmic-inductive behavior of the DFIM, since
the switching yields instantaneous power jumps at the DC-link instead of continuous transients.

ud
ild

Rld
Sld

resistance board

DC-link converter LCL �lter transformer grid

ud iabcf iabcg ua-b-c
h ua-b-c

g

sabcf

SVM real-time
system

(dSpace)measurement

Figure 3.4: Block diagram of the grid side experimental setup.

Fig. 3.4 illustrates the interaction of the experimental setup and its physical components. The
behavior of the resistance board is expressed by the switch Sld and the (varying) resistance
Rld (in Ω). According to Fig. 2.18, the current ild flows into the DC-link.

43Since the experimental setup does not require a third winding, instead of a three-winding transformer only a
two-winding transformer is implemented at the laboratory test-bench.
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description symbols & values with unit
parameters of the dSpace real-time system

sampling frequency fdis = 4 kHz
sampling time tdis = 1

fdis
= 0.25 ms

parameters of the grid
voltage amplitude ûg = 400

√
2
3 V

frequency fg = 50 Hz
rotational speed ωg = 2πfg ≈ 314 rad

s

parameters of the LCL filter
resistances Rf = 0.1 Ω and Rg = 0.2 Ω
inductances Lf = 2.5 mH and Lg = 4.5 mH
capacitance Ch = 10 µF
damping resistance Rh = 0 Ω (no damping)

resonance frequency (resistances neglected) flcl = 1
2π

√
Lf +Lg

LfLgCh
≈ 1.3 kHz

parameters of the converter and space vector modulation
frequency of the space vector modulation fsvm = fdis = 4 kHz
period of the space vector modulation Tsvm = 1

fsvm
= 0.25 ms

sampling frequency of the space vector modulation fdis,svm = 40 MHz (see [132])
dead-time Tu = Tsvm = 0.25 ms

parameters of the DC-link and resistance board
capacitance Cd = 60 µF
resistance Rld=δ ·0.5 kΩ , δ∈{1

4 ,
1
3 ,

1
2 ,1}

parameters of the simulation (Matlab/Simulink)
solver (fixed step) ode4
step time tsim = 5 µs
Clarke transformation factors kc = 2

3 and κc =
√

1
2

Table 3.2: Parameters of Matlab/Simulink, the grid side and the dSpace real-time system.

Voltage and current sensors measure the following quantities44: the DC-link voltage ud, the
filter current iabcf , the grid current iabcg , the capacitance line-to-line voltage ua-b-ch and the grid
line-to-line voltage ua-b-cg . Consequently, the test-bench emulates perfectly the grid side of the
modeled wind turbine system of Ch. 2 (cf. Fig. 3.1).
In Tab. 3.2, all relevant parameters of the experimental setup are summarized. For the pur-
pose of comparability, clearly, the model simulations of the wind turbine system, which were
implemented in Matlab/Simulink® from MathWorks®, use the same parameters. Additional
simulation parameters are also listed in Tab. 3.2.

Remark (R.3.4) A common LCL filter design yields filter inductances with Lg<Lf . Here, for
the filter inductances it holds: Lg = 4.5 mH> 2.5 mH = Lf . The reason for that is not an odd
LCL filter design but taking the inductive behavior of the transformer into account (via a series
inductance regarding the filter inductance).

44More precisely, the voltage sensors in the LCL filter measure the voltage ua-b-c
h +RhTLTL

(
iabc
f −iabc

g

)
. For

Rh ̸= 0, the second term RhTLTL

(
iabc
f −iabc

g

)
must be subtracted to obtain the line-to-line voltage ua-b-c

h as in
Fig. 3.4.
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3.2.2 Grid side current control with LCL filter

This section investigates the grid side current control. Its special challenges (see introduction of
Sec. 3.2) require a fast and accurate tracking of the grid side current references idf,ref and iqg,ref .
Therefor, an integral state-feedback controller—based on the discrete linear quadratic regulator
(DLQR) theory—is designed. It is extended (i) by a reference voltage saturation (SAT), which
takes the limited filter voltage udqf into account and (ii) by an additional anti-wind up (AWU) to
compensate for overshoots in the reference current tracking due to windup effects. The starting
point are the LCL filter dynamics of (2.66), which are given by

d
dt

=:xlcl︷ ︸︸ ︷


idqf (t)
idqg (t)
udqh (t)


=

=:Alcl︷ ︸︸ ︷


−Rf +Rh

Lf
I2−ωgJ Rh

Lf
I2 − 1

Lf
I2

Rh
Lg
I2 −Rg+Rh

Lg
I2−ωgJ 1

Lg
I2

1
Ch
I2 − 1

Ch
I2 −ωgJ






idqf (t)
idqg (t)
udqh (t)


+

=:Blcl︷ ︸︸ ︷



1
Lf
I2

O2×2
O2×2


udqf (t)+

=:Elcl︷ ︸︸ ︷


O2×2

− 1
Lg
I2

O2×2


udqg

=Alclxlcl(t) +Blclu
dq
f (t) +Elclu

dq
g (3.1)

with the state vector xlcl ∈R6, the system matrix Alcl ∈R6×6, the input matrix Blcl ∈R6×2 and
the disturbance matrix Elcl ∈R6×2. To achieve a steady-state accuracy of the grid side control,
the LCL filter dynamics (3.1) are augmented by the dynamics of the integral state xdqi,ξ (in As),
which are defined by

d
dtx

dq
i,ξ(t) =

(
idf,ref(t) − idf (t)
iqg,ref(t) − iqg (t)

)
=
(
idf,ref(t)
iqg,ref(t)

)
−Cξxlcl(t) with Cξ =

[
1 0 0 0 0 0
0 0 0 1 0 0

]
, (3.2)

where Cξ ∈ R2×6 is the output matrix and xdqi,ξ,0 = xdqi,ξ(0) is the initial value. For the further
derivations, the following is imposed:

Assumption (A.3.3) The dead time of the grid side converter (see (2.59)) is neglected, so that
the filter voltage udqf equals its reference, i.e. udqf (t)=udqf,ref(t).

Then, by additionally considering (A.3.2), the augmented LCL filter dynamics result in

d
dt

=:xξ(t)︷ ︸︸ ︷(
xlcl(t)
xdqi,ξ(t)

)
=

=:Aξ︷ ︸︸ ︷[
Alcl O6×2
−Cξ O2×2

](
xlcl(t)
xdqi,ξ(t)

)
+

=:Bξ︷ ︸︸ ︷[
Blcl
O2×2

]
udqf,ref(t) +

=:Eξ︷ ︸︸ ︷[
Elcl O6×2
O2×2 I2

]


udqg
idf,ref(t)
iqg,ref(t)




︸ ︷︷ ︸
=:dξ(t)= Aξxξ(t) +Bξudqf,ref(t) +Eξdξ(t) , xξ(0)=xξ,0 (3.3)

with the augmented state vector xξ ∈R8, the augmented disturbance vector dξ ∈R4, the aug-
mented system matrix Aξ ∈R8×8, the augmented input matrix Bξ ∈R8×2 and the augmented
disturbance matrix Eξ∈R8×4.
In the already published paper [18], (3.3) is the basis for an integral state-feedback controller
design by using the continuous linear quadratic regulator (LQR) theory45. Sec. 3.2.2.1 motivates
that this controller design is not feasible for the implemented experimental setup due to the
high resonance frequency flcl of the LCL filter with respect to the small sampling frequency
fdis of the dSpace real-time system. Instead, (3.3) first has to be discretized and then, based
on the DLQR theory, the integral state-feedback controller can be designed. This is done in

45Therein, the filter current iqf is used as control variable instead of the grid current iqg , but the control strategy
is the same.
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Sec. 3.2.2.2. Simulation results in Sec. 3.2.2.3 verify the excellent control performance of the
discrete controller.

Remark (R.3.5) The experimental setup at the test-bench (see Fig. 3.4) requires a controlled
DC-link voltage ud to be able to control the grid side. Otherwise, the grid side converter in
combination with the corresponding space vector modulation cannot generate the filter voltage
reference udqf,ref . Consequently, first only simulation results for the grid side current control are
presented in Sec. 3.2.2.3 to validate its control performance. After the design of the DC-link
voltage control (see Sec. 3.2.3), measurements of the overall grid side control will prove that the
simulation results (almost) exactly match with the measurement results.

3.2.2.1 Continuous integral state-feedback controller design

To allow for controlling the augmented LCL filter dynamics (3.3), they must be controllable. In
Sec. C.1 it is derived that the following condition must be fulfilled:

Condition (C.3.1) System (3.3) is controllable, if the controllability matrix Sξ ∈ R8×8 has full
rank, i.e. rank

(
Sξ
)

:= rank
[
Bξ AξBξ A2

ξBξ A3
ξBξ

]
= 8. This is ensured, if and only if the

following holds:

Lg −RgRhCh ̸= 0 and 1
ω2
gCh

̸= Lg −RhCh (Rg +Rh) . (3.4)

If the damping resistor Rh is zero, i.e. Rh=0, (C.3.1) simplifies to ωg ̸= √
LgCh

−1, such that ωg
must not be equivalent to the resonance frequency of the LgCh-circuit. Clearly, a functional LCL
filter (like the implemented one at the test-bench) satisfies this condition. Hence, the control
law of the integral state-feedback controller is given by

udqf,ref(t) = −
[
Kx,ξ Ki,ξ

]
xξ(t) := −Kξxξ(t) (3.5)

with the overall feedback matrix Kξ∈R2×8, which consists of the state-feedback matrix Kx,ξ∈
R2×6 and the integral-feedback matrix Ki,ξ ∈ R2×2. Applying the control law (3.5) to the
augmented LCL filter dynamics (3.3) yields the continuous-time closed-loop system of the grid
side current controller:

d
dtxξ(t) =

(
Aξ −BξKξ

)
xξ(t) +Eξdξ(t) , xξ(0)=xξ,0 . (3.6)

The overall feedback matrix Kξ is determined by the LQR theory (for details see e.g. [133]).
Therefore, the two weighting matrices 0<Qξ=Q⊤

ξ ∈R8×8 and 0<Rξ=R⊤
ξ ∈R2×2 and the cost

function Jξ are invoked:

Jξ
(
xξ(t),udqf,ref(t)

)
=
∫ ∞

0

((
xξ(t)

)⊤
Qξxξ(t) +

(
udqf,ref(t)

)⊤
Rξu

dq
f,ref(t)

)
dt . (3.7)

The minimization of the cost function Jξ yields the optimal feedback matrix Kξ =R−1
ξ B

⊤
ξ Pξ,

where 0<Pξ=P⊤
ξ ∈R8×8 solves the Riccati equation46

A⊤
ξ Pξ + PξAξ − PξBξR−1

ξ B
⊤
ξ Pξ +Qξ = O8×8 . (3.8)

46In Matlab/Simulink, the command “LQR(Aξ,Bξ,Qξ,Rξ,O8×2)” solves the Riccati equation (3.8) and gives
the optimal feedback matrix Kξ.
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description symbols & values with unit
maximum values of the grid side weighting matrices

filter current if,max = 30 A
grid current ig,max = 30 A
capacitance voltage uh,max = ûg = 400

√
2
3 V

integral state xi,ξ,max = 25 mAs
filter voltage uf,max = ûg = 400

√
2
3 V

weighting factors of the grid side weighting matrices
control error (standard case) ηi,ξ = 10
weighting between states and input ηξ = 0.5

Table 3.3: Design parameters for the integral state-feedback controller of the grid side currents.

The two weighting matrices Qξ and Rξ are defined on the basis of Bryson’s rule (see [134]), but
with one significant extension: Because the grid side current control must adjust the control
error (idf,ref i

q
g,ref)⊤ − (idf iqg )⊤ to zero very quickly, the weighting factor ηi,ξ (in 1) is introduced,

which can prioritize this target. With that, the two weighting matrices Qξ and Rξ result in

Qξ = ηξ diag
(

1
i2f,max

I2 ,
1

i2g,max
I2 ,

1
u2
h,max

I2 ,
ηi,ξ

x2
i,ξ,max

I2

)
and Rξ = 1 − ηξ

u2
f,max

I2 , (3.9)

where the maximally acceptable (a) filter current if,max, (b) grid current ig,max, (c) capacitance
voltage uh,max, (d) integral state xi,ξ,max and (e) filter voltage uf,max normalize the influences of
their corresponding quantity onto the cost function Jξ. Moreover, the factor 0<ηξ<1 weights
the impact between the states xξ and the input udqf,ref onto the cost function Jξ. Tab. 3.3 lists
the maximally acceptable values (a)–(e) as well as the two weighting factors ηi,ξ and ηξ.
Fig. 3.5 presents the simulation result of the integral state-feedback control of the grid side
currents, which is based on the continuous linear quadratic regulator (LQR) design (3.5) to (3.9).
While the physical system (3.1) runs with step time tsim =5 µs, the controller was sampled by the
dSpace sampling frequency fdis =4 kHz. The two plots depict (i) the simulated filter current
idf and grid current iqg and (ii) their corresponding references idf,ref and iqg,ref , respectively.
Obviously, the controller is unstable during the whole simulation and thus, the controller design
(3.5) to (3.9) is not able to control the grid side currents. The reason—as already mentioned
before—is the small ratio fdis

flcl
≈ 3 between the sampling frequency fdis of the dSpace real-time

system and the LCL filter’s resonance frequency flcl. A quasi-continuous controller design is not
feasible for the experimental setup at the test-bench.

3.2.2.2 Discrete integral state-feedback controller design

Instead of the quasi-continuous controller design of Sec. 3.2.2.1, the integral state-feedback con-
troller for the grid side currents is designed based on the DLQR theory.47 Therefor, the aug-
mented LCL filter dynamics (3.3) are discretized via the step invariance method (see e.g. [135])
with the discretization time tdis = 1

fdis
(in s). In combination with the taylor series (see [136]), the

discrete system matrix Aξ,k∈R8×8 and the discrete input matrix Bξ,k∈R8×2 of the augmented

47Most parts of Sec. 3.2.2.2 and Sec. 3.2.2.3 have already been published in [17].
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Figure 3.5: Reference tracking of the grid side currents for a continuous integral state-feedback controller
design: simulated quantities and reference currents idf,ref and iqg,ref .

LCL filter dynamics are given by (see [136])48

Aξ,k = eAξtdis = I8 +Aξtdis

∞∑

ν=0
Aν
ξ

tνdis
(ν + 1)! and Bξ,k = A−1

ξ

(
eAξtdis − I8

)
Bξ . (3.10)

According to [135], a reasonable and sufficient approximation of the discrete system matrix Aξ,k

only considers the first nine terms of the sum in (3.10), i.e. the following discretization rule is
used:

Zξ = tdis

8∑

ν=0
Aν
ξ

tνdis
(ν + 1)! ⇒ Aξ,k = I8 +ZξAξ , Bξ,k = ZξBξ , Eξ,k = ZξEξ (3.11)

with the discretization matrix Zξ ∈ R8×8. Consequently, the discrete form of the augmented
LCL filter dynamics in (3.3) results in

xξ[k+1] = Aξ,kxξ[k] +Bξ,kudqf,ref [k] +Eξ,kdξ[k] , xξ[0]=xξ,0 . (3.12)

By defining the overall discrete feedback matrix Kξ,k ∈R2×8, which splits up into the discrete
state-feedback matrix Kx,ξ,k ∈R2×6 and the discrete integral-feedback matrix Ki,ξ,k ∈R2×2, the
control law of the discrete integral state-feedback controller is given by

udqf,ref [k] = −
[
Kx,ξ,k Ki,ξ,k

]
xξ[k] := −Kξ,kxξ[k] . (3.13)

Applying the control law (3.13) to the system dynamics (3.12) yields the discrete-time closed-

48In [45] it is explained that the discrete disturbance matrix Eξ,k ∈R8×2 of the augmented LCL filter dynamics
can be calculated in the same way as the discrete input matrix Bξ,k, i.e. Eξ,k =A−1

ξ

(
eAξtdis −I8

)
Eξ.
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Figure 3.6: Block diagram of the grid side experimental setup and its holistic control strategy.
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loop system of the grid side current controller

xξ[k+1] =
(
Aξ,k −Bξ,kKξ,k

)
xξ[k] +Eξ,kdξ[k] , xξ[0]=xξ,0 . (3.14)

To determine the overall discrete feedback matrix Kξ,k, the DLQR theory is invoked (for details
see e.g. [137]). By choosing the following cost function:

Jξ,k
(
xξ[k],udqf,ref [k]

)
=

∞∑

k=0

((
xξ[k]

)⊤
Qξ,kxξ[k] +

(
udqf,ref [k]

)⊤
Rξ,ku

dq
f,ref [k]

)
(3.15)

with the weighting matrices 0<Qξ,k =Q⊤
ξ,k ∈R8×8 and 0<Rξ,k =R⊤

ξ,k ∈R2×2, the minimization
of the cost function Jξ,k results in the optimal feedback matrix

Kξ,k =
(
Rξ,k+

(
Bξ,k

)⊤
Pξ,kBξ,k

)−1 (
Bξ,k

)⊤
Pξ,kAξ,k (3.16)

where 0<Pξ,k=
(
Pξ,k

)⊤ ∈R8×8 solves the discrete-time algebraic Riccati equation49

Pξ,k−(Aξ,k

)⊤
Pξ,kAξ,k+

(
Aξ,k

)⊤
Pξ,kBξ,k

(
Rξ,k+

(
Bξ,k

)⊤
Pξ,kBξ,k

)−1(
Bξ,k

)⊤
Pξ,kAξ,k−Qξ,k=O8×8 .

(3.17)

Again, as the weighting matrices Qξ and Rξ for the continuous case (see (3.9)), the equivalent
discrete weighting matrices Qξ,k and Rξ,k are defined by

Qξ,k = ηξ diag
(

1
i2f,max

I2 ,
1

i2g,max
I2 ,

1
u2
h,max

I2 ,
ηi,ξ

x2
i,ξ,max

I2

)
and Rξ,k = 1 − ηξ

u2
f,max

I2 . (3.18)

Remark (R.3.6) The DLQR theory (3.15) to (3.18) requires that the pair (Aξ,k,Bξ,k) is sta-
bilizable. Due to the complexity of the discrete system matrix Aξ,k (see (3.11)), an analytical
expression for this condition as in (C.3.1) is not feasible.

To enhance the control performance of the integral state-feedback controller for the grid side
currents, it is extended (i) by a reference voltage saturation (SAT) and (ii) by an additional
anti-wind up (AWU). The principles of both SAT and AWU are adopted from [138]. The reason
for the two extensions is the limited filter voltage udqf . As already noted in (A.2.10), a rotation
of the filter voltage udqf with constant vector length

∥∥∥udqf
∥∥∥ in the αβ-plane is only possible for∥∥∥udqf

∥∥∥≤
√

3kcud
2 (see Sec. 2.2.4). The saturation function hi,ξ takes this restriction into account

and limits the reference filter voltage udqf,ref as follows:

udqf,ref,sat[k]=hi,ξ(udqf,ref , ud)u
dq
f,ref [k] with hi,ξ(udqf,ref , ud)=





√
3kcud[k]

2
∥∥udq

f,ref [k]
∥∥ , if

∥∥∥udqf,ref [k]
∥∥∥ >

√
3kcud[k]

2

1 , if
∥∥∥udqf,ref [k]

∥∥∥ ≤
√

3kcud[k]
2 .

(3.19)

Moreover, the simulation results in Sec. 3.2.2.3 will show, that integral windup effects may cause
overshoots in the reference current tracking. To compensate for that, the (discrete) integration

49In Matlab/Simulink, the command “dlqr(Aξ,k,Bξ,k,Qξ,k,Rξ,k,O8×2)” solves the Riccati equation (3.17) and
outputs the optimal feedback matrix Kξ,k.
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of xdqi,ξ in (3.12) will be paused, if the following holds:

∥∥∥udqf,ref [k]
∥∥∥ >

√
3kcud[k]

2 =⇒ xdqi,ξ[k + 1] = xdqi,ξ[k] . (3.20)

Fig. 3.6 depicts the overall control strategy of the grid side current control and illustrates its
interaction with the physical components at the test-bench. The measurement quantities
are fed to the dSpace real-time system. By means of the PLL and the transformations of Clarke
and Park, the three-phase measurements are transformed into the grid voltage oriented dq-
reference frame, which yields the state vector xlcl of the LCL filter. The state vector xlcl and
the references idf,ref and iqg,ref of the grid side currents are applied to the implemented integral
state-feedback controller with control law (3.13). In the case of of a reference filter voltage∥∥∥udqf,ref

∥∥∥>
√

3kcud
2 , (i) the SAT limits the reference filter voltage to udqf,ref,sat (see (3.19)) and

(ii) the AWU pauses the integration of xdqi,ξ (see (3.20)). As described in Sec. 2.2.4 and
illustrated in Fig. 2.20, the space vector modulation—in combination with Park’s and Clarke’s
transformation—generates the switching vector sabcf based on the reference filter voltage udqf,ref,sat.
To close the loop, the switching vector sabcf is applied to the grid side converter.

Remark (R.3.7) The grid side current control needs to be designed very aggressively. Hence,
it is important for the integrator of xdqi,ξ to be as stable as possible. Therefor, the most stable
standard discrete-time integrator of Matlab/Simulink is used (see Fig. 3.6). This integrator uses
the integration method “trapezoidal” based on the bilinear transform (also known as Tustin’s
method, for details see [136]).

3.2.2.3 Reference tracking of the grid side currents

This section analyzes the control performance of the discrete integral state-feedback controller
for the grid side currents via simulation results. The following four experiments are investigated:

(ξ.1) the implemented control strategy which is composed of: (a) the control law (3.13),
where the overall feedback matrix Kξ,k results from the DLQR theory (3.15) to (3.18),
(b) the grid side parameters of Tab. 3.2 and the design parameters of Tab. 3.3 and (c) the
additional SAT and AWU methods of (3.19) and (3.20) respectively.

(ξ.2) the impacts of SAT and AWU are shown. Therefor, one simulation uses only SAT but not
AWU. Another simulation utilizes neither SAT nor AWU.

(ξ.3) the influences of the weighting factor ηi,ξ are illustrated by carrying out a simulation with
reduced weighting factor ηi,ξ=1<10.

(ξ.4) at the test-bench, the measurements can only be saved with the sampling frequency fdis.
For the purpose of comparability, this sampling frequency fdis is also chosen to save the
simulation results. In this experiment, the sampling frequency is increased to fsim = 1

tsim
(in Hz).

For all four Experiments (ξ.1)–(ξ.4), the simulation setup exhibits a fixed DC-link voltage ud=
750 V. Fig. 3.7 presents the simulation results for Experiment (ξ.1). The control objective
is the tracking of the references idf,ref and iqg,ref of the grid side currents. The plots depict the
LCL filter states from top to bottom: (a) the filter current idqf , (b) the grid current idqg and (c)
the capacitance voltage udqh . In the first and in the fourth plot, it can be seen, that the proposed
control strategy of Experiment (ξ.1) yields an excellent control performance. The grid side
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Figure 3.7: Experiment (ξ.1): simulated quantities and reference currents idf,ref and iqg,ref .
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currents idf and iqg track their corresponding references idf,ref and iqg,ref very quickly and precisely.
Moreover, the extension of the LCL filter dynamics by the integral state xdqi,ξ guarantees steady-
state accuracy. Further on, Fig. 3.7 shows that reference jumps in the orthogonal component
do not disturb the control of the grid side currents idf and iqg . Only at t= 1.1 s, a huge jump
of 40 A in the reference current idf,ref affects the grid current iqg (which is hardly noticeable).
The capacitance voltages udh and uqh feature high peaks in reaction to the reference jumps in the
current component idf and iqg , respectively.
In Fig. 3.8, the results for Experiment (ξ.2) are shown. The standard Experiment (ξ.1)
is compared to the following two simulation setups: depicts the simulation results, where
AWU is not in use and illustrates the impacts onto the grid side current control, if both
SAT and AWU are deactivated50. The plots picture from top to bottom the following quantities:
(a) the d-component idf of the filter current, (b) the q-component iqg of the grid current, (c) the
saturated reference voltage udqf,ref,sat and (d) its norm

∥∥∥udqf,ref,sat

∥∥∥. The simulation results highlight
the following characteristics:

- both SAT (in and ) and AWU (in ) only are active, when the reference filter
current idf,ref exhibits large positive jumps. Otherwise, the three simulations of (ξ.2) result
in the same control behavior.

- if AWU is deactivated (in and ), this leads to large overshoots in the filter current
idf in reaction to the positive jumps of its reference idf,ref . For these time instants (see e.g.
at t=1.1 s), also the control performance of the grid current iqg is affected negatively.

- in the fifth plot of Fig. 3.8, SAT (in and ) restricts the norm
∥∥∥udqf,ref,sat

∥∥∥ of the sa-
turated reference voltage to its limit

√
3kcud

2 ≈433 V. The deactivation of SAT (in )
gives unrealistic references udqf,ref,sat.

Hence, both SAT and AWU comply with their tasks and enhance the control performance
significantly. Fig. 3.9 shows the same simulation results of Experiment (ξ.2) again (as in Fig. 3.8),
but zooms in at the certain time instants t=0.3 s, t=0.6 s, t=1.1 s and t=1.3 s. At t=0.6 s and
t=1.3 s, both SAT and AWU do not interfere and, hence, all three simulations match (almost)
exactly. Moreover, the excellent control performance of the designed grid side current controller
is highlighted, since reference jumps of 40 A are adjusted within 2 ms for the grid current iqg at
t=0.6 s and for the filter current idf at t=1.3 s. The time instants t=0.3 s and t=1.1 s illustrate
the positive impacts of SAT and AWU onto the control performance in detail, especially the 40 A
reference jump in the filter current idf,ref at t=1.1 s shows their necessity. Therein, the standard

Experiment (ξ.1) shows a very good tracking of the reference filter current idf,ref , where the
40 A reference jump is adjusted within < 5 ms without any overshoots. Also the control of the
grid current iqg is not affected substantially and the saturated reference filter voltage udqf,ref,sat
has realistic values. In contrast, the simulations of and exhibit overshoots of 15 A in the
filter current idf because of windup effects. These overshoots are not acceptable regarding (a)
the high peak currents of 35 A and (b) the time delay in adjusting the reference filter current
idf,ref . Moreover, the simulation without SAT causes a reference filter voltage udqf,ref,sat, which
is impossible to generate and strongly disturbs the control of the grid current iqg .
Fig. 3.10 and Fig. 3.11 show the results of Experiment (ξ.3). Therein, the standard Experiment
(ξ.1) with weighting factor ηi,ξ=10 is compared to a simulation with reduced weighting fac-
tor ηi,ξ = 1. Fig. 3.10 pictures the d-component idf of the filter current, the q-component iqg of

50If SAT is deactivated (in ), then the saturated reference voltage udq
f,ref,sat equals the unsaturated one, i.e.

udq
f,ref,sat =udq

f,ref .
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Figure 3.8: Experiment (ξ.2): simulated quantities with both SAT and AWU in use, simulated
quantities with only SAT in use, simulated quantities with neither SAT nor AWU in use,

reference voltage limit
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2 ≈433 V and reference currents idf,ref and iqg,ref .
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Figure 3.9: Experiment (ξ.2) – Zoom: simulated quantities with both SAT and AWU in use,
simulated quantities with only SAT in use, simulated quantities with neither SAT
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Figure 3.10: Experiment (ξ.3): simulated quantities with weighting factor ηi,ξ = 10, simulated
quantities with weighting factor ηi,ξ =1 and reference currents idf,ref and iqg,ref .

the grid current and their corresponding references idf,ref and iqg,ref . In both simulations,
steady-state accuracy is achieved as well as a good tracking of the references idf,ref and iqg,ref . The
difference of the two simulations is presented in Fig. 3.11, where zooms of the following time
instants are shown: (a) t=0.3 s and t=0.9 s for the filter current idf and (b) t=1.2 s and t=1.4 s
for the grid current iqg . The control performance of the simulation with standard weighting
factor ηi,ξ=10 is much faster than the one with reduced weighting factor ηi,ξ=1. Since the
stability of the outer DC-link voltage controller requires a very fast grid side current controller
to guarantee a stable operation, the prioritization of its control error (idf,ref i

q
g,ref)⊤− (idf iqg )⊤ in

the weighting matrix Qξ,k via the weighting factor ηi,ξ is crucial.
The fourth Experiment (ξ.4) is depicted in Fig. 3.12. In the previous plots of the Experiments
(ξ.1)–(ξ.3), it seems that the noise of the filter current idqf does not differ significantly from the
one of the grid current idqg . This is a false conclusion. The reason is that the simulation results
are stored with the sampling frequency fdis. In Experiment (ξ.4), this sampling frequency is
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Figure 3.11: Experiment (ξ.3) – Zoom: simulated quantities with weighting factor ηi,ξ = 10,
simulated quantities with weighting factor ηi,ξ = 1 and reference currents idf,ref and

iqg,ref .
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Figure 3.12: Experiment (ξ.4): simulated quantities are stored with sampling frequency fdis,
simulated quantities are stored with increased sampling frequency fsim and reference

currents idf,ref and iqg,ref .

increased to fsim. Again, Fig. 3.12 illustrates (a) the d-component idf of the filter current, (b)
the q-component iqg of the grid current and (c) their corresponding references idf,ref and iqg,ref .
The simulation results are stored (i) with the sampling frequency fdis and (ii) with the

sampling frequency fsim. While the grid current iqg does not feature any differences between
the two simulations, the noise of the filter current idf is greater for the sampling frequency
fsim. Consequently, to store the quantities of the simulation with the sampling frequency
fdis does not yield the real behavior of the filter current idqf . Since the measurements at the
test-bench can only be stored with the sampling frequency fdis, for the purpose of comparability,
further simulations continue using the sampling frequency fdis to store their results.

3.2.3 DC-link voltage control with LCL filter

This section presents the DC-link voltage control strategy. The most parts have already been
published in [17]. The small DC-link capacitance Cd requires a rather aggressive controller
design to avoid critical voltage drops of the DC-link voltage ud. This necessitates to know the
overall grid side model precisely, which considers the physical behavior as well as its interaction
with the grid side control. Therefor, the following steps are undertaken:

(i) the small signal dynamics of the physical system are derived in the discrete-time domain,

(ii) these dynamics are extended by the inner grid side current controller and the outer DC-link
voltage controller (see Sec. 3.2.3.1), which yields the closed-loop dynamics of the overall
grid side model and

(iii) a detailed stability analysis—based on the closed-loop dynamics—is performed. It is shown
that the stability of the DC-link voltage control depends strongly on the operation point
(see Sec. 3.2.3.2).
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The DC-link voltage controller is designed as standard PI controller with additional reference
filter to compensate for overshoots in the reference tracking of the DC-link voltage ud. The
proportional gain kp,χ (in A

V) and integral gain ki,χ (in A
V s) of the PI controller result from

the stability analysis of the closed-loop system. To verify the controller design as well as the
correctness of the grid side model, simulation and measurement results—considering reference
tracking and disturbance rejection of the DC-link voltage control—are presented in Sec. 3.2.3.3
and Sec. 3.2.3.4, respectively.
In Sec. 2.4.1, the dynamics of the DC-link voltage ud were derived as follows

d
dtud(t)

(2.90)= 1
Cdud(t)

(
pl(t) − 2

3k2
c

idqf (t)⊤udqf (t)
)

=: hd
(
ud, i

dq
f ,udqf , pl

)
, ud(0) = ud,0 , (3.21)

and can be expressed by the nonlinear function hd. Hence, the nonlinear dynamics of the DC-
link voltage ud depends on (a) the DC-link voltage ud itself, (b) the filter current idqf , (c) the
filter voltage udqf and (d) the power pl flowing from the machine side converter into the DC-link.
Defining the small signals of (a)–(d) as follows51

ũd := ud − u⋆d , ĩ
dq

f := idqf − idq⋆f , ũdqf := udqf − udq⋆f and p̃l := pl − p⋆l , (3.22)

allows to linearize the DC-link voltage dynamics (3.21) around the equilibrium ⋆=(u⋆d,i
dq⋆
f ,udq⋆f , p⋆l )

at steady-state operation d
dtu

⋆
d(t)=hd(⋆)=0. Hence, for ν∈{ud, idqf ,udqf , pl

}
, applying the Taylor

series expansion52 to (3.21) results in the small signal dynamics of the DC-link voltage given by

d
dt ũd(t) = d

dt
(
ud(t) − u⋆d(t)

)
= d

dtud(t) − d
dtu

⋆
d(t)

= hd(⋆)︸ ︷︷ ︸
= d

dt
u⋆

d
(t)

+
∑

ν

∂hd(ud, idqf ,udqf , pl)
∂ν

∣∣∣∣
⋆

ν̃(t) + δd(t) − d
dtu

⋆
d(t)

= − 1
u⋆d
hd(⋆)︸ ︷︷ ︸

=0

ũd(t)− 2
3k2
c Cdu

⋆
d

((
idq⋆f

)⊤
ũdqf (t)+

(
udq⋆f

)⊤
ĩ
dq

f (t)
)

+ 1
Cdu

⋆
d

p̃l(t)+δd(t) (3.23)

with initial value ũd(0) = ũd,0. The term δd(t) := δd(ũd, ĩ
dq

f , ũdqf , p̃l, ⋆) (in V
s ) characterizes the

higher order terms of the Taylor series. In the following, it is imposed:

Assumption (A.3.4) The higher order terms δd of the Taylor series are neglected, i.e. δd(t)=0.

The dynamics of the LCL filter in (3.1) are a linear time-invariant system (LTI-system). Conse-
quently, its small signal dynamics are identical to (2.66). The small signals ˜ and the stationary
operation points ⋆ of the equilibrium d

dtx
⋆
lcl(t)=0 are defined by

x̃lcl := xlcl − x⋆lcl =



idqf − idq⋆f

idqg − idq⋆g

udqh − udq⋆h


 =:



ĩ
dq

f

ĩ
dq

g

ũdqh


 and ũdqg := udqg − udq⋆g

(A.3.2)= 02 . (3.24)

Thus, because of (A.3.4), combining the small signal dynamics (a) of the LCL filter (3.1) and

51Small signals are always denoted by an additional ˜ above their corresponding quantity.
52Details about the Taylor series expansion can e.g. be found in [139].
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(b) of the DC-link voltage (3.23) results in the combined continuous-time dynamics

d
dt

=:x̃d(t)︷ ︸︸ ︷(
x̃lcl(t)
ũd(t)

)
=

=:A⋆
d︷ ︸︸ ︷[

Alcl 06
− 2

3k2
c Cdu

⋆
d

(
udq⋆f

)⊤ 0⊤
5

] (
x̃lcl(t)
ũd(t)

)
+

=:B⋆
d︷ ︸︸ ︷[

Blcl
− 2

3k2
c Cdu

⋆
d

(
idq⋆f

)⊤
]
ũdqf (t) +

=:e⋆
d︷ ︸︸ ︷(

06
1

Cdu
⋆
d

)
p̃l(t)

= A⋆dx̃d(t) +B⋆
d ũ

dq
f (t) + e⋆d p̃l(t) , x̃d(0)= x̃d,0 (3.25)

with the state vector x̃d ∈ R7. Obviously, the system matrix A⋆d ∈ R7×7, the input matrix
B⋆
d ∈R7×2 and the disturbance vector e⋆d ∈R7 depend on the operation point.

To obtain the discrete-time dynamics of (3.25) with discretization time tdis, the same discreti-
zation method as in Sec. 3.2.2.2 is used. Accordingly, the discrete system matrix A⋆d,k ∈ R7×7,
the discrete input matrix B⋆

d,k∈R7×2 and the discrete disturbance vector e⋆d,k∈R7 are calculated
by53

Z⋆
d = tdis

8∑

ν=0

(
A⋆d
)ν tνdis

(ν + 1)! ⇒ A⋆d,k = I7 +Z⋆
dA

⋆
d , B

⋆
d,k = Z⋆

dBd , e
⋆
d,k = Z⋆

de
⋆
d , (3.26)

where Z⋆
d ∈R7×7 represents the discretization matrix. Concluding, the discrete-time dynamics

are given by

x̃d[k+1] = A⋆d,kx̃d[k] +B⋆
d,kũ

dq
f [k] + e⋆d,kp̃l[k] , x̃d[0]= x̃d,0 . (3.27)

3.2.3.1 PI controller design and closed-loop dynamics

This section (i) introduces the DC-link voltage PI controller, (ii) extends the discrete dynamics
of (3.27) by the inner grid side current controller and the outer DC-link voltage PI controller
and (iii) derives the closed-loop system of the overall grid side model.
First, the discrete dynamics of (3.27) are augmented by the “trapezoidal” integrator for the
integral state xdqi,ξ of the inner grid side current controller (for details see [136]). The discrete-
time dynamics of the integral state xdqi,ξ with discretization time tdis are given by

xdqi,ξ[k+1] = xdqi,ξ[k] + tdis
2

((
idf,ref [k+1]
iqg,ref [k+1]

)
−Cξxlcl[k+1] +

(
idf,ref [k]
iqg,ref [k]

)
−Cξxlcl[k]

)

(3.25)= xdqi,ξ[k] + tdis
2

(
idf,ref [k+1] + idf,ref [k]
iqg,ref [k+1] + iqg,ref [k]

)
− tdis

2
[
Cξ 02

]

︸ ︷︷ ︸
=:Cd,k

(
xd[k+1] + xd[k]

)
(3.28)

with initial value xdqi,ξ[0] = xdqi,ξ,0 and output matrix Cd,k ∈ R2×7. Note that the small signal
dynamics of (3.28) are identical. Defining the following small signals ˜ and stationary operation
points ⋆ of the equilibrium xdqi,ξ[k+1]=xdqi,ξ[k] by

x̃dqi,ξ := xdqi,ξ − xdq⋆i,ξ , ĩdf,ref := idf,ref − id⋆f,ref and ĩqg,ref := iqg,ref − iq⋆g,ref , (3.29)

the extension of (3.27) by the dynamics (3.28) of the integral state xdqi,ξ results in the augmented

53Since (i) the last column of the system matrix A⋆
d is the zero vector 07 and (b) the first six rows of the

disturbance vector e⋆
d are zero as well, the discrete disturbance vector e⋆

d,k equals the continuous one, i.e. e⋆
d,k =e⋆

d .
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dynamics

=:x̃χ[k+1]︷ ︸︸ ︷(
x̃d[k+1]
x̃dqi,ξ[k+1]

)
=

=:A⋆
χ︷ ︸︸ ︷[

A⋆d,k O7×2

− tdis
2 Cd,k

(
A⋆d,k+I7

)
I2

] (
x̃d[k]
x̃dqi,ξ[k]

)
+

=:B⋆
χ︷ ︸︸ ︷[

B⋆
d,k

− tdis
2 Cd,kB

⋆
d,k

]
ũdqf [k]

+
[

e⋆d,k O8×2

− tdis
2 Cd,ke

⋆
d,k

tdis
2 1⊤

2

]

︸ ︷︷ ︸
=:E⋆

χ




p̃l[k]
ĩqg,ref [k]

ĩqg,ref [k+1]




︸ ︷︷ ︸
=:d̃χ[k,k+1]

+




07
tdis
2
0




︸ ︷︷ ︸
=:bχ

(
ĩdf,ref [k] + ĩdf,ref [k+1]

)

= A⋆χx̃χ[k] +B⋆
χ ũ

dq
f [k] +E⋆

χ d̃χ[k, k+1] + bχ
(
ĩdf,ref [k] + ĩdf,ref [k+1]

)
(3.30)

with the augmented state vector x̃χ ∈ R9 and its initial value x̃χ[0] = x̃χ,0, the input vector
bχ ∈ R9 and the disturbance vector d̃χ ∈ R3. The system matrix A⋆χ ∈ R9×9, the input matrix
B⋆
χ ∈R9×2 and the disturbance matrix E⋆

χ ∈R9×3 depend on the operation point54.
In the next steps, the augmented dynamics in (3.30) will be extended as follows:

• the control law (3.13) of the grid side current controller is considered,

• the control law of the DC-link voltage PI controller is introduced and applied to (3.30)
and

• the integral state xi,χ (in Vs) extends the augmented dynamics in (3.30).

Due to (A.3.3), the control law (3.13) for the integral state-feedback controller of the grid side
currents can be rewritten as

udqf [k] (A.3.3)= udqf,ref [k] (3.13)= −
[
Kx,ξ,k 02 Ki,ξ,k

]
xχ[k]=:−Kχxχ[k] ⇔ ũdqf [k]=−Kχx̃χ[k] (3.31)

with the feedback matrix Kχ ∈ R2×9. Fig. 3.6 depicts the implementation of the DC-link
voltage PI controller. By means of the proportional gain kp,χ and the integral state xi,χ in
combination with the integral gain ki,χ, the control error ud,ref −ud is adjusted to zero55 via the
filter current reference idf,ref , which functions as control variable. The discrete-time dynamics of
the integral state xi,χ with discretization time tdis are calculated by

xi,χ[k+1] = xi,χ[k] + tdis (ud,ref [k] − ud[k])

= xi,χ[k] + tdis
(
ud,ref [k] −

=:c⊤χ︷ ︸︸ ︷(
0⊤

6 1
)
xd[k]

)
, xi,χ,0 := xi,χ[0] (3.32)

with the output vector cχ∈R7. The small signal dynamics of (3.32) are identical. The following
small signals ˜ and stationary operation points ⋆ of the equilibrium xi,χ[k+1]=xi,χ[k] are defined:
ũd,ref :=ud,ref −u⋆d,ref and x̃i,χ :=xi,χ−x⋆i,χ.
In view of Fig. 3.6, the control law of the DC-link voltage PI controller is given by

idf,ref [k] = ki,χxi,χ[k] + kp,χ (ud,ref [k] − ud[k]) = ki,χxi,χ[k] + kp,χ
(
ud,ref [k] − c⊤χxd[k]

)
. (3.33)

54The zero entries in the output matrix Cd,k and in the disturbance vector e⋆
d =e⋆

d,k yield Cd,ke
⋆
d,k =Cd,ke

⋆
d =02.

55For the further calculations, because of (R.3.8), the implemented reference filter in Fig. 3.6 is neglected.
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Due to (3.27) and (3.32), the reference filter current idf,ref for the time-step k+1 is calculated by

idf,ref [k+1] = ki,χxi,χ[k+1] + kp,χ
(
ud,ref [k+1] − c⊤χxd[k+1]

)

= ki,χxi,χ[k] + ki,χtdisud,ref [k] − ki,χtdisc
⊤
χxd[k]

+ kp,χud,ref [k+1] − kp,χc
⊤
χ

(
A⋆d,kxd[k] +B⋆

d,ku
dq
f [k] + e⋆d,kpl[k]

)
, (3.34)

such that the sum ĩdf,ref [k]+ ĩdf,ref [k+1] in (3.30)—because of (3.33) and (3.34)—results in

ĩdf,ref [k] + ĩdf,ref [k+1] = 2ki,χx̃i,χ[k] +
(
kp,χ + ki,χtdis

)
ũd,ref [k] + kp,χũd,ref [k+1] − kp,χc

⊤
χe

⋆
d,kp̃l[k]

+
(
kp,χc

⊤
χB

⋆
d,kKχ −

(
kp,χc

⊤
χ

(
I7+A⋆d,k

)
+ki,χtdisc

⊤
χ 0⊤

2
))

︸ ︷︷ ︸
=:(a⋆

χ)⊤

x̃χ[k] . (3.35)

The vector a⋆χ∈R9 depends on the operation point. Finally, (i) applying the control law (3.31)
of the grid side current controller to (3.30) and (3.35), (ii) applying (3.35) to (3.30) and (iii)
extending the dynamics of (3.30) by the dynamics (3.32) of the integral state of the DC-link
voltage PI controller, yields the discrete-time closed-loop (small signal) dynamics of the grid
side model

(
x̃χ[k+1]
x̃i,χ[k+1]

)
=

=:A⋆
cl︷ ︸︸ ︷


A⋆χ−B⋆

χKχ+bχ
(
a⋆χ

)⊤
2ki,χbχ

[
−tdisc

⊤
χ 0⊤

2
]

1



(
x̃χ[k]
x̃i,χ[k]

)

+
[(
kp,χ+ki,χtdis

)
bχ kp,χbχ

tdis 0

](
ũd,ref [k]

ũd,ref [k+1]

)
+


E

⋆
χ − kp,χbχc

⊤
χe

⋆
d,k

(
1 0 0

)

0⊤
3


 d̃χ[k, k+1] ,

(3.36)

where the closed-loop system matrix A⋆cl ∈ R10×10 depends on the operation point. By means
of the closed-loop system matrix A⋆cl, the stability of the DC-link voltage PI controller can be
analyzed locally. Before this will be done in Sec. 3.2.3.2, the two following aspects are important
to keep in mind:

Remark (R.3.8) Sec. 3.2.3.3 will show that—due to the very aggressive controller design—the
tracking of the DC-link voltage reference ud,ref causes overshoots in the DC-link voltage ud. To
avoid these overshoots, a first order lag system56 with the time constant Tχ=8tdis (in s) is used
as reference filter (see Fig. 3.6). Usually, the DC-link voltage ud is controlled to a constant value,
such that the delaying reference filter does not deteriorate the control performance. Moreover,
since the reference filter does not influence stability of the DC-link voltage control, for both (a)
the previous derivation of the closed-loop system matrix A⋆cl and (b) the stability analysis of the
closed-loop system in Sec. 3.2.3.2, the reference filter is neglected.

Remark (R.3.9) The closed-loop system matrix A⋆cl depends on the operation points of DC-
link voltage u⋆d, filter current idq⋆f and filter voltage udq⋆f (see (3.25)). Due to the constant grid

56By considering the discretization time tdis, a first-order lag system with time constant Tfol (in s) filters the
input signal ufol and gives the output signal xfol as follows: xfol[k+1]=

(
1− tdis

Tfol

)
xfol[k]+ tdis

Tfol
ufol[k].
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voltage udq⋆g =udqg , the LCL filter dynamics (3.1) in stationary operation are given by

d
dtx

⋆
lcl = 06 = Alclx

⋆
lcl +Blclu

dq⋆
f +Elclu

dq
g . (3.37)

With the help of the “stationary” state vector z⋆lcl ∈ R6 and system matrix Nlcl ∈ R6×6 of the
LCL filter, (3.37) can be rewritten. The “stationary” state vector z⋆lcl and system matrix Nlcl
are defined as follows:

z⋆lcl :=
(
ud⋆f iq⋆f id⋆g uq⋆f ud⋆h uq⋆h

)⊤
and Nlcl := Alcl diag

(
0 1⊤

2 0 1⊤
2
)⊤

+Blcl

[
1 0⊤

3 0⊤
2

0⊤
3 1 0⊤

2

]
. (3.38)

Then, the “stationary” state vector z⋆lcl of the LCL filter can be calculated by means of the
d-component id⋆f of the filter current and the q-component iq⋆g of the grid current:

z⋆lcl = −N−1
lcl


Alcl

[
1 0⊤

3 0⊤
2

0⊤
3 1 0⊤

2

]⊤(
id⋆f
iq⋆g

)
+Elclu

dq
g


 . (3.39)

Thus, to analyze the closed-loop system matrix A⋆cl regarding the stability of the DC-link voltage
PI controller, it is sufficient only to consider the three operation points of: (i) the DC-link
voltage u⋆d, (ii) the d-component id⋆f of the filter current and (iii) the q-component iq⋆g of the grid
current. Obviously, the “stationary” system matrix Nlcl needs to have full rank to be invertible,
i.e. rank

(
Nlcl

)
=6. This is the case (for details see Sec. C.2), if and only if the following holds:

1
ω2
gCh

̸= Lg −RhCh (Rg +Rh) Rh=0=⇒ ωg ̸= 1√
LgCh

(cf. (C.3.1)) . (3.40)

A properly designed LCL filter always satisfies this condition.

3.2.3.2 Stability analysis of the DC-link voltage closed-loop system

This section analyzes the stability of the DC-link voltage PI controller based on the closed-loop
system matrixA⋆cl. The discrete dynamics (3.36) of the closed-loop system are stable, if and only
if all ten eigenvalues λ⋆cl,ν with ν∈{1, . . . , 10} of the closed-loop system matrix A⋆cl lie inside the
unit circle of the complex plane57, i.e. |λ⋆cl,ν | < 1 [140]. This condition allows to obtain all pairs
(kp,χ, ki,χ) of the proportional gain kp,χ and integral gain ki,χ, for which the closed-loop system
matrix A⋆cl yields a stable operation. Clearly, since the closed-loop system matrix A⋆cl depends
on the operation points of: (a) the d-component id⋆f of the filter current, (b) the q-component iq⋆g
of the grid current and (c) the DC-link voltage u⋆d (see (R.3.9)), these operation points strongly
affect the region of stable pairs (kp,χ, ki,χ).
Fig. 3.13 shows the regions of stable pairs (kp,χ, ki,χ). Therein, the defined (x) standard case:

id⋆f = 0 A , iq⋆g = 0 A , u⋆d = 750 V , ηi,ξ = 10 , fdis = 4 kHz (3.41)

is compared to cases, where ceteris paribus the following is changed: (a) the d-component id⋆f of
the filter current, (b) the q-component iq⋆g of the grid current, (c) the DC-link voltage u⋆d, (d)
the weighting factor ηi,ξ for the grid side current controller, (e) the sampling frequency fdis = 1

tdis
of the dSpace real-time system (or discretization frequency) and (f) the dSpace real-time system
allows (hypothetically) for a continuous operation. The stability analysis gives the following

57In Matlab/Simulink, this condition can be checked via the command: all(abs(eig(A⋆
cl))<1).
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(a) d-component idf of the filter current: idf =
− 5000 W

3
2
√

2
3 400 V

≈ −10.2 A, idf = 0 A and idf =
5000 W

3
2
√

2
3 400 V

≈10.2 A.

(b) q-component iqg of the grid current: iqg =
5000 W

3
2
√

2
3 400 V

≈ 10.2 A, iqg = 0 A and iqg =

− 5000 W
3
2
√

2
3 400 V

≈−10.2 A.

(c) DC-link voltage ud: ud = 600 V, ud =
750 V and ud =900 V.

(d) weighting factor ηi,ξ of the grid side current con-
troller: ηi,ξ =1, ηi,ξ =5 and ηi,ξ =10.

(e) frequency fdis of the discretization: fdis =
4 kHz, fdis =8 kHz and fdis =12 kHz.

(f) frequency fdis of the discretization: fdis =
4 kHz, fdis = 80 kHz and continuous ope-
ration of the dSpace real-time system.

Figure 3.13: Regions of stable pairs (kp,χ, ki,χ) for the DC-link voltage PI controller.
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results:

(x) standard case : In the six plots of Fig. 3.13 the standard case (3.41) is depicted. The
region of stable pairs (kp,χ, ki,χ) resembles a shifted parabola. Both the proportional gain
kp,χ and the integral gain ki,χ must be negative, since a positive filter current id⋆f discharges
the DC-link. The range of feasible proportional gains kp,χ is from 0 A

V to about −0.21 A
V

and the range of possible integral gains ki,χ is from 0 A
V s to about −65 A

V s .

(a) filter current id⋆f : As depicted in Fig. 3.13a, the filter current id⋆f has huge impact on the
region of stable pairs (kp,χ, ki,χ). A negative current id⋆f ≈ −10.2 A shrinks the region
drastically, while a positive current id⋆f ≈10.2 A enlarges this region. Consequently, in-
jecting power to the three-winding transformer is uncritical regarding a stable operation.
In contrast, a power flow from the three-winding transformer towards the DC-link endan-
gers the stable operation. Since wind turbine systems with DFIM feature a bi-directional
power flow through the back-to-back converter (depending on the machine rotational speed
ω⋆m, see Sec. 2.4.2), it is important to consider both power flow directions.

(b) grid current iq⋆g : The grid current iq⋆g hardly affects the region of stable pairs (kp,χ, ki,χ)
(see Fig. 3.13b). It makes (almost) no difference, whether a negative iq⋆g ≈ −10.2 A or a
positive current iq⋆g ≈10.2 A is flowing.

(c) DC-link voltage u⋆d: Fig. 3.13c illustrates the impact of the DC-link voltage ud onto the
region of stable pairs (kp,χ, ki,χ). Due to (3.21), for the dynamics of the DC-link voltage
ud, it pertains: d

dtud(t) ∝ 1
ud(t) . Hence, a greater DC-link voltage u⋆d = 900 V enlarges

the region of stable pairs (kp,χ, ki,χ), while it is reduced by a smaller DC-link voltage
u⋆d=600 V.

(d) weighting factor ηi,ξ: The results for the three different weighting factors ηi,ξ = 1,
ηi,ξ=5 and ηi,ξ=10 are shown in Fig. 3.13d. As expected, an aggressive controller

design for the grid side currents yields a much larger region of stable pairs (kp,χ, ki,χ) than
a conservative one.

(e) sampling frequency fdis: If the dSpace real-time system is able to operate with a faster
sampling frequency fdis = 1

tdis
, e.g. with fdis = 8 kHz or fdis = 12 kHz, the region of

stable pairs (kp,χ, ki,χ) can be extended (see Fig. 3.13e).

(f) continuous operation: Fig. 3.13f shows the result for a continuous operation of the
dSpace real-time system (not realizable), i.e. no discretization is necessary. Clearly, the
region of stable pairs (kp,χ, ki,χ) is enlarged compared the standard case. The result
of the continuous operation is similar to the one in , where the sampling frequency
fdis has been increased to fdis =80 kHz.

While the weighting factor ηi,ξ = 10 for the grid side current controller and the discretization
frequency fdis = 4 kHz are fixed, the operation points of (a) the d-component id⋆f of the filter
current, (b) the q-component iq⋆g of the grid current and (c) the DC-link voltage u⋆d vary during
operation. Thus, the “worst-case” operation points must be chosen for the design of the pro-
portional gain kp,χ and the integral gain ki,χ, to guarantee stability for every operation. In view
of Fig. 3.13, the worst-case is defined by

id⋆f ≈ −10.2 A , iq⋆g ≈ 10.2 A , u⋆d = 600 V , ηi,ξ = 10 , fdis = 4 kHz . (3.42)
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Figure 3.14: Regions of stable pairs (kp,χ, ki,χ) for the worst-case operation, i.e. idf ≈ −10.2 A, iqg ≈
10.2 A, ud =600 V, ηi,ξ =10 and fdis =4 kHz. The box indicates the chosen proportional
gain kp,χ =−0.1 A

V and integral gain ki,χ =−15 A
V s for the DC-link voltage PI controller.

Figure 3.15: Regions of stable pairs (kp,χ, ki,χ) for the critical operation of the test scenario, i.e. idf ≈
−1 A, iqg ≈ 10 A, ud = 710 V, ηi,ξ = 10 and fdis = 4 kHz. The boxes indicate the following
pairs (kp,χ, ki,χ) from right to left: (i) kp,χ = −0.02 A

V , ki,χ = −15 A
V s ; (ii) kp,χ = −0.05 A

V ,
ki,χ = −37 A

V s ; (iii) kp,χ = −0.1 A
V , ki,χ = −55 A

V s and ki,χ = −60 A
V s respectively; (iv) kp,χ =

−0.14 A
V , ki,χ =−55 A

V s ; (v) kp,χ =−0.18 A
V , ki,χ =−15 A

V s .

The region of stable pairs (kp,χ, ki,χ) for the worst-case operation is depicted in Fig. 3.14.
The range of feasible proportional gains kp,χ is from 0 A

V to about −0.12 A
V and the one of

possible integral gains ki,χ is from 0 A
V s to about −32 A

V s . Compared to the region of stable pairs
(kp,χ, ki,χ) for the standard case, this region is drastically decreased.
In Fig. 3.14, the box at kp,χ=−0.1 A

V and ki,χ=−15 A
V s determines the chosen proportional

gain kp,χ and integral gain ki,χ, respectively. In Sec. 3.2.3.4 it will be shown that the proporti-
onal gain kp,χ (mainly) is the one of the two PI controller gains kp,χ and ki,χ, which is crucial
to counteract critical voltage drops in the DC-link voltage ud. Hence, the rather aggressive
proportional gain kp,χ= −0.1 A

V is used.
To verify the correctness of the region of stable pairs (kp,χ, ki,χ), measurements at the test-bench
were performed. Therefor, the following test scenario was used:
The DC-link is not supplied with any load, i.e. pl=0. Moreover, the objective is that the DC-
link voltage ud tracks its reference ud,ref as in Fig. 3.16, whose range is between 710 V and
790 V. The q-component iqg of grid side current can vary between −10 A and 10 A. In accordance
to this test scenario, the most critical operation points are identified to be58:

id⋆f = −1 A , iq⋆g = 10 A , u⋆d = 710 V , ηi,ξ = 10 , fdis = 4 kHz . (3.43)

58Due to the strong oscillation of the DC-link voltage ud in Fig. 3.16, an exact determination of the most critical
operation points is not possible.
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Figure 3.16: Test scenario – Reference tracking of the DC-link voltage ud with its reference ud,ref :
measured DC-link voltage ud with kp,χ = −0.1 A

V , ki,χ = −55 A
V s , measured DC-link

voltage ud with the following pairs (kp,χ, ki,χ) (from top to bottom): (i) kp,χ = −0.02 A
V ,

ki,χ = −15 A
V s ; (ii) kp,χ = −0.05 A

V , ki,χ = −37 A
V s ; (iii) kp,χ = −0.1 A

V , ki,χ = −60 A
V s ; (iv)

kp,χ =−0.14 A
V , ki,χ =−55 A

V s ; (v) kp,χ =−0.18 A
V , ki,χ =−15 A

V s .

Fig. 3.15 depicts the region of stable pairs (kp,χ, ki,χ) for the critical operation point. The
test scenario was executed for the six pairs (kp,χ, ki,χ) of the PI controller gains, which (a) are
illustrated by the boxes in Fig. 3.15 and (b) are listed in Tab. 3.4.
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(i) (ii) (iii) (iv) (v)
kp,χ (in A

V) -0.02 -0.05 -0.1 -0.14 -0.18
ki,χ (in A

V s) -15 -37 -55 and -60 -55 -15

Table 3.4: Pairs (kp,χ, ki,χ) to analyze the critical operation of the test scenario.

Note that all these pairs (kp,χ, ki,χ) lie (almost) on the stability margin of the critical ope-
ration point. Fig. 3.16 shows the corresponding measurement results. Each of the five plots
illustrates the DC-link voltage ud and its reference ud,ref for the cases (i)–(v) (from top
to bottom). The measurements match very well with the derived theory, because in each of the
five subplots the DC-link voltage ud tends to instability.
The third subplot of Fig. 3.16 highlights this result in particular. Therein, two measurement
results of the DC-link voltage ud are presented, one for ki,χ=−55 A

V s and one for ki,χ=
−60 A

V s (in both cases the proportional gain is kp,χ=−0.1 A
V). While an integral gain of ki,χ=

−55 A
V s , which lies inside the stability region, yields a stable operation; an integral gain of
ki,χ=−60 A

V s causes instability, since this gain lies outside the stability region (cf. Fig. 3.15).

3.2.3.3 Reference tracking of the DC-link voltage

This section discusses reference tracking of the DC-link voltage ud. Unless stated otherwise, the
DC-link control uses the controller and filter parameters of Tab. 3.5. Fig. 3.6 summarizes the
implementation of the holistic grid side control. The parameters of the experimental setup are
listed in Tab. 3.2. Moreover, the DC-link is not supplied with any load, i.e. pl=0.
The objectives of this section are: (a) to validate the design of the DC-link voltage PI controller
with reference filter and (b) to prove the excellent matching of the grid side model with the
experimental setup at the test-bench. Therefor, the following experiments are conducted both
in simulation and laboratory:

(χ.1) the final implementation of the control strategy ( measurement, simulation), which
is composed of (a) the discrete integral state-feedback controller of Sec. 3.2.2.2 with the
design parameters of Tab. 3.3, (b) the DC-link voltage PI controller (3.32) and (3.33) and
(c) its reference filter.

(χ.2) the necessity of the reference filter is explained. In this experiment, the reference filter is
not in use ( measurement, simulation).

(χ.3) again, the impact of the weighting factor ηi,ξ onto the reference tracking of the grid
current iqf is shown. The Experiment (χ.2) is repeated for the weighting factor ηi,ξ = 1
( measurement, simulation) and then compared to the outcomes of (χ.2). The
experiment will demonstrate an almost perfect match of measurement and simulation
results.

Fig. 3.17 presents the results of the Experiment (χ.1). The control objective is the tracking of
the references ud,ref and iqg,ref of DC-link voltage ud and q-component iqg of the grid current,
respectively. The plots depict the following quantities from top to bottom: (a) the DC-link
voltage ud, (b) the filter current idqf , (c) the grid current idqg , (d) the capacitance voltage udqh
and (e) the reference filter voltage udqf,ref . In the first and in the fifth plot, the excellent control
performance of the proposed control strategy for Experiment (χ.1) can be seen. Both the DC-
link voltage ud and the grid current iqg track their corresponding references ud,ref and iqg,ref very
quickly and without any steady-state deviation. Moreover, the DC-link voltage control is hardly
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Figure 3.17: Experiment (χ.1): measured quantities, simulated quantities and references ud,ref
and iqg,ref of the DC-link voltage and the grid current respectively.
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description symbols & values with unit
parameters of the PI controller

proportional gain kp,χ = −0.1 A
V

integral gain ki,χ = −15 A
V s

parameter of the reference filter
time constant Tχ = 8tdis = 2 ms

Table 3.5: Parameters of the DC-link voltage control.

disturbed by the current control of the grid current iqg and vice versa. Only at t = 0.6 s and
t= 1.4 s, reference jumps of 20 A in the reference grid current iqg,ref yield small interferences in
the DC-link voltage ud. Another outcome of Experiment (χ.1) is that the measurement
results are (almost) identical to the simulation results59. Hence, the grid side model (as
derived in Ch. 2) emulates the experimental setup at the test-bench perfectly. This can also
be seen in Fig. 3.18. Therein, again the results of Experiment (χ.1) are plotted for the DC-
link voltage ud and the d-component idf of the filter current, but zoomed in at the certain time
instants t= 0.1 s, t= 0.3 s, t= 0.5 s and t= 0.7 s. The plots illustrate that also the transients
of the measurements match the corresponding simulation results. Further, the good
performance of the DC-link voltage control is shown, since the DC-link voltage ud is adjusted
to its reference ud,ref within 5 ms after reference jumps of 80 V.
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Figure 3.18: Experiment (χ.1) – Zoom: measured quantities, simulated quantities and
references ud,ref and iqg,ref of the DC-link voltage and the grid current respectively.

Fig. 3.19 depicts the results of Experiment (χ.2) and highlights the necessity to filter the reference
DC-link voltage ud,ref . The plots show the measurements and the simulation results of
the DC-link voltage ud, the d-component idf of the filter current and the q-component iqg of the grid
current. While the grid current iqg tracks its reference iqg,ref equally as in Experiment (χ.1),
the DC-link voltage ud exhibits huge overshoots >40 V in reaction to jumps in its reference
ud,ref (see e.g. at t = 0.3 s or t = 0.5 s). This behavior is unacceptable and results from the

59Only the q-component uq
f,ref of the reference filter voltage features small steady-state deviations.
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Figure 3.19: Experiment (χ.2): measured quantities, simulated quantities and references ud,ref
and iqg,ref of the DC-link voltage and the grid current respectively.

very aggressive controller design (cf. Sec. 3.2.3.2). Due to the reference filter as in Fig. 3.6, the
overshoots in the DC-link voltage ud are avoided (as demonstrated by Experiment (χ.1), see
Fig. 3.17).
Fig. 3.20 shows the results of Experiment (χ.2) for the q-component iqg of the grid current again
(as in Fig. 3.19), but zooms in at certain time instants t= 0.4 s, t= 0.6 s, t= 1.2 s and t= 1.4 s.
Additionally, the results of Experiment (χ.3) are appended, i.e. the measurements and the

simulation results for a reduced weighting factor ηi,ξ = 1. As expected, the less aggressive
weighting factor ηi,ξ = 1 results in a slower control performance. For both Experiments (χ.2)
and (χ.3), the transients of the measured grid current iqg are (almost) identical to the simulated
ones. This proves—in combination with the other results of this section—that the simulation
results of Sec. 3.2.2.3 are correct and are able to describe the behavior of the experimental setup
almost perfectly.

3.2.3.4 Disturbance rejection of the DC-link voltage

Now, the disturbance rejection of the DC-link voltage regarding the power pl of the machine
side is discussed. To emulate the power pl at the test bench, the resistance board as in Fig. 3.4 is
used. The four resistance values Rld=δ·0.5 kΩ with δ∈{1

4 ,
1
3 ,

1
2 ,1} operate as load of the DC-link.

Remark (R.3.10) In (R.3.3), it was already explained that the resistive load is more challenging
for the DC-link control than the ohmic-inductive behavior of the DFIM. Moreover, the resistance
Rld draws power from the DC-link, which has to be compensated for by the grid side. This causes
a negative d-component of the filter current, i.e. idf <0. Hence, this is the critical power direction
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Figure 3.20: Experiment (χ.3) – Zoom: measured grid current iqg with weighting factor ηi,ξ = 10,
simulated grid current iqg with weighting factor ηi,ξ = 10, measured grid current iqg

with weighting factor ηi,ξ =1, simulated grid current iqg with weighting factor ηi,ξ =1 and
reference iqg,ref of the grid current.

for the DC-link control (see Fig. 3.13 and Sec. 3.2.3.2) and the resistance board is very suitable
to investigate the disturbance rejection capability of the DC-link voltage control. Further, the
resistance 1

4 ·0.5 kΩ=125 Ω discharges the DC-link with its fixed voltage ud=750 V by the power
u2

d
Rld

= 4.5 kW. This is equivalent to 45 % of the rated mechanical power pm,nom = 10 kW of the
DFIM (see Tab. 2.3). Commonly, only 30 % of the rated mechanical power pm,nom flow through
the back-to-back converter. Thus, the resistance board allows to draw more power from the
DC-link than the DFIM of the laboratory test-bench.

u
d
/
V

650

700

750

800

850

t / s

id f
/
A

0 0.04 0.08 0.12 0.16 0.2 0.24

−12

−8

−4

0

4

Figure 3.21: Experiment (χ.4): measured quantities, simulated quantities and reference ud,ref
of the DC-link voltage.

The objectives of the DC-link voltage control in this section are: (i) to adjust the DC-link
voltage to the fixed value ud = 750 V and (ii) to counteract disturbance due to load jumps
induced by different resistances Rld, such that the DC-link voltage ud stays within the admissible
range ud ∈ [600 V, 900 V]. To be able to make valid evaluations of the DC-link voltage control
performance, the following experiments are conducted:
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(χ.4) the final implementation of the control strategy ( measurement, simulation) as in
Experiment (χ.1) is used. It is illustrated in Fig. 3.6.

(χ.5) the impact of the proportional gain kp,χ is analyzed. Therefor, Experiment (χ.4) is repe-
ated for the two proportional gains kp,χ=−0.06 A

V and kp,χ=−0.14 A
V .

(χ.6) the choice of the integral gain ki,χ of the DC-link voltage PI controller affects the distur-
bance rejection capability as well. Its influence is investigated by repeating Experiment
(χ.4) for the integral gain ki,χ=−1 A

V s .

(χ.7) to demonstrate the impact of the weighting factor ηi,ξ of the grid side current controller,
Experiment (χ.4) is repeated for the weighting factor ηi,ξ=1.

Fig. 3.21 depicts the measurement and simulation results for Experiment (χ.4). In the
upper plot, the DC-link voltage ud and its constant reference ud,ref = 750 V are shown. The
lower plot illustrates the d-component idf of the filter current. Within the 0.28 s duration of
the experiment, the four resistance values Rld = δ · 0.5 kΩ with δ ∈ {1

4 ,
1
3 ,

1
2 ,1} are applied to

the DC-link. This leads to power jumps of u2
d

Rld
= 7502 V2

δ·0.5 kΩ = 1
δ ·1.125 kW ≤ 4.5 kW at t = 0.01 s,

t=0.09 s, t=0.17 s and t=0.25 s, respectively. As a consequence, the DC-link voltage ud drops
by about 1

δ ·30 V. Then, the DC-link voltage PI controller counteracts and adjusts the DC-link
voltage ud fast and accurately to its reference ud,ref = 750 V. Switching off the resistance Rld
at t= 0.05 s, t= 0.13 s and t= 0.21 s results in overshoots in the DC-link voltage ud of about
1
δ ·30 V. Then, the DC-link voltage PI controller stops these overshoots and again, controls
the DC-link voltage ud to its reference ud,ref = 750 V. Hence, the designed DC-link voltage PI
controller yields a high-performance disturbance rejection capability, where even power jumps
of 4.5 kW>0.3 · 10 kW=0.3 · pm,nom at the DC-link are nicely compensated so that the DC-link
voltage stays within the admissible range ud ∈ [600 V, 900 V]. Moreover, the measurement
and simulation results exhibit (almost) the same performance. Both DC-link voltage ud and
filter current idf match closely.
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Figure 3.22: Experiment (χ.5): measured quantities with the proportional gain kp,χ = −0.1 A
V ,

measured quantities with the proportional gain kp,χ = −0.06 A
V , measured quanti-

ties with the proportional gain kp,χ =−0.14 A
V and reference ud,ref of the DC-link voltage.
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Figure 3.23: Experiment (χ.6): measured quantities with the integral gain ki,χ =−15 A
V s , measured

quantities with the integral gain ki,χ =−1 A
V s and reference ud,ref of the DC-link voltage.

Fig. 3.22 illustrates the results of Experiment (χ.5), i.e. the impact of the proportional gain kp,χ
on the disturbance rejection. Therefor, Experiment (χ.4) is conducted (i) for the proportional
gain kp,χ = −0.06 A

V and (ii) for the proportional gain kp,χ = −0.14 A
V . The two plots depict

the measurement results of the DC-link voltage ud and of the filter current idf . As expected, the
less-aggressive proportional gain kp,χ = −0.06 A

V causes increased voltage drops and overs-
hoots in the DC-link voltage ud, whereas the proportional gain kp,χ=−0.14 A

V reduces them.
The drawback of the very aggressive proportional gain kp,χ = −0.14 A

V are the strong oscil-
lations both in the DC-link voltage ud and in the d-component idf of the filter current60. Thus,
the proportional gain kp,χ influences the disturbance rejection capability massively. The choice
of the proportional gain kp,χ=−0.1 A

V combines the three properties: (a) a stable operation,
(b) a high-performance disturbance rejection and (c) minor oscillations.
In Fig. 3.23, measurement results of Experiment (χ.6) are presented, where the changed integral
gain ki,χ = −1 A

V s is used instead of the integral gain ki,χ = −15 A
V s of Experiment (χ.4).

Again, the two plots show the DC-link voltage ud and the d-component idf of the filter current.
While the voltage drops and overshoots in the DC-link voltage ud are (almost) equal for both
cases, the less-aggressive integral gain ki,χ = −1 A

V s requires much more time to adjust the
DC-link voltage ud to its reference ud,ref = 750 V. Consequently, the integral gain ki,χ is not
important to keep the DC-link voltage ud within the admissible range ud∈ [600 V, 900 V], but a
clever choice allows for a fast adjustment of the DC-link voltage ud.
Fig. 3.24 illustrates the measurement results of Experiment (χ.7), where the impact of the weig-
hting factor ηi,ξ of the grid side current controller on the DC-link voltage control is investigated.
The two plots show the DC-link voltage ud and the d-component idf of the filter current (i)
for the standard weighting factor ηi,ξ = 10 of Experiment (χ.4) and (ii) for the decreased

weighting factor ηi,ξ = 1. Obviously, the weighting factor ηi,ξ influences the disturbance
rejection capability significantly. The reduced weighting factor ηi,ξ=1 yields bigger voltage
drops and overshoots in the DC-link voltage ud as well as strong oscillations in both the DC-link

60For more critical operation points, the proportional gain kp,χ =−0.14 A
V does not only yield strong oscillations

but causes instability (see Fig. 3.14).
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Figure 3.24: Experiment (χ.7): measured quantities with the weighting factor ηi,ξ =10, measured
quantities with the weighting factor ηi,ξ =1 and reference ud,ref of the DC-link voltage.

voltage ud and the filter current idf . Hence, an aggressive choice of the weighting factor ηi,ξ of the
grid side current controller is inevitable to guarantee a high-performance disturbance rejection
of the DC-link voltage control.

3.3 Machine side control

In this section, the machine side control is discussed, which has the two main objectives: (i) the
tracking of the rotor current reference idqr,ref in an inner current control loop and (ii) to ensure a
precise adjustment of the references of both the machine torque mm,ref and the stator reactive
power qs,ref in an outer cascade. By means of simulations in Mabtlab/Simulink and measu-
rements at the test-bench, the validity of the machine side model of the wind turbine system
(2.76) will be shown as well as the very good performance of the developed control methods.
The new control strategies are necessary, because they need to consider the characteristics of
the developed nonlinear DFIM model (2.26). In particular, these characteristics are:

• both stator and rotor of the DFIM exhibit nonlinear flux linkagesψdqs andψdqr , respectively.

• the dynamics of the DFIM are determined by the differential inductances of the stator
Ldqs , the rotor Ldqr and the coupling Ldqm .

• the anti-diagonal elements of these differential inductances are not zero. This—in com-
bination with the nonlinear flux linkages of the stator ψdqs and the rotor ψdqr —results in
magnetic cross-couplings between the d- and q-components.

• the interaction between the DFIM and the (optional) LC filter must be considered. Again,
due to the small sampling frequency fdis, a discretization strategy is used to allow for a
discrete controller design.
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Figure 3.25: Laboratory test-bench with (a) host computer, (b) dSpace real-time system, (c) machine side
converter with DC-link, (d) chopper resistance, (e) two-winding transformer, (f) LC filter,
(g) doubly-fed induction machine, (h) torque sensor and (i) electrically-excited synchronous
machine.

• in wind turbine systems, commonly no expensive torque sensor is installed. Hence, the
nonlinear machine torque mm must be adjusted via a feed-forward control method based
on the nonlinear flux linkages of the stator ψdqs and the rotor ψdqr .

The differential inductances of the stator Ldqs , the rotor Ldqr and the coupling Ldqm as well as the
nonlinear flux linkages ψdqs and ψdqr of stator and rotor, respectively, depend on the operation
point of the DFIM. Accordingly, the machine side control strategies must incorporate these
dependencies, which necessitate adaptive controller designs with online adjustment. Therefor,
the flux maps in Fig. 2.8 and the differential inductance maps in Fig. 2.12 are used.

3.3.1 Laboratory test-bench of the machine side

To verify the machine side part of the holistic wind turbine system model (2.76) via measure-
ments, the relevant components were built-up at the test-bench as shown in Fig. 3.25.
In particular, these components are: (a) the host computer, (b) the dSpace real-time system,
(c) the machine side converter with the DC-link and (d) the chopper resistance, (e) the two-
winding transformer61, which couples the stator to the grid, (f) the LC filter, (g) the DFIM,
(h) the torque sensor to measure the machine torque mm and (i) the EESM, which functions as
variable-speed source or load.
Fig. 3.26 illustrates the interaction of the experimental setup and its physical components.
Instead of the grid side of the wind turbine system and its control (see Sec. 3.2), the DC-link is
fed by the diode rectifier, which is directly connected to the grid. Voltage and current sensors

measure the following quantities: the DC-link voltage ud, the grid line-to-line voltage ua-b-cg ,
the stator current iabcs and the rotor current iuvwr . If the LC filter is used, also the filter
current iuvwl and the capacitance line-to-line voltage uu-v-w

c are measured62. Additionally, the
61Since the experimental setup does not require a third winding, instead of a three-winding transformer only a

two-winding transformer is implemented at the laboratory test-bench.
62More precisely, the voltage sensors in the LC filter measure the voltage uu-v-w

c +RcTLTL (iuvw
r −iuvw

l ). For
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Figure 3.26: Block diagram of the machine side experimental setup.

DFIM is equipped with an encoder, which sends the machine rotational speed ωm and the ma-
chine angle ϕm to the dSpace real-time system. The measured machine torque mm is not used
for the control, but it allows for evaluating the performance of the implemented feed-forward
torque controller. Depending on the use of the LC filter, the space vector modulation sends
either the switching vector suvwr or the switching vector suvwl to the machine side converter.
Tab. 3.6 lists all relevant parameters of the experimental setup63. For the purpose of compa-
rability, the simulation model of the wind turbine system in Matlab/Simulink uses the same
parameters. Additional simulation parameters are given in Tab. 3.2.
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ud Cd
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og

machine side
converter
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Figure 3.27: Equivalent circuit of the diode rectifier and the principle of the DC-link with chopper.

Fig. 3.27 shows the grid-connection of the DC-link via the diode rectifier with its six diodes
Da
g , ... , D̄

c
g . If the rotor of the DFIM draws power from the DC-link, then the diode rectifier

supplies power to the DC-link and guarantees a minimal DC-link voltage ud,min. An important
property of the diode rectifier is the unidirectional power flow from the grid to the DC-link. If
the rotor of the DFIM injects power to the DC-link, its impossible to feed this power to the grid.
This is the reason to use the chopper resistance Rd (in Ω), which assures a maximal DC-link
voltage ud,max. Its concept is expressed by the switch Sd, which closes when the DC-link voltage
ud exceeds its threshold ud,max. Then, the chopper resistance Rd dissipates the surplus power
from the rotor64.

Rc ̸= 0, the second term RcTLTL (iuvw
r −iuvw

l ) must be subtracted to obtain the line-to-line voltage uu-v-w
c as in

Fig. 3.26.
63To allow for a sufficient voltage level of the DC-link voltage ud, the diode rectifier is fed by a grid voltage

amplitude >ûg.
64This principle is a simplification to explain the function of the chopper resistance Rd. The real implementation

is more complex.
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description symbols & values with unit
parameters of the dSpace real-time system

sampling frequency fdis = 4 kHz
sampling time tdis = 1

fdis
= 0.25 ms

parameters of the doubly-fed induction machine
rated mechanical power pm,nom = 10 kW
rated machine torque mm,nom = 55 Nm
pole pair number nm = 2
stator resistance Rs = 0.72 Ω
rotor resistance Rr = 0.55 Ω
machine inertia θm = 0.094 kgm2

rated stator current îs,nom = 20.9
√

2 A
rated rotor current îr,nom = 17

√
2 A

parameters of the LC filter
resistances Rl = 1 Ω and Rc = 0 Ω
inductance Ll = 4.5 mH
capacitance Cc = 30 µF

parameters of the stator side grid
voltage amplitude ûg = 400

√
2
3 V

frequency fg = 50 Hz
rotational speed ωg = 2πfg ≈ 314 rad

s

parameters of the simulation (Matlab/Simulink)
solver (fixed step) ode4
step time tsim = 5 µs
Clarke transformation factors kc = 2

3 and κc =
√

1
2

Table 3.6: Parameters of Matlab/Simulink, the machine side and the dSpace real-time system.

The use of the diode rectifier and the chopper resistance Rd for the grid-connection of
the DC-link imposes a drawback. It is illustrated in Fig. 3.28, where a typical measurement of
the DC-link voltage ud is depicted. Since it is not controlled to a certain reference ud,ref , the
DC-link voltage ud floats freely between its minimal and maximal value, i.e. ud,min ≤ud≤ud,max.
In the following two cases, this leads to a strongly perturbed DC-link voltage ud:

(i) the rotor feeds much power to the DC-link, e.g. within the time intervals t∈ [1 s, ... , 1.1 s]
and t ∈ [1.35 s, ... , 1.5 s]. The chopper resistance Rd is active and it comes to a varying
DC-link voltage ud within a range of about 75 V.

(ii) the rotor consumes much power from the DC-link, e.g. within the time intervals t ∈
[0.3 s, ... , 0.5 s] and t∈ [1.1 s, ... , 1.3 s]. The diode rectifier supplies power to the DC-link,
which results in a noisy DC-link voltage ud within a range of about 75 V.

Due to the varying DC-link voltage ud in the cases (i) and (ii), the machine side converter is
disturbed in generating the reference voltage udql,ref (or udqr,ref). This leads to some oscillations in
the machine side quantities. In the evaluation of the measurement results, this drawback of the
experimental setup at the test-bench has to be considered.
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Figure 3.28: Measurement of the DC-link voltage ud: chopper resistance and diode rectifier operation.

3.3.2 Rotor current control

This section discusses the rotor current control strategy, when the DFIM is directly coupled
to the machine side converter (see the upper part of Fig. 3.29). The objective of the controller
is to adjust the rotor current idqr to its reference idqr,ref accurately. Therefor, an adaptive PI
controller is designed, which allows to consider the system dependency on the operation point65.
It is extended by (i) a disturbance compensation and (ii) a compensation of the cross-couplings,
which occur because of the non-zero anti-diagonal elements of the differential inductances of the
stator Ldqs , the rotor Ldqr and the coupling Ldqm . Moreover, (iii) a reference voltage saturation
(SAT), which takes the limited rotor voltage udqr into account and (iv) an additional anti-wind
up (AWU) to compensate for overshoots in the reference current tracking due to windup effects,
are additionally implemented.

3.3.2.1 Adaptive PI controller design

The starting point of the controller design is the nonlinear DFIM dynamics (2.26), which are
given by

d
dt

(
idqs (t)
idqr (t)

)
= Ldqdfim(idqs ,idqr )−1

(
−udqs (t) −Rsi

dq
s (t) + ωk(t)Jψdqs (idqs ,idqr )

−udqr (t) −Rri
dq
r (t) + (ωk(t)−ωr(t))Jψdqr (idqs ,idqr )

)
(3.44)

and where the overall inductance matrix Ldqdfim (in H)4×4 of the DFIM is defined by

Ldqdfim(idqs ,idqr ) :=
[
Ldqs (idqs ,idqr ) Ldqm (idqs ,idqr )⊤
Ldqm (idqs ,idqr ) Ldqr (idqs ,idqr )

]
. (3.45)

By rearranging the nonlinear DFIM dynamics (3.44), these dynamics can be written as

d
dti

dq
s (t) =Ldqs (idqs ,idqr )−1

(
−udqs (t)−Rsidqs (t)−Ldqm (idqs ,idqr )⊤ d

dti
dq
r (t)+ωk(t)Jψdqs (idqs ,idqr )

)

d
dti

dq
r (t) =Ldqr (idqs ,idqr )−1

(
−udqr (t)−Rridqr (t)−Ldqm (idqs ,idqr ) d

dti
dq
s (t)+(ωk(t)−ωr(t))Jψdqr (idqs ,idqr )

)





(3.46)

with the initial values idqs,0 =idqs (0) and idqr,0 =idqr (0) of stator and rotor current, respectively.

65A similar control strategy can be found in [138], therein for reluctance synchronous machines.
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Figure 3.29: Block diagram of the machine side experimental setup without LC filter and its control stra-
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Definition (D.3.1) The leakage coefficient matrices Σdq
s ∈R2×2 and Σdq

r ∈R2×2 of the stator
and the rotor are defined by

Σdq
s (idqs ,idqr ) := I2 −Ldqs (idqs ,idqr )−1Ldqm (idqs ,idqr )⊤Ldqr (idqs ,idqr )−1Ldqm (idqs ,idqr )

and Σdq
r (idqs ,idqr ) := I2 −Ldqr (idqs ,idqr )−1Ldqm (idqs ,idqr )Ldqs (idqs ,idqr )−1Ldqm (idqs ,idqr )⊤

}
. (3.47)

Applying these leakage coefficient matrices (3.47) to the nonlinear DFIM dynamics (3.46) yields

Ldqs (idqs ,idqr )Σdq
s (idqs ,idqr ) d

dti
dq
s (t) = −udqs (t) −Rsi

dq
s (t) + ωk(t)Jψdqs (idqs ,idqr )

−Ldqm (idqs ,idqr )⊤Ldqr (idqs ,idqr )−1
(
−udqr (t)−Rridqr (t)+(ωk(t)−ωr(t))Jψdqr (idqs ,idqr )

)

Ldqr (idqs ,idqr )Σdq
r (idqs ,idqr ) d

dti
dq
r (t) = −udqr (t) −Rri

dq
r (t) + (ωk(t)−ωr(t))Jψdqr (idqs ,idqr )

−Ldqm (idqs ,idqr )Ldqs (idqs ,idqr )−1
(
−udqs (t) −Rsi

dq
s (t) + ωk(t)Jψdqs (idqs ,idqr )

)





. (3.48)

The following controller design bases on the nonlinear DFIM dynamics (3.48). The control law
of the adaptive rotor current PI controller with control variable udqr,ref consists of three terms:
(a) the voltage udqr,pi (in V)2 of the PI controller, (b) the voltage udqr,di (in V)2 of the disturbance
compensation and (c) the voltage udqr,co (in V)2 to compensate for the cross-couplings. The
controller design supposes an ideal compensation of both disturbances and cross-couplings, which
leads to:

Assumption (A.3.5) The machine side converter generates the rotor voltage udqr . With respect
to its reference udqr,ref , this generation is subject to the dead time Tu (cf. (2.60) in Sec. 2.2.4),
i.e. udqr (t)=udqr,ref(t−Tu). To consider this dead time Tu for the two compensations (b) and (c),
the following ideal control law is assumed:

udqr,ref(t) = udqr,pi(t) − udqr,co(t+Tu) − udqr,di(t+Tu) , (3.49)

where the voltage udqr,co (in V)2 characterizes the ideal compensation of the cross-couplings66.

By means of (A.3.5) and the disturbance compensation, where the voltage udqr,di is given by

udqr,di(t) = − (ωk(t)−ωr(t))Jψdqr (idqs ,idqr )

+Ldqm (idqs ,idqr )Ldqs (idqs ,idqr )−1
(
−udqs (t) −Rsi

dq
s (t) + ωk(t)Jψdqs (idqs ,idqr )

)
, (3.50)

inserting the ideal control law (3.49) into (the rotor part of) the nonlinear DFIM dynamics
(3.48) yields

Ldqr (idqs ,idqr )Σdq
r (idqs ,idqr )︸ ︷︷ ︸

=:Ldq
r (idq

s ,i
dq
r )

d
dti

dq
r (t) = −udqr,pi(t−Tu) −Rri

dq
r (t) + udqr,co(t) (3.51)

with the new rotor inductance Ldqr (in H)2×2. A component-wise representation of (3.51) is
given by

L
dd
r (idqs ,idqr ) d

dt i
d
r (t) = −udr,pi(t−Tu) −Rri

d
r (t) + udr,co(t) − L

dq
r (idqs ,idqr ) d

dt i
q
r(t)

L
qq
r (idqs ,idqr ) d

dt i
q
r(t) = −uqr,pi(t−Tu) −Rri

q
r(t) + uqr,co(t) − L

qd
r (idqs ,idqr ) d

dt i
d
r (t)



 . (3.52)

66Note that both the implemented voltage udq
r,co and the ideal voltage udq

r,co will be specified in (3.54) and (3.64).
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By applying the first equation of (3.52) to the second one and vice versa, the component-wise
rotor current dynamics are obtained

det
(
L

dq
r (idq

s ,i
dq
r )
)

L
qq
r (idq

s ,i
dq
r )

d
dt i

d
r (t)=−udr,pi(t−Tu)−Rridr (t)+udr,co(t)+ L

dq
r (idq

s ,i
dq
r )

L
qq
r (idq

s ,i
dq
r )

(
uqr,pi(t−Tu)+Rriqr(t)−uqr,co(t)

)

det
(
L

dq
r (idq

s ,i
dq
r )
)

L
dd
r (idq

s ,i
dq
r )

d
dt i

q
r(t)=−uqr,pi(t−Tu)−Rriqr(t)+uqr,co(t)+ L

qd
r (idq

s ,i
dq
r )

L
dd
r (idq

s ,i
dq
r )

(
udr,pi(t−Tu)+Rridr (t)−udr,co(t)

)





(3.53)

and, then, choosing the voltage udqr,co of the cross-coupling compensation to be

udqr,co(t) = −



L

dq
r (idq

s ,i
dq
r )

L
qq
r (idq

s ,i
dq
r )

(
uqr,pi(t−Tu) +Rri

q
r(t)

)

L
qd
r (idq

s ,i
dq
r )

L
dd
r (idq

s ,i
dq
r )

(
udr,pi(t−Tu) +Rri

d
r (t)

)


 (3.54)

and applying (3.54) to (3.53) yields the decoupled rotor current dynamics as follows



det
(
L

dq
r (idq

s ,i
dq
r )
)

L
qq
r (idq

s ,i
dq
r )

0

0 det
(
L

dq
r (idq

s ,i
dq
r )
)

L
dd
r (idq

s ,i
dq
r )




d
dti

dq
r (t)=−

(
1−L

dq
r (idqs , idqr )Lqdr (idqs , idqr )
L
dd
r (idqs , idqr )Lqqr (idqs , idqr )

)

︸ ︷︷ ︸

=
det
(

L
dq
r (i

dq
s ,i

dq
r )
)

L
dd
r (i

dq
s ,i

dq
r )L

qq
r (i

dq
s ,i

dq
r )

(
udqr,pi(t−Tu)+Rridqr (t)

)
.

(3.55)

By means of the definitions of the rotor time constants T dr := L
dd
r
Rr

(in s) of the d-component and
T qr := L

qq
r
Rr

(in s) of the q-component, the decoupled rotor current dynamics (3.55) simplify to

[
T dr (idqs ,idqr ) 0

0 T qr (idqs ,idqr )

]
d
dti

dq
r (t) :=



L

dd
r (idq

s ,i
dq
r )

Rr
0

0 L
qq
r (idq

s ,i
dq
r )

Rr


 d

dti
dq
r (t)=− 1

Rr
udqr,pi(t−Tu)−idqr (t) .

(3.56)

Further, the time-delayed voltage udqr,pi(t−Tu) of the PI controller is replaced by the following
approach:

Assumption (A.3.6) The voltage udqr,pi(t−Tu) =: udqr (t) is approximated by a first order lag
system with gain 1 and time constant Tu, i.e. the following holds

d
dtu

dq
r (t) = − 1

Tu
udqr (t) + 1

Tu
udqr,pi(t) with udqr,0 = udqr (0) . (3.57)

The voltage udqr (in V)2 functions as auxiliary variable and has no physical meaning.

(A.3.6) is a standard approximation for considering dead-times in control design and can be
found e.g. in [111]. Applying (A.3.6) to the rotor current dynamics (3.56) yields

d-component: d
dt

(
idr (t)
udr (t)

)
=
[− 1

T d
r (idq

s ,i
dq
r )

− 1
RrT d

r (idq
s ,i

dq
r )

0 − 1
Tu

](
idr (t)
udr (t)

)
+
(

0
1
Tu

)
udr,pi(t)

q-component: d
dt

(
iqr(t)
uqr(t)

)
=
[− 1

T q
r (idq

s ,i
dq
r )

− 1
RrT

q
r (idq

s ,i
dq
r )

0 − 1
Tu

](
iqr(t)
uqr(t)

)
+
(

0
1
Tu

)
uqr,pi(t)





. (3.58)
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The system dynamics in (3.58) are used to design the adaptive PI controller and represent
a second-order lag system with gain − 1

Rr
, small time constant Tu and large time constants

T dr (idqs ,idqr ) and T qr (idqs ,idqr ) for the d-component and q-component, respectively. The PI controller
outputs the voltage

udqr,pi(t) = Kdq
p,ς(idqs ,idqr )

(
idqr,ref(t) − idqr (t)

)
+Kdq

i,ςx
dq
i,ς (t) (3.59)

with the integral state vector xdqi,ς (in As)2. The proportional gain matrix Kdq
p,ς (in V

A)2×2 and
the integral gain matrix Kdq

i,ς (in V
A s)2×2 are defined by

Kdq
p,ς(idqs ,idqr ) := diag

(
kdp,ς(idqs ,idqr ), kqp,ς(idqs ,idqr )

)
and Kdq

i,ς := diag(kdi,ς , k
q
i,ς) . (3.60)

The tuning of the proportional gains kdp,ς and kqp,ς and the integral gains kdi,ς and kqi,ς of the PI
controller is based on the “magnitude optimum criterion” (see e.g. [117]), which results in

kdp,ς(idqs ,idqr ) = −L
dd
r (idqs ,idqr )

2Tu
, kqp,ς(idqs ,idqr ) = −L

qq
r (idqs ,idqr )

2Tu
and kdi,ς = kqi,ς = − Rr

2Tu
. (3.61)

As already mentioned in the introduction of this section, the rotor current controller is equipped
additionally with (a) an anti-wind up strategy (AWU) and (b) a reference voltage saturation
(SAT). The anti-wind up function ai,ς pauses the integration for the integral state xdqi,ς if the
reference rotor voltage udqr,ref exceeds its achievable range, i.e.

d
dtx

dq
i,ς (t)=ai,ς(udqr,ref , ud)

(
idqr,ref(t)−idqr (t)

)
, ai,ς(udqr,ref , ud)=





0 , if
∥∥∥udqr,ref(t)

∥∥∥>
√

3kcud(t)
2

1 , if
∥∥∥udqr,ref(t)

∥∥∥≤
√

3kcud(t)
2

(3.62)

with the initial value xdqi,ς,0 =xdqi,ς (0) of the integral state. The saturation function hi,ς limits the
reference rotor voltage udqr,ref , which results in the saturated reference udqr,ref,sat (in V)2 of the
rotor voltage:

udqr,ref,sat(t) = hi,ς(udqr,ref , ud)u
dq
r,ref(t) with hi,ς(udqr,ref , ud) =





√
3kcud(t)

2
∥∥udq

r,ref(t)
∥∥ , if

∥∥∥udqr,ref(t)
∥∥∥ >

√
3kcud(t)

2

1 , if
∥∥∥udqr,ref(t)

∥∥∥ ≤
√

3kcud(t)
2 .

(3.63)
For the whole controller design, ideal compensations for both the disturbances and the cross-
couplings have been supposed (see (A.3.5)). This necessitates the future voltage terms udqr,di(t+
Tu) and udqr,co(t+Tu), which are not known (not causal!). Hence, static compensations for the
disturbances and the cross-couplings are used, so that the following control law is implemented:

udqr,ref(t)=udqr,pi(t)−udqr,co(t)−udqr,di(t) with udqr,co(t) :=




−L
dq
r (idq

s ,i
dq
r )

L
qq
r (idq

s ,i
dq
r )

(
uqr,pi(t)+Rriqr(t)

)

−L
qd
r (idq

s ,i
dq
r )

L
dd
r (idq

s ,i
dq
r )

(
udr,pi(t)+Rridr (t)

)


 . (3.64)

Remark (R.3.11) The differential inductances of the stator Ldqs , the rotor Ldqr and the coupling
Ldqm as well as the flux linkages ψdqs and ψdqr of stator and rotor are required to determine the
proportional gain matrix Kdq

p,ς and the compensation voltages udqr,co and udqr,di for the disturbances
and cross-couplings. Therefor, the 2-D look-up tables (with linear interpolation) of Fig. 2.12 and
Fig. 2.8 are used. Thus, the measured rotor current idqr is sufficient to obtain the differential
inductances Ldqs , Ldqr and Ldqm and the flux linkages ψdqs and ψdqr .
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The implementation of the overall strategy of the adaptive rotor current PI controller is sum-
marized in Fig. 3.29.
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Figure 3.30: Experiment (ς.1): measured quantities, simulated quantities and reference idq
r,ref

of the rotor current.

3.3.2.2 Reference tracking of the rotor currents

This section analyzes the reference tracking of the adaptive rotor current PI controller. Unless
stated otherwise, the control law (3.64) is used and the parameters of the experimental setup are
listed in Tab. 3.6. Fig. 3.29 depicts the experimental setup and the implemented current control.
The objectives of this section are: (a) to validate the design of the adaptive rotor current PI
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controller and (b) to verify the matching of the developed nonlinear DFIM model with the
experimental setup at the test-bench. Therefor, the following experiments are conducted both
in simulation and laboratory:

(ς.1) the implemented control strategy ( measurement, simulation) which is composed
of: (a) the adaptive PI controller (3.59) with its control parameters as in (3.61), (b) the
disturbance compensation as in (3.50), (c) the cross-coupling compensation as in (3.64),
(d) the anti-wind up strategy (3.62) and (e) the reference voltage saturation (3.63). The
EESM is speed-controlled and adjusts the machine rotational speed ωm to the constant
value 120 rad

s <
ωg

nm
(sub-synchronous operation).

(ς.2) to investigate the impacts of the disturbance compensation and the cross-coupling com-
pensation, Experiment (ς.1) is repeated but without the two compensations (b) and (c).

(ς.3) to demonstrate that the control strategy works well independently from the machine
rotational speed ωm, Experiment ( ς.1) is conducted for the machine rotational speed
ωm=170 rad

s >
ωg

nm
(super-synchronous operation).

Fig. 3.30 presents the results of Experiment ( ς.1). The control objective is tracking of the
reference idqr,ref of the rotor current. The plots depict the following quantities from top to

bottom: (a) the rotor current idqr , (b) the stator current idqs and (c) the machine torque mm.
The first two plots validate the good control performance of the implemented rotor current
controller. The rotor current reference idqr,ref is tracked quickly and precisely and reference jumps
do hardly affect the control of the orthogonal component. Moreover, the simulation results
match very well with the measurements. Their only differences—the small oscillations in the

measurements—result from the structure of the experimental setup as already explained in
Sec. 3.3. In cases of big machine torques |mm|, the DC-link operates either in chopper resistance
mode or in diode rectifier mode as shown in Fig. 3.28. This disturbs the voltage generation of
the machine side converter and causes oscillations, e.g. during the time intervals t∈ [1.2 s, 1.3 s]
or t∈ [1.4 s, 1.5 s]. By contrast, the normal DC-link operation in the time interval t∈ [0 s, 0.3 s]
allows to generate the rotor voltage udqr correctly without any oscillations.
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Figure 3.31: Experiment (ς.1) – Zoom of the d-component: measured quantities, simulated quan-
tities and reference idr,ref of the rotor current.
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Figure 3.32: Experiment (ς.1) – Zoom of the q-component: measured quantities, simulated quan-
tities and reference iqr,ref of the rotor current.

Fig. 3.31 and Fig. 3.32 show zoomed results of Experiment ( ς.1). Fig. 3.31 depicts the d-
components idr and ids of the stator current and rotor current, respectively, while Fig. 3.32
illustrates the corresponding q-components iqr and iqs . In both figures, the dynamics of the

simulation results are (almost) identical to the ones of the measurements, which verifies
the strategy to model the DFIM dynamics by the differential inductances of the stator Ldqs , the
rotor Ldqr and the coupling Ldqm as shown in Fig. 2.12. Moreover, the excellent control perfor-
mance is highlighted. The rotor current idqr is adjusted to its reference idqr,ref within about
2 ms in reaction to reference jumps of up to 32 A. Further, the rotor current idqr does not exhibit
any overshoots.
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Figure 3.33: Experiment (ς.1) – Control law: measured reference udq
r,ref of the rotor voltage, which

consists of: (a) the measured voltage udq
r,pi of the PI controller, (b) the measured

voltage udq
r,di of the disturbance compensation and (c) the measured voltage udq

r,co of the
cross-coupling compensation.
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Figure 3.34: Experiment (ς.2): measured rotor current idq
r with disturbance compensation and cross-

coupling compensation, simulated rotor current idq
r with disturbance compensation and

cross-coupling compensation, measured rotor current idq
r without disturbance compensa-

tion and cross-coupling compensation, simulated rotor current idq
r without disturbance

compensation and cross-coupling compensation and reference idq
r,ref of the rotor current.

Fig. 3.33 shows the reference udqr,ref of the rotor voltage of Experiment (ς.1), which consists
of: (a) the voltage udqr,pi of the PI controller, (b) the voltage udqr,di of the disturbance
compensation and (c) the voltage udqr,co of the cross-coupling compensation. The disturbance
compensation voltage udqr,di mainly accounts for the steady-state part of the rotor voltage refe-
rence udqr,ref , while the voltage udqr,pi of the PI controller causes huge reference peaks in reaction
to jumps in the rotor current reference idqr,ref , i.e. it is responsible for the transient behavior.
The voltage udqr,co of the cross-coupling compensation is almost zero in the steady-state operation
and features only small peaks in reaction to reference jumps in the orthogonal component of the
rotor current idqr .
Fig. 3.34 shows the outcomes of Experiment (ς.2), where the impact of the disturbance com-
pensation and the cross-coupling compensation is investigated. The results ( measurement,

simulation) of Experiment (ς.1) are compared to the ones of Experiment (ς.2), where both,
disturbance compensation and cross-coupling compensation, are not used ( measurement,

simulation). The two plots depict the rotor current idqr and its reference idqr,ref . Because
(i) the integral state xdqi,ς adopts the steady-state part of the rotor voltage reference udqr,ref from
the disturbance compensation voltage udqr,di and (ii) the influence of the cross-coupling compen-
sation voltage udqr,co onto the rotor voltage reference udqr,ref is very small, the results of the two
experiments differ only slightly. Thus, the two compensations are helpful but not essential to
obtain a good control performance.
Fig. 3.35 illustrates the results of Experiment (ς.3). Therein, Experiment (ς.1), which operates
at the machine rotational speed ωm=120 rad

s <
ωg

nm
, is repeated for the machine rotational speed

ωm = 170 rad
s >

ωg

nm
. Again, the two plots depict the rotor current idqr and its reference

idqr,ref . The reference tracking ( measurement, simulation) of Experiment (ς.3) features
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Figure 3.35: Experiment (ς.3): measured rotor current idq
r with machine rotational speed ωm =120 rad

s ,
simulated rotor current idq

r with machine rotational speed ωm = 120 rad
s , measured

rotor current idq
r with machine rotational speed ωm =170 rad

s , simulated rotor current idq
r

with machine rotational speed ωm =170 rad
s and reference idq

r,ref of the rotor current.

(almost) the same performance as the one ( measurement, simulation) of Experiment
(ς.1). Accordingly, the very good quality of the designed rotor current control does not depend
on the operation point of the machine rotational speed ωm.

3.3.3 Rotor current control with LC filter

This section presents the rotor current control strategy, when the DFIM is coupled to the ma-
chine side converter via the additional LC filter (see the upper part of Fig. 3.36). The objective
of the controller is to adjust the rotor current idqr precisely to its reference idqr,ref . Therefor,
two adaptive integral state-feedback controllers based on the DLQR theory are designed, which
allow for taking the system dependency on the operation point into account. One uses an addi-
tional reference feed-forward compensation and the other one is equipped with a filter current
decoupling controller. Moreover, both controllers are extended (i) by a reference voltage satu-
ration (SAT), which considers the limited filter voltage udql , and (ii) by an additional anti-wind
up (AWU) to compensate for overshoots in the reference current tracking because of windup
effects.

3.3.3.1 Linearizing the nonlinear model of the machine side

In the first step, the nonlinear dynamics will be linearized by means of the Taylor series expan-
sion. By defining the state vector xlcm ∈ R8, the input vector ulcm ∈ R2 and the disturbance
vector dlcm ∈R4 as follows

xlcm :=
(
(idqs )⊤, (idqr )⊤, (idql )⊤, (udqc )⊤

)⊤
, ulcm := udql and dlcm :=

(
(udqg )⊤, ωk, ωr

)⊤
, (3.65)

in view of the holistic model (2.76) of the wind turbine system, the dynamics of the DFIM in
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Figure 3.36: Block diagram of the machine side experimental setup with LC filter and its control strategy
for the rotor current.
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combination with the LC filter are given by

d
dtxlcm(t) := flcm(xlcm,ulcm,dlcm) (2.77),(3.45)=



Ldqdfim(idqs ,idqr )−1
(

−Rsidqs (t) − udqg (t) + ωk(t)Jψdqs (idqs ,idqr )
Rci

dq
l (t)−(Rr+Rc)idqr (t)−udqc (t)+(ωk(t)−ωr(t))Jψdqs (idqs ,idqr )

)

−
(
Rl+Rc

Ll
I2 + (ωk(t)−ωr(t))J

)
idql (t) + 1

Ll
udqc (t) + Rc

Ll
idqr (t) − 1

Ll
udql (t)

− 1
Cc
idql (t) − (ωk(t)−ωr(t))Judqc (t) + 1

Cc
idqr (t)




(3.66)

with the initial value xlcm,0 =xlcm(0) and the nonlinear function flcm. The small signals ν̃lcm :=
νlcm −ν⋆lcm with ν ∈ {x,u,d} of the state vector, the input vector and the disturbance vector
respectively exhibit the following entries:

ĩ
dq

s := idqs − idq⋆s , ĩ
dq

r := idqr − idq⋆r , ĩ
dq

l := idql − idq⋆l , ũdqc := udqc − udq⋆c

ũdql := udql − udq⋆l , ũdqg := udqg − udq⋆g , ω̃k := ωk − ω⋆k , ω̃r := ωr − ω⋆r



 . (3.67)

Then, the small signal dynamics of the machine side results from linearizing its dynamics (3.66)
around the equilibrium ⋆ = (idq⋆s , idq⋆r , idq⋆l ,udq⋆c ,udq⋆l ,udq⋆g , ω⋆k , ω

⋆
r ) of the stationary operation

d
dtx

⋆
lcm(t)=flcm(⋆)=08. Applying the Taylor series expansion to (3.66) yields

d
dt x̃lcm(t) = d

dt (xlcm(t) − x⋆lcm(t)) = d
dtxlcm(t) − d

dtx
⋆
lcm(t)

=

= d
dt
x⋆

lcm︷ ︸︸ ︷
flcm(⋆) +

=:A⋆
lcm︷ ︸︸ ︷

∂flcm(xlcm,ulcm,dlcm)
∂xlcm

∣∣∣∣
⋆

x̃lcm(t) +

=:Blcm︷ ︸︸ ︷
∂flcm(xlcm,ulcm,dlcm)

∂ulcm

∣∣∣∣
⋆

ũlcm(t)

+ ∂flcm(xlcm,ulcm,dlcm)
∂dlcm

∣∣∣∣
⋆︸ ︷︷ ︸

=:E⋆
lcm

d̃lcm(t) + δlcm(t) − d
dtx

⋆
lcm(t) (3.68)

with the initial value x̃lcm,0 = x̃lcm(0), the system matrix A⋆lcm := Alcm(idq⋆s ,idq⋆r , ω⋆k , ω
⋆
r ) ∈R8×8,

the input matrixBlcm ∈R8×2 and the disturbance matrixE⋆
lcm := Elcm(idq⋆s ,idq⋆r ,idq⋆l ,udq⋆c )∈R8×4.

The term δlcm(t) := δlcm(x̃lcm, ũlcm, d̃lcm, ⋆) ∈ R8 characterizes the higher order terms of the
Taylor series. In the following, it is supposed that

Assumption (A.3.7) The higher order terms of the Taylor series are negligible, i.e. δlcm(t)=
08 .

Because of the grid voltage oriented dq-reference frame and (A.3.2), (a) the constant grid voltage
udqg and (b) the constant grid rotational speed ωg lead to the small signals ũdqg = 02 and ω̃k =
ω̃g :=ωg− ω⋆g =0. Moreover, the following assumption is imposed:

Assumption (A.3.8) The machine rotational speed ωr changes much slower than the electrical
quantities of the state vector xlcm. Hence, the machine rotational speed ωr is assumed to be
constant and its small signal results in ω̃r(t) = 0.

By means of (A.3.2), (A.3.7) and (A.3.8), the nonlinear system (3.66) can be approximated by
its small signal (linearized) dynamics

d
dt x̃lcm(t) = A⋆lcmx̃lcm(t) +Blcmũlcm(t) , x̃lcm,0 := x̃lcm(0) . (3.69)
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The system matrix A⋆lcm and the input matrix Blcm are obtained by using (3.66) and (3.68).
Defining the steady-state inductance matrix Ldq⋆dfim (in H)4×4 of the DFIM

Ldq⋆dfim := Ldqdfim(idq⋆s ,idq⋆r ) (3.45)=
[
Ldqs (idq⋆s ,idq⋆r ) Ldqm (idq⋆s ,idq⋆r )⊤
Ldqm (idq⋆s ,idq⋆r ) Ldqr (idq⋆s ,idq⋆r )

]
:=


L

dq⋆
s

(
Ldq⋆m

)⊤

Ldq⋆m Ldq⋆r


 (3.70)

and considering the following relationship:
(
∂Ldqdfim(idqs ,idqr )−1

∂x

(
−Rsidqs (t) − udqg (t) + ωk(t)Jψdqs (idqs ,idqr )

Rci
dq
l (t)−(Rr+Rc)idqr (t)−udqc (t)+(ωk(t)−ωr(t))Jψdqs (idqs ,idqr )

))∣∣∣∣∣
⋆

(3.66)= ∂Ldqdfim(idqs ,idqr )−1

∂x

∣∣∣∣
⋆

Ldq⋆dfim
d
dt

(
idq⋆s

idq⋆r

)
= 04 for any x ∈

{
ids , i

q
s , i

d
r , i

q
r

}
, (3.71)

leads to the system matrix A⋆lcm and the input matrix Blcm as follows (cf. (3.66)):

A⋆lcm =




(
Ldq⋆dfim

)−1
O4×2 O4×2

O2×4
1
Ll
I2 O4×2

O2×4 O2×2
1
Cc
I2




(



−RsI2 O2×2 O2×2 O2×2
O2×2 − (Rr+Rc) I2 RcI2 −I2
O2×2 RcI2 − (Rl+Rc) I2 I2
O2×2 I2 −I2 O2×2




−




ωgJL
dq⋆
s ωgJ

(
Ldq⋆m

)⊤
O2×2 O2×2

(ωg−ω⋆r )JLdq⋆m (ωg−ω⋆r )JLdq⋆r O2×2 O2×2
O2×2 O2×2 (ωg−ω⋆r )LlJ O2×2
O2×2 O2×2 O2×2 (ωg−ω⋆r )CcJ




)

Blcm = − 1
Ll

[
O2×4 I2 O2×2

]⊤





. (3.72)

Obviously, while the input matrix Blcm is a constant matrix, the system matrix A⋆lcm depends
on the operation point; particularly, on (a) the stator current idq⋆s , (b) the rotor current idq⋆r

and (c) the machine rotational speed ω⋆r . The adaptive controller designs of Sec. 3.3.3.2 allow
to consider this varying system matrix A⋆lcm. Moreover, in Sec. 2.2.2.2, it has been explained
that the stator current idq⋆s results from the rotor current idq⋆r in the steady-state operation, i.e.
idq⋆s =idqs (idq⋆r ). Hence, the operation points (b) of the rotor current idq⋆r and (c) of the machine
rotational speed ω⋆r are sufficient to determine the system matrix A⋆lcm.

3.3.3.2 Adaptive integral state-feedback controller design

The design of the adaptive integral state-feedback controller for the rotor current idqr uses the
following assumption:

Assumption (A.3.9) The dead time of the machine side converter (see (2.60)) is neglected,
so that the filter voltage udql equals its reference, i.e. udql,ref(t)=udql (t).

As already mentioned in the introduction of Sec. 3.3.3, two different state-feedback control stra-
tegies will be explained. Depending on the decision variable ϑi ∈ {0, 1}, the adaptive integral
state-feedback controller is extended by:

• for ϑi=0: an additional reference feed-forward compensation;

• for ϑi=1: a filter current decoupling controller.
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Both variants can be written in one common control law for the reference filter voltage udql,ref . It
is given by

udql,ref(t) = udql,lqr(t) + udql,co(t) + udql,ff(t) (3.73)

with (a) the voltage udql,lqr (in V)2 of the state-feedback controller, (b) the voltage udql,co (in
V)2 of the filter current decoupling controller and (c) the voltage udql,ff (in V)2 of the reference
feed-forward compensation.
The idea of the filter current decoupling controller is to eliminate the entries in the fifth and the
sixth row of the system matrix A⋆lcm. Then, the dynamics of the filter current idql are completely
decoupled. This is achieved by the decoupling matrix K⋆

ϑ ∈R2×8 and the voltage udql,co is given
by

udql,co(t) = K⋆
ϑxlcm(t) with K⋆

ϑ = ϑi
[
O2×2 RcI2 − (Rl+Rc) I2 − (ωg−ω⋆r )LlJ I2

]
. (3.74)

If the decision variable ϑi is zero, i.e. ϑi=0, the filter current decoupling controller is disabled.
Then, the reference feed-forward compensation with the feed-forward matrix K⋆

p,ζ ∈ R2×2 is
active. The voltage udql,ff (in V)2 of the reference feed-forward compensation is given by

udql,ff(t) = K⋆
p,ζi

dq
r,ref(t) with K⋆

p,ζ =





−
(
Cζ (A⋆lcm)−1Blcm

)−1
, if ϑi = 0

O2×2 , if ϑi = 1
, (3.75)

where (a) the output matrixCζ ∈R2×8 is given byCζ =
[
O2×2 I2 O2×4

]
and (b) the feed-forward

matrix K⋆
p,ζ ∈R2×2 is designed as suggested in [141]67.

The control law (3.73) of the reference filter voltage udql,ref will be inserted into the small signal
dynamics (3.69) of the machine side. Therefor, the following small signals ˜ and stationary
operation points ⋆ are defined:

ũdql,ref :=udql,ref −u
dq⋆
l,ref , ũ

dq
l,lqr :=udql,lqr−udq⋆l,lqr , ũ

dq
l,co :=udql,co−udq⋆l,co and ũdql,ff :=udql,ff −udq⋆l,ff . (3.76)

Due to (A.3.9), inserting the small signal equations of (i) the control law (3.73) and (ii) the filter
current decoupling controller (3.74) into the dynamics (3.69) of the machine side yields the new
small signal dynamics

d
dt x̃lcm(t) = A⋆ϑx̃lcm(t) +Blcm

(
ũdql,lqr(t) + ũdql,ff(t)

)
with A⋆ϑ = A⋆lcm +BlcmK

⋆
ϑ . (3.77)

For the decision variable ϑi=0, the new system matrix A⋆ϑ∈R8×8 is similar to the system matrix
A⋆lcm. The new dynamics (3.77) are augmented by the dynamics of the integral state xdqi,ζ (in
As)2:

d
dtx

dq
i,ζ(t) = idqr,ref(t) − idqr (t) = idqr,ref(t) −Cζxlcm(t) , xdqi,ζ,0 := xdqi,ζ(0) . (3.78)

The dynamics of the integral state xdqi,ζ in (3.78) are a linear time-invariant system (LTI-system),
so that the corresponding small signal dynamics are identical. The following small signals ˜ and
stationary operation points ⋆ of the equilibrium d

dtx
dq⋆
i,ζ (t) = 02 are defined: ĩdqr,ref := idqr,ref −idq⋆r,ref

67The reference feed-forward compensation cannot be combined with the filter current decoupling controller,
since the decision variable ϑi =1 results in a non-invertible system matrix A⋆

ϑ =A⋆
lcm+BlcmK

⋆
ϑ .
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and x̃dqi,ζ :=xdqi,ζ−xdq⋆i,ζ . Then, by applying the reference feed-forward compensation (3.75) to the
new dynamics (3.77), the augmented small signal dynamics of the machine side result in

d
dt

(
x̃lcm(t)
x̃dqi,ζ(t)

)

︸ ︷︷ ︸
=:x̃ζ(t)

=
[
A⋆ϑ O8×2

−Cζ O2×2

]

︸ ︷︷ ︸
=:A⋆

ζ

(
x̃lcm(t)
x̃dqi,ζ(t)

)
+
[
Blcm
O2×2

]

︸ ︷︷ ︸
=:Bζ

ũdql,lqr(t)+
[
BlcmK

⋆
p,ζ

I2

]

︸ ︷︷ ︸
=:E⋆

ζ

ĩ
dq

r,ref(t) , x̃ζ,0 := x̃ζ(0)

(3.79)

with the augmented state vector x̃ζ ∈ R10, the augmented system matrix A⋆ζ ∈ R10×10, the
augmented input matrix Bζ ∈R10×2 and the augmented disturbance matrix E⋆

ζ ∈R10×2.
The augmented small signal dynamics (3.79) of the machine side will be used to design the
discrete state-feedback controller. First, they are discretized to take the small sampling fre-
quency fdis of the dSpace real-time system in relation to the resonance frequency of the machine
side into account68. To obtain the discrete-time dynamics for (3.79) with discretization time
tdis, the same discretization method as in Sec. 3.2.2.2 is used. Accordingly, the discrete system
matrix A⋆ζ,k∈R10×10, the discrete input matrix B⋆

ζ,k∈R10×2 and the discrete disturbance vector
E⋆
ζ,k∈R10×2 are calculated by

Z⋆
ζ = tdis

8∑

ν=0

(
A⋆ζ
)ν tνdis

(ν + 1)! ⇒ A⋆ζ,k = I10 +Z⋆
ζ A

⋆
ζ , B

⋆
ζ,k = Z⋆

ζ Bζ , E
⋆
ζ,k = Z⋆

ζ E
⋆
ζ , (3.80)

where Z⋆
ζ ∈R10×10 functions as discretization matrix. Hence, the discrete form of the augmented

machine side dynamics (3.79) is given by

x̃ζ [k+1] = A⋆ζ,kx̃ζ [k] +B⋆
ζ,kũ

dq
l,lqr[k] +E⋆

ζ,k ĩ
dq

r,ref [k] , x̃ζ [0]= x̃ζ,0 . (3.81)

The overall feedback matrix K⋆
ζ,k∈R2×10 splits up into the state-feedback matrix K⋆

x,ζ,k∈R2×8

and the integral-feedback matrix K⋆
i,ζ,k ∈ R2×2, so that the control law udql,lqr of the discrete

integral state-feedback controller results in

udql,lqr[k] = −
[
K⋆
x,ζ,k K⋆

i,ζ,k

]
xζ [k] := −K⋆

ζ,kxζ [k] . (3.82)

Applying the control law (3.82) to the discrete machine side dynamics (3.81) yields the closed-
loop system of the rotor current controller

x̃ζ [k+1] =
(
A⋆ζ,k −B⋆

ζ,kK
⋆
ζ,k

)
x̃ζ [k] +E⋆

ζ,k ĩ
dq

r,ref [k] , x̃ζ,0 := x̃ζ [0] . (3.83)

To determine the feedback matrix K⋆
ζ,k, again the DLQR theory is invoked (for details see e.g.

[137]). By choosing the following cost function:

Jζ,k
(
x̃ζ [k], ũdql,lqr[k]

)
=

∞∑

k=0

((
x̃ζ [k]

)⊤
Qζ,kx̃ζ [k] +

(
ũdql,lqr[k]

)⊤
Rζ,kũ

dq
l,lqr[k]

)
(3.84)

with weighting matrices 0<Qζ,k =Q⊤
ζ,k ∈R10×10 and 0<Rζ,k =R⊤

ζ,k ∈R2×2, the minimization of

68The DFIM features an inductive behavior so that in combination with the LC filter, the machine side exhibits
a similar structure as the LCL filter of the grid side (but with different parameters). Due to the nonlinear
magnetic characteristics of the DFIM, it is not feasible to determine an exact value for the resonance frequency
on the machine side. Nevertheless, simulations have shown that a quasi-continuous design yields an unstable
operation.
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description symbols & values with unit
maximum values of the machine side weighting matrices

stator current is,max = îs,nom = 20.9
√

2 A
rotor current ir,max = îr,nom = 17

√
2 A

capacitance voltage uc,max = ûg = 400
√

2
3 V

filter current il,max = îr,nom = 17
√

2 A
integral state xi,ζ,max = 30 mAs
filter voltage ul,max = ûg = 400

√
2
3 V

weighting factor of the machine side weighting matrices
weighting between states and input ηζ = 0.5

Table 3.7: Design parameters for the adaptive integral state-feedback controller of the rotor current.

the cost function Jζ,k results in the optimal feed-back matrix

K⋆
ζ,k =

(
Rζ,k+

(
B⋆
ζ,k

)⊤
P ⋆
ζ,kB

⋆
ζ,k

)−1 (
B⋆
ζ,k

)⊤
P ⋆
ζ,kA

⋆
ζ,k , (3.85)

where 0<P ⋆
ζ,k=

(
P ⋆
ζ,k

)⊤ ∈R10×10 solves the discrete-time algebraic Riccati equation

P ⋆
ζ,k−(A⋆ζ,k

)⊤
P ⋆
ζ,kA

⋆
ζ,k+

(
A⋆ζ,k

)⊤
P ⋆
ζ,kB

⋆
ζ,k

(
Rζ,k+

(
B⋆
ζ,k

)⊤
P ⋆
ζ,kB

⋆
ζ,k

)−1(
B⋆
ζ,k

)⊤
P ⋆
ζ,kA

⋆
ζ,k−Qζ,k=O10×10 .

(3.86)

Again, the two weighting matrices Qζ,k and Rζ,k are defined on the basis of Bryson’s rule [134].
Thus, they are defined by

Qζ,k=ηζ diag
(

1
i2s,max

I2 ,
1

i2r,max
I2 ,

1
i2l,max

I2 ,
1

u2
c,max

I2 ,
1

x2
i,ζ,max

I2

)
and Rζ,k= 1−ηζ

u2
l,max

I2 , (3.87)

where the maximal acceptable (a) stator current is,max, (b) rotor current ir,max, (c) filter current
il,max, (d) capacitance voltage uc,max, (e) integral state xi,ζ,max and (f) filter voltage ul,max norm
the influences of their corresponding quantity onto the cost function Jζ,k. Moreover, the factor
0<ηζ < 1 weights the impact between the states xζ and the input udql,ref onto the cost function
Jζ,k. Tab. 3.7 lists the maximal acceptable values (a)–(f) as well as the weighting factor ηζ .

Remark (R.3.12) The DLQR theory (3.84) to (3.86) requires that the pair (A⋆ζ,k,B⋆
ζ,k) is stabi-

lizable. Due to the complexity of the discrete system matrix A⋆ζ,k (see (3.80)) and its dependance
on the operation point, an analytical expression for this condition as in (C.3.1) is not feasible.

To enhance the control performance of the adaptive integral state-feedback controller for the
rotor current, it is extended (i) by a reference voltage saturation (SAT), which considers the
limited filter voltage udql and (ii) by an additional anti-wind up (AWU) to compensate for
overshoots in the reference current tracking. The concepts of SAT and AWU are identical to
those presented in Sec. 3.3.3.2. While the (discrete) integration of xdqi,ζ will be paused, if the
following holds:

∥∥∥udql,ref [k]
∥∥∥ >

√
3kcud[k]

2 =⇒ xdqi,ζ [k + 1] = xdqi,ζ [k] , (3.88)
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Figure 3.37: Experiment (ζ.1): measured quantities, simulated quantities and reference idq
r,ref

of the rotor current.
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Figure 3.38: Experiment (ζ.2): measured quantities, simulated quantities and reference idq
r,ref

of the rotor current.
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the saturation function hi,ζ limits the reference filter voltage udql,ref , which results in the saturated
reference udql,ref,sat (in V)2 of the filter voltage:

udql,ref,sat[k] = hi,ζ(udql,ref , ud)u
dq
l,ref [k] with hi,ζ(udql,ref , ud) =





√
3kcud[k]

2
∥∥udq

l,ref [k]
∥∥ , if

∥∥∥udql,ref [k]
∥∥∥ >

√
3kcud[k]

2

1 , if
∥∥∥udql,ref [k]

∥∥∥ ≤
√

3kcud[k]
2 .

(3.89)

The implementation of the overall strategy of the adaptive integral state-feedback controller for
the rotor current idqr is summarized in Fig. 3.36.

3.3.3.3 Reference tracking of the rotor currents with LC filter

To analyze the reference tracking of the adaptive integral state-feedback controller for the rotor
current—unless stated otherwise—the parameters of the experimental setup in Tab. 3.6 and the
parameters for the weighting matrices Qζ,k and Rζ,k in Tab. 3.7 are used as well as the control
strategy as shown in Fig. 3.36.
The two objectives of this section are: (i) to validate the implemented control strategy and (ii)
to highlight the very good matching of the machine side model with the experimental setup
at the test-bench. Therefor, the following experiments are conducted both in simulation and
laboratory:

(ζ.1) the adaptive integral state-feedback controller for the rotor current idqr ( measurement,
simulation) which is composed of: (a) the control law (3.73), where the overall feedback

matrix K⋆
ζ,k results from the DLQR theory (3.84) to (3.87), (b) the AWU strategy (3.88)

and (c) the SAT as in (3.89). Moreover, the state-feedback controller is extended by the
reference feed-forward controller, i.e. ϑi = 0 in (3.74) and (3.75). The EESM is speed-
controlled and adjusts the machine rotational speed ωm to the constant value 120 rad

s <
ωg

nm

(sub-synchronous operation).

(ζ.2) Experiment (ζ.1) is repeated but with the following decisive variation ( measurement,
simulation): the filter current decoupling controller is utilized instead of the reference

feed-forward controller, i.e. ϑi=1 in (3.74) and (3.75).

(ζ.3) to demonstrate that the control strategy works well independently from the machine ro-
tational speed ωm, the measurement of Experiment (ζ.1) is executed for the machine
rotational speed ωm=170 rad

s >
ωg

nm
(super-synchronous operation).

Fig. 3.37 presents the results of Experiment (ζ.1). The plots depict the machine side states from
top to bottom: (a) the rotor current idqr and its reference idqr,ref , (b) the stator current idqs , (c)
the filter current idql and (d) the capacitance voltage udqc . In the two plots of the rotor current
idqr the good control performance can be seen. The rotor current idqr tracks its corresponding
reference idqr,ref very quickly and precisely. The augmented machine side dynamics by the integral
state xdqi,ζ guarantee steady-state accuracy. Also cross-couplings due to reference jumps in the
orthogonal rotor current component hardly affect the reference tracking. Again, when the DC-
link operates either in the chopper resistance mode or the diode rectifier mode (see Sec. 3.3.1),
small oscillations in the machine side quantities occur. Moreover, the measurements exhibit
a very good matching with the simulation results. Only the measured d-component udc of
the capacitance voltage is more noisy than the simulated one.
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Figure 3.39: Experiments (ζ.1) and (ζ.2) – Reference filter voltage udq
l,ref : measured udq

l,ref with re-
ference feed-forward controller, simulated udq

l,ref with reference feed-forward controller,
measured udq

l,ref with filter current decoupling controller, simulated udq
l,ref with filter

current decoupling controller.

In Fig. 3.38, the outcomes of Experiment (ζ.2) are shown, where the filter current decoupling
controller is used instead of the reference feed-forward controller of Experiment (ζ.1). Again,
the plots depict the machine side states from top to bottom: (a) the rotor current idqr and its

reference idqr,ref , (b) the stator current idqs , (c) the filter current idql and (d) the capacitance
voltage udqc . The results both of the measurements and the simulations are very similar to
the ones of Experiment (ζ.1). The rotor current reference idqr,ref is tracked quickly and accurately
by the rotor current idqr and cross-couplings in reaction to reference jumps in the orthogonal
rotor current component do not influence the reference tracking significantly. Consequently,
both variants are ideally suited for controlling the rotor current idqr .
Fig. 3.39 compares the reference filter voltage udql,ref of the two Experiments ( ζ.1) and ( ζ.2).
Both the measurements ( (ζ.1), (ζ.2)) and the simulation results ( (ζ.1), (ζ.2))
exhibit (almost) the same behavior for both experiments. Thereby, the d-component udl,ref of
the reference filter voltage of the measurements is noisier than the simulated one. Further, there
are small deviations in the q-component uql,ref between the measurements and the simulations.
Apart from that the reference filter voltage udql,ref shows a very similar behavior for all four cases.
To highlight the transient behaviors of the two control strategies, zooms of the two Experiments
( ζ.1) and ( ζ.2) are shown (i) in Fig. 3.40 for the d-components and (ii) in Fig. 3.41 for the
q-components. Fig. 3.40 zooms in at the certain time instants t= 0.3 s, t= 0.5 s, t= 0.9 s and
t= 1.1 s and depicts the d-components of (from top to bottom): (a) the rotor current idr and
its reference idr,ref , (b) the stator current ids , (c) the filter current idl and (d) the capacitance
voltage udc . The transient behaviors of the measurements and the simulation results match
brilliantly. Moreover, the two Experiments (ζ.1) and (ζ.2) exhibit (almost) the same dynamics.
The rotor current idr tracks its reference idr,ref within about 7 ms in reaction to reference jumps
of up to 32 A, which proves the very good performance of the two control strategies. The
same outcomes can be seen for the q-components in Fig. 3.41, where zooms at the certain time
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Figure 3.40: Experiments (ζ.1) and (ζ.2) – Zoom of the d-component: measured quantities with re-
ference feed-forward controller, simulated quantities with reference feed-forward control-
ler, measured quantities with filter current decoupling controller, simulated quantities
with filter current decoupling controller and reference idr,ref of the rotor current.

instants t=0.4 s, t=0.6 s, t=0.8 s and t=1.2 s are shown for the following quantities (from top
to bottom): (a) the rotor current iqr and its reference iqr,ref , (b) the stator current iqs , (c) the
filter current iql , and (d) the capacitance voltage uqc . Again, the rotor current iqr is adjusted to
its reference iqr,ref within about 7 ms and the transient behaviors are (almost) the same for the
two measurements and the two simulations.
Fig. 3.42 presents the measurements of Experiment ( ζ.3), where the machine rotational
speed ωm is increased to 170 rad

s >
ωg

nm
. The results are compared to the measurements of

Experiment (ζ.1) with the slower machine rotational speed 120 rad
s <

ωg

nm
. The plots depict the

following quantities from top to bottom: (a) the rotor current idqr and its reference idqr,ref ,
(b) the stator current idqs , (c) the filter current idql , (d) the capacitance voltage udqc and (e) the
reference filter voltage udql,ref . The control performance in both cases is (almost) identical, so that
the quality of the control does not depend on machine rotational speed ωm. The currents of the
rotor idqr , of the stator idqs and of the filter idql match perfectly in both cases, while the capacitance
voltage udqc and the reference filter voltage udql,ref show slight differences. In steady-state, the
difference in the capacitance voltage udqc is equal to 2 ·50 rad

s Jψ
dq⋆
r , since the stationary rotor
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Figure 3.41: Experiments (ζ.1) and (ζ.2) – Zoom of the q-component: measured quantities with re-
ference feed-forward controller, simulated quantities with reference feed-forward control-
ler, measured quantities with filter current decoupling controller, simulated quantities
with filter current decoupling controller and reference iqr,ref of the rotor current.

equation of the machine side model (for Rc = 0) is given by: udq⋆c = −Rridq⋆r + (ωg−ω⋆r )Jψdq⋆r

(see (3.66)).

3.3.4 Torque control and reactive power control

This sections presents the controller designs of the machine torque mm and the stator reactive
power qs. The machine torque mm is controlled to its reference mm,ref via the d-component idr
of the rotor current, while the q-component iqr of the rotor current adjusts the stator reactive
power qs to its reference qs,ref .
Common wind turbine systems are not equipped with a torque sensor, so that a feed-forward
controller is used to control the machine torque mm. Fig. 2.9a shows that the (steady-state)
machine torque mm depends on the rotor current idqr . In Fig. 3.43a this dependency is reversed.
Therein, the d-component idr of the rotor current is uniquely determined by the machine torque
mm and the q-component iqr of the rotor current. This relationship is converted into a 2-D look-
up table. The reference machine torque mm,ref and the q-component iqr,ref of the reference rotor
current result in the d-component idr,ref of the reference rotor current as illustrated in Fig. 3.44.
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3.3. MACHINE SIDE CONTROL

(a) d-component idr of the rotor current. (b) q-component iqr of the rotor current.

Figure 3.43: Rotor current maps for the feed-forward controllers of the machine torque and the stator
reactive power (steady-state case ⋆).

Current sensors measure the stator current iabcs of the DFIM (cf. Fig. 3.1). By means of Clarke’s
and Park’s transformation, the q-component iqs is available for feedback. Due to (A.3.2) and
(2.33), the reference qs,ref of the stator reactive power can be converted into the equivalent
q-component iqs,ref of the reference stator current as follows:

qs(t)
(2.33),(A.3.2)= − 2

3k2
c

ûgi
q
s(t) ⇒ iqs,ref(t) = −3k2

c

2ûg
qs,ref(t) . (3.90)

To adjust the control error iqs,ref −iqs to zero, the stator reactive power PI controller with pro-
portional gain kp,q (in 1), integral gain ki,q (in 1

s ) and output current iqr,pi (in A)2 is used. The
integral (discrete) state xi,q (in As) is given by

xi,q[k+1] = xi,q[k] + tdis
(
iqs,ref [k] − iqs [k]

)
, xi,q,0 := xi,q[0] . (3.91)

Moreover, a feed-forward controller is additionally implemented to improve the control perfor-
mance. Fig. 3.43b illustrates that a certain machine torque mm and q-component iqs of the stator
current uniquely determine the (steady-state) q-component iqr of the rotor current. By using a
2-D look-up table, this knowledge can be used to feed-forward the current iqr,ff (in A) as depicted
in Fig. 3.44. The overall control law for the stator reactive power control is given by

iqr,ref [k] = iqr,ff [k] + iqr,pi[k] with iqr,pi[k] = ki,qxi,q[k] + kp,q
(
iqs,ref [k] − iqs [k]

)
. (3.92)

−

1 Tq−3k2c
2ûg

kp,q

ki,q
xi,q

iqr,pi

iqr,ff

idqs

qs,ref

mm,ref

ids
iqs

iqs,ref iqr,ref

idqr,ref

idr,ref
rotor
current
control

2-D look-up tab-
les with linear
interpolation

stator reactive power PI controller with reference �lter

feed-forward controller

Figure 3.44: Block diagram of the control strategies for the machine torque and the stator reactive power.
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description symbols & values with unit
parameters of the PI controller

proportional gain kp,q = −2
integral gain ki,q = − 0.05

2tdis
= −100 1

s

parameters of the reference filter
time constant Tq = 2tdis = 0.5 ms

Table 3.8: Parameters of the stator reactive power control.

Remark (R.3.13) The measurements and simulation results will show that overshoots in the
stator reactive power qs can occur during reference tracking of qs,ref . To avoid these overshoots,
a first order lag system69 with the time constant Tq = 2tdis (in s) is used as reference filter (see
Fig. 3.44). Because of the tiny time constant Tq = 2 tdis, the delaying reference filter does not
affect the control performance negatively. Note that in (3.91) and (3.92), the reference filter is
neglected.

The overall control strategy of the machine torque mm and the stator reactive power qs is
presented in Fig. 3.44. Further, measurement and simulation results are presented to highlight
the two objectives: (i) to validate the controller designs of the machine torque mm and the stator
reactive power qs and (ii) to verify the matching of the simulation model and the experimental
setup at the test-bench with the experimental setup parameters of Tab. 3.6 and Tab. 3.8. The
following experiments are performed:

(q.1) the implemented control strategy ( measurement, simulation) without the reference
filter, which is composed of: (a) the 2-D look-up tables (with linear interpolation) to obtain
the feed-forward current iqr,ff and the d-component idr,ref of the reference rotor current, (b)
the stator reactive power PI controller and (c) the control law (3.92). The (optional)
LC filter is not in use. Moreover, the EESM is speed-controlled and adjusts the machine
rotational speed ωm to the constant value 120 rad

s <
ωg

nm
(sub-synchronous operation).

(q.2) the necessity of the reference filter is explained. Therefor, the implemented control strategy
of Experiment (q.1) is repeated but with reference filter ( measurement, simulation).

Fig. 3.45 shows the results for both Experiments (q.1) and (q.2). The plots depict the DFIM
quantities from top to bottom: (a) the rotor current idqr , (b) the stator current idqs , (c) the
machine torque mm and its reference mm,ref and (d) the stator reactive power qs and its

reference qs,ref . The last two plots validate the very good control performance of the overall
control strategy of the machine torque mm and the stator reactive power qs. Both references
mm,ref and qs,ref of the machine torque and the stator reactive power, respectively, are tracked
quickly and precisely. Moreover, jumps in the reference machine torque mm,ref do hardly affect
the tracking of the reference qs,ref of the stator reactive power and vice versa. Only huge reference
jumps in the reference qs,ref of about 15 kvar at t= 0.6 s and t= 1.4 s disturb the control of the
machine torque noticeably. Further, the simulation results without and with reference
filter correspond to their measurements without and with reference filter. Besides the
small oscillations due to the chopper resistance mode or diode rectifier mode, the measurements
and the simulation results match (almost) exactly. The big difference between the two Expe-
riments (q.1) and (q.2) are the overshoots in the stator reactive power qs, when the controller

69By considering the discretization time tdis, a first-order lag system with time constant Tfol (in s) filters the
input signal ufol and gives the output signal xfol as follows: xfol[k+1]=

(
1− tdis

Tfol

)
xfol[k]+ tdis

Tfol
ufol[k].
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Figure 3.46: Experiments ( q.1) and ( q.2) – Zoom: measured quantities without reference filter,
simulated quantities without reference filter, measured quantities with reference fil-

ter, simulated quantities with reference filter and references mm,ref and qs,ref of the
machine torque and stator reactive power respectively.

operates without the reference filter. E.g. the reference jump of about 3.75 kvar at t=1 s causes
an overshoot of nearly 2 kvar in the stator reactive power qs.
Fig. 3.46 highlights this difference between Experiments (q.1) and (q.2) by zooming in at the
time instants t=0.2 s, t=1 s, t=1.3 s and t=1.5 s. The plots of the first two columns in Fig. 3.46
depict (a) the q-component iqr of the rotor current, (b) the q-component iqs of the stator current
and (c) the stator reactive power qs and its reference qs,ref . Its last two columns show (d)
the d-component idr of the rotor current, (e) the d-component ids of the stator current and (f)
the machine torque mm and its reference mm,ref . Due to the two feed-forward controllers for
both the stator reactive power (via iqr,ff) and the machine torque (see Fig. 3.44), the controllers
track their references qs,ref and mm,ref within about 2 ms, which equals the control performance
of the inner rotor current control (cf. Sec. 3.3.2.2). While the machine torque control does not
exhibit any differences between the Experiments (q.1) and (q.2), the use of the reference filter is
necessary to avoid overshoots in stator reactive power qs at t= 0.2 s and t= 1 s. Moreover, the
plots demonstrate the accurate nonlinear DFIM model. All transients in the simulation results
are (almost) identical to the corresponding measurements.
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Chapter 4

Conclusion and Outlook

The thesis discussed modeling and control of wind turbine systems with DFIM. A holistic mo-
del approach was derived that considers both mechanical and electrical components of the wind
turbine system. Based on this holistic model, the dynamic power flow was investigated. It
summarizes system losses and power exchanges and allows for a detailed efficiency analysis. The
focus of the thesis was put on the electrical system. Experimental measurements at the labora-
tory test-bench were compared to the simulation results of the implemented electrical models.
The very precise match between simulation and measurement results verified the high quality
of the developed models. Particularly, the nonlinear DFIM model based on nonlinear flux maps
and differential inductances was able to emulate cross-couplings and saturation effects accura-
tely, while a linear model approach for the DFIM led to significant deviations between model
and real machine. To obtain flux, inductance and torque maps of the DFIM, an experimental
setup was proposed, where both stator and rotor of the DFIM are connected to a converter.
Due to the nonlinear characteristics of the DFIM, new methods for the machine side control based
on the nonlinear DFIM model had to be designed. In case of an operation without additional LC
filter, the thesis presented an adaptive rotor current PI controller with disturbance and cross-
coupling compensation for the inner current control. Measurements showed that the controller
achieves a fast and precise reference tracking of the rotor currents. In addition, cross-couplings
were well-compensated and disturbances did not negatively affect the control performance. In
an outer cascade, the torque maps were integrated in the control strategies for machine torque
and stator reactive power control. While the stator reactive power regulation includes a feed-
forward term, a proportional-integral controller and a reference filter, the tracking of the machine
torque reference depends on the quality of the torque maps. The torque maps were calculated
on the basis of the rotor flux maps and showed high accuracy. Compared to measured values
of the machine torque70, the averaged deviation was 1.21 % and its maximal deviation was
3.45 %. Experiments regarding both machine torque and reactive power control verified the
designed control strategies. Moreover, the rotor current control was investigated while using
an additional LC filter between DFIM and back-to-back converter. Apart from regulating the
rotor currents, the controller needs to damp the resonance frequency of the machine side. An
adaptive discrete-time integral state-feedback controller with either filter current decoupling or
reference feed-forward compensation was introduced. Therein, the feedback matrices depend
on the operation point of the DFIM and the two weighting matrices for the DLQR design
were defined on the basis of Bryson’s rule. The proposed control strategy was validated by
measurements at the laboratory test-bench. It showed a fast and accurate reference tracking
of the rotor currents without steady-state errors. Also, cross-couplings in reaction to reference

70Torque sensors are expensive and thus rarely installed (in contrary to the used test bench). Hence, torque
measurements are usually not available.
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jumps in the orthogonal rotor current component do not significantly influence the reference
tracking.
The employed grid connection of the wind turbine system came along with tough challenges for
the control. A very small DC-link capacitance necessitates an extremely fast response of the
DC-link voltage control to keep the DC-link voltage in the permitted range, especially when
power flows from the grid into the back-to-back converter71. For this purpose, the proportional
gain of the proportional-integral controller needs to be designed aggressively, while the integral
gain determines the settling time of the DC-link voltage. However, it is not sufficient for the DC-
link voltage control only to take its proportional-integral controller into account. Also the inner
current control-loop must be designed properly and a detailed stability analysis based on the
closed-loop dynamics of the overall grid side model is required to ensure a stable operation for
all operation points. The analysis showed that four things strongly affect the system stability:
(i) the d-component of the LCL filter’s converter side current, (ii) the DC-link capacitance,
(iii) the sampling frequency and (iv) the performance of the inner current control. For the
current control, a state feedback controller in discrete-time domain was developed based on a
DLQR optimization. Due to the low sampling frequency close to the resonance frequency of
the implemented LCL filter, a continuous-time based controller design was not feasible. The
following three features helped to improve the control performance of the current controller: (a)
instead of using the d-component of the grid current, the d-component of the converter side
current was selected as control variable; (b) the most stable standard discrete-time integrator
of Matlab/Simulink72 was employed for the integral state-feedback; (c) a weighting factor was
introduced to prioritize the control error in the weighting matrices of the cost function. By
means of this current controller design, both an active damping of the LCL filter’s resonance
frequency and a highly dynamic control performance—which is required for stabilizing the DC-
link voltage—was achieved. Finally, measurements at the test-bench validated the implemented
control strategy for the grid connection. The controllers showed a high robustness and fast
reference tracking without steady-state errors. Moreover, disturbances were rejected quickly
and the DC-link voltage stayed in its admissible range.
The experimental setups for the machine-side and the grid-side of the wind turbine system were
built separately at the laboratory test-bench. For further research73, it might be of interest to
couple both sides, so all electrical components of wind turbine systems with DFIM are imple-
mented in one integrated setup. Additionally, the scaling method in [142] can be used. It yields
a physically reasonable emulation of the dynamical behavior of large wind turbine drive trains at
a small-scale test-bench. By means of this method and the integrated setup, simulation results
of the holistic model can be verified by measurements at the test-bench for DFIM-based wind
turbine systems of any size and power rating.

71This is the case, when the DFIM operates in sub-synchronous operation mode.
72The integrator uses the integration method “trapezoidal” based on the bilinear transform.
73Topics for further research are e.g. operation strategies for unbalanced and distorted grids, integrating

sensorless control approaches or optimizing the control objectives regarding loss minimization or cost efficiency.
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Appendix A

Mathematical preliminaries

This section covers mathematical preliminaries which are necessary to understand the thesis. In
Sec. A.1, the space vector theory is introduced. It is shown, how to transform quantities between
the used reference frames (see Fig. A.1) to describe electrical three-phase systems. Moreover,
Sec. A.1 derives how the instantaneous power of electrical three-phase systems can be calculated
for the different reference frames. In Sec. A.2, the relations between phase and line-to-line
quantities of electrical three-phase systems are highlighted.

A.1 Space vector theory

A common way to model electrical three-phase systems is to use space vectors.74. Some advan-
tages of using space vectors are the following:

• the electrical three-phase systems are characterized by sinusoidal quantities. A (clever)
space vector description allows to model these systems by DC quantities. Clearly, the
DC quantities (i) are independent of the system frequency and (ii) simplify the controller
design, since standard linear controllers can be used.

• the models of the electrical three-phase system often feature side conditions, e.g. an isolated
star connection constraints the sum of the phase currents to be zero. Commonly, the space
vector models can easily consider these constraints during the implementation (e.g. in
Matlab/Simulink).

Fig. A.1 shows the different reference frames which will be employed in the thesis to model the
electrical three-phase systems:

(a) the three-phase reference frames abc = (a, b, c) and uvw = (u, v, w),

(b) the space vector reference frames s = (α, β, γ), αβ = (α, β), r = (αr, βr, γ), αrβr = (αr, βr),
k = (d, q, γ) and dq = (d, q).

By using Clarke’s and Park’s transformation, the quantities are transformed between the diffe-
rent reference frames. Sec. A.1.1 and Sec. A.1.2 introduce the Clarke and Park transformation
respectively. In Sec. A.1.3, a direct transformation of quantities from the abc- into the uvw-
reference frame (and vice versa) is covered. The formulas to calculate the instantaneous power
in terms of the different reference frames are covered in Sec. A.1.4.

74An explanation of the space vector theory can e.g. also be found in [111].
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b

c

αr

βr
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v

w

d

q

φk

ωk

φr

ωr

φk−φr

γ

Figure A.1: Different reference frames of the electrical three-phase systems and their geometrical relation:
three-phase abc = (a, b, c)-reference frame,
three-phase uvw = (u, v, w)-reference frame,
stator fixed s = (α, β, γ)-reference frame with γ-component,
stator fixed αβ = (α, β)-reference frame without γ-component,
rotor fixed r = (αr, βr, γ)-reference frame with γ-component,
rotor fixed αrβr = (αr, βr)-reference frame without γ-component,
arbitrarily k = (d, q, γ)-reference frame with γ-component,
arbitrarily dq = (d, q)-reference frame without γ-component.

A.1.1 Clarke transformation

The Clarke transformation matrix TC transforms the three-phase quantities xabc :=
(
xa xb xc

)⊤

and xuvw :=
(
xu xv xw

)⊤ into the stator-fixed s- and rotor-fixed r-reference frame, respectively.
Its inverse T−1

C transforms xs :=
(
xα xβ xγ

)⊤ and xr :=
(
xαr xβr xγ

)⊤ back to the abc- and
uvw-reference frame. The Clarke transformation matrix TC and its inverse T−1

C are defined by

TC := kc




1 −1
2 −1

2
0

√
3

2 −
√

3
2

κc κc κc


 and T−1

C := 1
kc




2
3 0 1

3κc

−1
3

√
3

3
1

3κc

−1
3 −

√
3

3
1

3κc


 with kc , κc > 0 , (A.1)

such that the transformation rules are given by

xs(t) = TCx
abc(t) and xabc(t) = T−1

C xs(t)
xr(t) = TCx

uvw(t) and xuvw(t) = T−1
C xr(t)

}
. (A.2)

If xa(t)+xb(t)+xc(t) = 0 pertains for all t≥ 0, then the γ-component xγ is zero, i.e. xγ(t) =
kcκc(xa(t)+xb(t)+xc(t))=0. Accordingly, if xu(t)+xv(t)+xw(t)=0 holds for all t≥0, it follows
that xγ(t) = kcκc(xu(t)+xv(t)+xw(t)) = 0. Hence, in both cases the γ-component xγ can be
neglected which leads to the reduced Clarke transformation matrix (and its inverse)

Tc := kc

[
1 −1

2 −1
2

0
√

3
2 −

√
3

2

]
and T−1

c := 1
kc




2
3 0

−1
3

√
3

3
−1

3 −
√

3
3


 . (A.3)

The transformation rules for the quantities xαβ :=
(
xα xβ

)⊤ and xαrβr :=
(
xαr xβr

)⊤ in the
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stator-fixed αβ- and the rotor-fixed αrβr-reference frame (without γ-component) respectively,
then, simplify to

xαβ(t) = Tcx
abc(t) and xabc(t) = T−1

c xαβ(t)
xαrβr (t) = Tcx

uvw(t) and xuvw(t) = T−1
c xαrβr (t)

}
. (A.4)

A.1.2 Park transformation

To transform xαβ and xαrβr from the stator-fixed αβ- and rotor-fixed αrβr-reference frame
into xdq :=

(
xd xq

)⊤ of the arbitrarily (rotating) dq-reference frame and vice versa, the Park
transformation matrix Tp and its inverse T−1

p are used, which are given by

Tp(ϕx) :=
[
cos(ϕx) − sin(ϕx)
sin(ϕx) cos(ϕx)

]
and T−1

p (ϕx) :=
[

cos(ϕx) sin(ϕx)
− sin(ϕx) cos(ϕx)

]
(A.5)

with angle ϕx (in rad). Fig. A.1 depicts the geometrical relation between the different reference
frames. The dq-reference frame features the transformation rotational speed ωk (in rad

s ) and is
rotated by the (time-varying) transformation angle ϕk (in rad) with respect to the αβ-reference
frame. The αrβr-reference frame is rotated by the (time-varying) electrical machine angle ϕr (in
rad) with respect to the αβ-reference frame and turns with electrical machine rotational speed
ωr (in rad

s ), such that the following holds

d
dtϕk(t)=ωk(t) , ϕk,0 := ϕk(0)
d
dtϕr(t)=nm

d
dtϕm(t)=nmωm(t)=ωr(t) , ϕm,0 :=ϕm(0) and ϕr,0 :=ϕr(0)=nmϕm,0

}
. (A.6)

The pole pair number nm (in 1) relates the mechanical machine rotational speed ωm (in rad
s )

and angle ϕm (in rad) to their corresponding electrical quantities ωr and ϕr. Then, by conside-
ring the geometrical relations between the reference frames, the transformation rules of Park’s
transformation result in

xdq(t) = T−1
p (ϕk)xαβ(t) and xαβ = Tp(ϕk)xdq(t)

xdq(t) = T−1
p (ϕk−ϕr)xαrβr (t) and xαrβr (t) = Tp(ϕk−ϕr)xdq(t)

}
(A.7)

If it is required to take the γ-component into account as well, the Park transformation matrices
of (A.5) are extended to

TP(ϕx) :=
[
Tp(ϕx) 02

0⊤
2 1

]
and T−1

P (ϕx) :=
[
T−1
p (ϕx) 02

0⊤
2 1

]
. (A.8)

Accordingly, TP and T−1
P transform the quantities xs and xr from the stator fixed s- and the

rotor-fixed r-reference frame into xk :=
(
xd xq xγ

)⊤ of the arbitrarily (rotating) k-reference
frame (and vice versa) via

xk(t) = T−1
P (ϕk)xs(t) and xs = TP(ϕk)xk(t)

xk(t) = T−1
P (ϕk−ϕr)xr(t) and xr(t) = TP(ϕk−ϕr)xk(t)

}
. (A.9)

In the following, relevant properties of Park’s transformation are highlighted.
An important Park transformation rotates the dq-reference frame by ±π

2 , that is why the follo-
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wing three matrices J , J−1 and J ′ are defined by

J := Tp
(
π
2
)

=
[
0 −1
1 0

]
, J−1 := Tp

(−π
2
)

=
[

0 1
−1 0

]
and J ′ :=

[
J 02
0⊤

2 0

]
. (A.10)

Moreover, the inverse Park transformation matrices T−1
P and T−1

p fulfill the following identities

T−1
P (ϕx) = TP(ϕx)⊤ = TP(−ϕx) and T−1

p (ϕx) = Tp(ϕx)⊤ = Tp(−ϕx) . (A.11)

A further property is that Park’s transformation features an additive characteristic. Hence,
defining the angles ϕx,1 and ϕx,2 (both in rad) leads to

TP(ϕx,1+ϕx,2) = TP(ϕx,1)TP(ϕx,2) and Tp(ϕx,1+ϕx,2) = Tp(ϕx,1)Tp(ϕx,2) . (A.12)

By defining the rotational speed by ωx(t) = d
dtϕx(t) (in rad

s ) with initial angle ϕx,0 =ϕx(0), the
time derivatives of the Park transformation matrices TP and Tp are given by

d
dtTP(ϕx) = ωx(t)J ′TP(ϕx) = ωx(t)TP(ϕx)J ′

and d
dtTp(ϕx) = ωx(t)JTp(ϕx) = ωx(t)Tp(ϕx)J

}
. (A.13)

Accordingly, the time derivatives of the inverse Park transformation matrices T−1
P and T−1

p result
in

d
dtT

−1
P (ϕx) = −ωx(t)J ′T−1

P (ϕx) = −ωx(t)T−1
P (ϕx)J ′

and d
dtT

−1
p (ϕx) = −ωx(t)JT−1

p (ϕx) = −ωx(t)T−1
p (ϕx)J

}
. (A.14)

A.1.3 Transformation of two three-phase systems

The relations between the different reference frames—covered in Sec. A.1.1 and Sec. A.1.2—yield
the following:

xabc(t)=T−1
C xs(t)=T−1

C TP(ϕr)xr(t)=T−1
C TP(ϕr)TCxuvw(t) =: T⟲(ϕr)xuvw(t)

xuvw(t)=T−1
C xr(t)=T−1

C T−1
P (ϕr)xs(t)=T−1

C T−1
P (ϕr)TCxabc(t) =: T−1

⟲ (ϕr)xabc(t)

}
. (A.15)

Consequently, with the help of the rotation matrix T⟲ and its inverse T−1
⟲ , it is possible to

transform the quantity xabc from the abc-reference frame directly into xuvw of the uvw-reference
frame and vice versa (see (A.15)). The rotation matrix T⟲ and its inverse T−1

⟲ are given by

T⟲(ϕx) = 1
3 cos(ϕx(t))




2 −1 −1
−1 2 −1
−1 −1 2


+

√
3

3 sin(ϕx(t))




0 −1 1
1 0 −1

−1 1 0


+ 1

313×3

T−1
⟲ (ϕx) = 1

3 cos(ϕx(t))




2 −1 −1
−1 2 −1
−1 −1 2


−

√
3

3 sin(ϕx(t))




0 −1 1
1 0 −1

−1 1 0


+ 1

313×3





. (A.16)

Two important properties of the rotation matrix T⟲ and its inverse T−1
⟲ are

T⟲(ϕx,1+ϕx,2) = T⟲(ϕx,1)T⟲(ϕx,2) and T−1
⟲ (ϕx) = T⟲(ϕx)⊤ = T⟲(−ϕx) . (A.17)
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A.1.4 Instantaneous power in space vector description

This section covers the instantaneous power px (in W) which is calculated for the different
reference frames n ∈ {abc, uvw, s, k, dq}. Introducing the vectors unx and inx of voltage and
current, respectively, and defining the power matrix

T℘ :=
(
T−1
C

)⊤
T−1
C = 2

3k2
c

diag
(

1 , 1 , 1
2κ2
c

)
(A.18)

yields the instantaneous power

px(t) = uuvwx (t)⊤iuvwx (t) (A.15)= uabcx (t)⊤T−1
⟲ (ϕr)⊤T−1

⟲ (ϕr)iabcx (t) (A.17)= uabcx (t)⊤iabcx (t)
(A.2)= usx(t)⊤

(
T−1
C

)⊤
T−1
C isx(t) (A.18)= usx(t)⊤T℘isx(t) (A.9)= ukx(t)⊤ TP(ϕk)⊤T℘TP(ϕk)︸ ︷︷ ︸

=T℘

ikx(t)

= ukx(t)⊤T℘ikx(t) . (A.19)

If either the γ-component of the voltage uγx or the current iγx is zero (i.e. uγx =0 ∨ iγx =0), then
the γ-component does not have any impact on the instantaneous power px and can be neglected.
Hence, (A.19) simplifies to:

px(t) = ukx(t)⊤T℘ikx(t)
uγ

x =0 ∨ iγx =0
=⇒ px(t) = 2

3k2
c

udqx (t)⊤idqx (t) . (A.20)

A.2 Line-to-line transformation

Besides the quantities xabc of the phases a, b, c and xuvw of the phases u, v, w, often their
corresponding line-to-line quantities xa-b-c and xu-v-w are relevant. To calculate the line-to-line
quantities out of the phase quantities and vice versa, the following line-to-line matrices are
defined:

TLTL :=




1 −1 0
0 1 −1

−1 0 1


 , Tltl :=




1 −1 0
0 1 −1
0 1 2


 and T−1

ltl := 1
3




3 2 1
0 2 1
0 −1 1


 . (A.21)

Then, by using the relations xγ(t)=kcκc(xa(t)+xb(t)+xc(t)) and xγ(t)=kcκc(xu(t)+xv(t)+xw(t)),
the line-to-line quantities xa-b-c and xu-v-w result in

xa-b-c(t) :=



xa(t) − xb(t)
xb(t) − xc(t)
xc(t) − xa(t)


 = TLTLx

abc(t) = Tltlx
abc(t) −




0
0

1
kcκc

xγ(t)




xu-v-w(t) :=



xu(t) − xv(t)
xv(t) − xw(t)
xw(t) − xu(t)


 = TLTLx

uvw(t) = Tltlx
uvw(t) −




0
0

1
kcκc

xγ(t)








. (A.22)

Accordingly, with the help of the inverse line-to-line matrix T−1
ltl and the line-to-line quantities

xa-b-c and xu-v-w, the phase quantities xabc and xuvw are calculated by

xabc(t) = T−1
ltl x

a-b-c(t) + 1
3kcκc

13x
γ(t) and xuvw(t) = T−1

ltl x
u-v-w(t) + 1

3kcκc
13x

γ(t) . (A.23)
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Remark (R.A.1) The line-to-line quantities xa-b-c and xu-v-w can be determined directly from
their corresponding phase quantities xabc and xuvw respectively (see (A.22)). Since the line-to-
line matrix TLTL does not have full rank, i.e. det(TLTL) = 0, its inverse does not exist. Conse-
quently, the workaround by using the special line-to-line matrix Tltl with full rank is necessary
which requires additional knowledge of the γ-component xγ.

144



Appendix B

Properties of the nonlinear DFIM
model

Sec. 2.2.2 introduced the nonlinear DFIM model. Here, some additional relations and properties
of this model are discussed. Sec. B.1 covers the DFIM resistances. Sec. B.2 highlights, how to
transform the differential DFIM inductances between different reference frames. In Sec. B.3, the
symmetry properties of the DFIM inductances are shown.

B.1 Properties of the DFIM resistances

In (A.2.8), the stator and rotor resistances are assumed to be symmetrical, i.e. Rs :=Ras =Rbs=Rcs
and Rr :=Rur =Rvr =Rwr , which leads to the resistance matrices Rk

s =RsI3 and Rk
r =RrI3 of

stator and rotor, respectively. In the following, the case of unsymmetrical stator and rotor
resistances is discussed, i.e. Ras ̸=Rbs ̸=Rcs and Rur ̸=Rvr ̸=Rwr .

B.1.1 Stator resistances

In general, due to (2.13) and (2.17), the stator resistance matrixRk
s in the arbitrarily k-reference

frame is given by Rk
s (ϕk)=T−1

P (ϕk)TCRabc
s T−1

C TP(ϕk) with Rabc
s :=diag(Ras , Rbs, Rcs). This results

in

Rk
s (ϕk) =1

3
(
Ras +Rbs +Rcs

)
I3 +

√
3

6
(
Rcs −Rbs

)



sin(2ϕk) cos(2ϕk) − sin(ϕk)
κc

cos(2ϕk) − sin(2ϕk) − cos(ϕk)
κc

−2κc sin(ϕk) −2κc cos(ϕk) 0




+ 1
6
(
2Ras −Rbs −Rcs

)



cos(2ϕk) − sin(2ϕk) cos(ϕk)
κc

− sin(2ϕk) − cos(2ϕk) − sin(ϕk)
κc

2κc cos(ϕk) −2κc sin(ϕk) 0


 , (B.1)

such that the stator resistance matrix Rk
s exhibits the constant term 1

3

(
Ras +Rbs+Rcs

)
I3 and an

oscillating term. Thereby, the stator resistance matrix Rdq
s oscillates with frequency ωk

π , while
the elements Rdγs , Rqγs , Rγds and Rγqs oscillate with frequency ωk

2π . If the transformation angle ϕk
is zero, i.e. ϕk=0, it gives the stator resistance matrix Rs

s in the stator-fixed s-reference frame
as follows

Rs
s = Ras




2
3 0 1

3κc

0 0 0
2
3κc 0 1

3


+Rbs




1
6 −

√
3

6 − 1
6κc

−
√

3
6

1
2

√
3

6κc

−1
3κc

√
3

3 κc
1
3


+Rcs




1
6

√
3

6 − 1
6κc√

3
6

1
2 −

√
3

6κc

−1
3κc −

√
3

3 κc
1
3


 . (B.2)
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B.1.2 Rotor resistances

Because of (2.14) and (2.18), the rotor resistance matrix Rk
r in the arbitrarily k-reference frame

is given by Rk
r (ϕk, ϕr) = T−1

P (ϕk−ϕr)TCRuvw
r T−1

C TP (ϕk−ϕr) with Ruvw
r := diag(Rur , Rvr , Rwr ),

which yields

Rk
r (ϕk−ϕr) =1

3 (Rur +Rvr +Rwr ) I3+
√

3
6 (Rwr −Rvr )




sin(2(ϕk−ϕr)) cos(2(ϕk−ϕr)) − sin(ϕk−ϕr)
κc

cos(2(ϕk−ϕr)) − sin(2(ϕk−ϕr)) − cos(ϕk−ϕr)
κc

−2κcsin(ϕk−ϕr) −2κccos(ϕk−ϕr) 0




+ 1
6 (2Rur −Rvr −Rwr )




cos(2(ϕk−ϕr)) − sin(2(ϕk−ϕr)) cos(ϕk−ϕr)
κc

− sin(2(ϕk−ϕr)) − cos(2(ϕk−ϕr)) − sin(ϕk−ϕr)
κc

2κc cos(ϕk−ϕr) −2κc sin(ϕk−ϕr) 0


 . (B.3)

Thus, the rotor resistance matrix Rk
r exhibits the constant term 1

3 (Rur +Rvr +Rwr ) I3 and an
oscillating term. Thereby, the rotor resistance matrix Rdq

r oscillates with frequency ωk−ωr

π , while
the elements Rdγr , Rqγr , Rγdr and Rγqr oscillate with frequency ωk−ωr

2π . If the transformation angle
ϕk is equal to the electrical machine angle ϕr, i.e. ϕk = ϕr, it gives the rotor resistance matrix
Rr
r in the rotor-fixed r-reference frame as follows

Rr
r = Rur




2
3 0 1

3κc

0 0 0
2
3κc 0 1

3


+Rvr




1
6 −

√
3

6 − 1
6κc

−
√

3
6

1
2

√
3

6κc

−1
3κc

√
3

3 κc
1
3


+Rwr




1
6

√
3

6 − 1
6κc√

3
6

1
2 −

√
3

6κc

−1
3κc −

√
3

3 κc
1
3


 . (B.4)

B.2 DFIM inductances in different reference frames

In Sec. 2.2.2, the nonlinear DFIM model is described (i) in the three-phase reference frames abc
and uvw, (ii) in the stator-fixed and rotor-fixed reference frames s and r, respectively, and (iii)
in the arbitrarily k-reference frame. Based on these descriptions, this section derives relations
between

• the stator inductances Labcs , Lss and Lks

• the rotor inductances Luvwr , Lrr and Lkr

• the coupling inductances Labcsr , Lssr, Lksr, Luvwrs , Lrrs and Lkrs

• the ϕm-derivatives φabcsm , φssm and φksm of the stator flux linkages ψabcs , ψss and ψks , resp.

• the ϕm-derivatives φuvwrm , φrrm and φkrm of the rotor flux linkages ψuvwr , ψrr and ψkr , resp.

• the ϕk-derivatives φksk and φkrk of stator flux linkage ψks and rotor flux linkage ψkr , resp.

B.2.1 Stator side inductances in different reference frames

First, the stator side is investigated. Due to (2.11), (2.13) and (2.15), the time derivative of the
stator flux ψss is calculated by

146



B.2. DFIM INDUCTANCES IN DIFFERENT REFERENCE FRAMES

d
dtψ

s
s(iss , irr , ϕm) (2.13)= d

dt
(
TCψ

abc
s (T−1

C iss ,T
−1
C irr , ϕm)

)
= TC

d
dtψ

abc
s (T−1

C iss ,T
−1
C irr , ϕm)

(2.11)= −TCLabcs (T−1
C iss ,T

−1
C irr , ϕm) d

dt
(
T−1
C iss(t)

)
+ TCφabcsm (T−1

C iss ,T
−1
C irr , ϕm)

︸ ︷︷ ︸
(2.15)

= φs
sm(iss ,irr ,ϕm)

ωm(t)

− TCLabcsr (T−1
C iss ,T

−1
C irr , ϕm) d

dt
(
T−1
C irr(t)

)

= −

(2.15)
= Ls

s(iss ,irr ,ϕm)︷ ︸︸ ︷
TCL

abc
s (T−1

C iss ,T
−1
C irr , ϕm)T−1

C

d
dti

s
s(t) −

(2.15)
= Ls

sr(iss ,irr ,ϕm)︷ ︸︸ ︷
TCL

abc
sr (T−1

C iss ,T
−1
C irr , ϕm)T−1

C

d
dti

r
r(t)

+φssm(iss , irr , ϕm)ωm(t) . (B.5)

Accordingly, by considering (2.15), (2.17) and (B.5), the time derivative of the stator flux ψks is
given by

d
dtψ

k
s (iks , ikr , ϕm, ϕk)

(2.17)= d
dt
(
T−1
P (ϕk)ψss(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)

)

= T−1
P (ϕk)

d
dtψ

s
s(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)

− T−1
P (ϕk)J ′ψss(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)ωk(t)

(2.15)= −T−1
P (ϕk)Lss(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm) d

dt
(
TP(ϕk)iks (t)

)

− T−1
P (ϕk)Lssr(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm) d

dt
(
TP(ϕk−nmϕm)ikr (t)

)

+ T−1
P (ϕk)φssm(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)ωm(t)

− T−1
P (ϕk)J ′ψss(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)ωk(t)

= −T−1
P (ϕk)Lss(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)TP(ϕk)

d
dti

k
s (t)

− T−1
P (ϕk)Lssr(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)TP(ϕk−nmϕm) d

dti
k
r (t)

+ nmT
−1
P (ϕk)Lssr(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)TP(ϕk−nmϕm)J ′ikr (t)ωm(t)

+ T−1
P (ϕk)φssm(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)ωm(t)

− T−1
P (ϕk)Lss(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)TP(ϕk)J ′iks (t)ωk(t)

− T−1
P (ϕk)Lssr(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)TP(ϕk−nmϕm)J ′ikr (t)ωk(t)

− T−1
P (ϕk)J ′ψss(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)ωk(t)

(B.5)= −T−1
P (ϕk)TCLabcs (T−1

C TP(ϕk)iks ,T−1
C TP(ϕk−nmϕm)ikr , ϕm)T−1

C TP(ϕk)
d
dti

k
s (t)

− T−1
P (ϕk)TCLabcsr (T−1

C TP(ϕk)iks ,T−1
C TP(ϕk−nmϕm)ikr , ϕm)T−1

C TP(ϕk−nmϕm) d
dti

k
r (t)

+nmT−1
P (ϕk)TCLabcsr (T−1

C TP(ϕk)iks ,T−1
C TP(ϕk−nmϕm)ikr ,ϕm)T−1

C TP(ϕk−nmϕm)J ′ikr(t)ωm(t)
+ T−1

P (ϕk)TCφabcsm (T−1
C TP(ϕk)iks ,T−1

C TP(ϕk−nmϕm)ikr , ϕm)ωm(t)
− T−1

P (ϕk)TCLabcs (T−1
C TP(ϕk)iks ,T−1

C TP(ϕk−nmϕm)ikr , ϕm)T−1
C TP(ϕk)J ′iks (t)ωk(t)

− T−1
P (ϕk)TCLabcsr (T−1

C TP(ϕk)iks ,T−1
C TP(ϕk−nmϕm)ikr , ϕm)T−1

C TP(ϕk−nmϕm)J ′ikr (t)ωk(t)
− T−1

P (ϕk)J ′TCψabcs (T−1
C TP(ϕk)iks ,T−1

C TP(ϕk−nmϕm)ikr , ϕm)ωk(t) . (B.6)
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Summarizing (B.5) yields the stator inductance Lss , the coupling inductance Lssr and the ϕm-
derivative φssm of the stator flux linkage ψss as follows

Lss(iss , irr , ϕm) := −∂ψs
s(iss ,irr ,ϕm)
∂iss

= TCL
abc
s (T−1

C iss ,T
−1
C irr , ϕm)T−1

C

Lssr(iss , irr , ϕm) := −∂ψs
s(iss ,irr ,ϕm)
∂irr

= TCL
abc
sr (T−1

C iss ,T
−1
C irr , ϕm)T−1

C

φssm(iss , irr , ϕm) := ∂ψs
s(iss ,irr ,ϕm)
∂ϕm

= TCφ
abc
sm (T−1

C iss ,T
−1
C irr , ϕm)




. (B.7)

Because of (B.6), the stator inductance Lks , the coupling inductance Lksr, the ϕm-derivative φksm
and the ϕk-derivative φksk of the stator flux linkage ψss result in

Lks (iks , ikr , ϕm, ϕk) := −∂ψk
s (iks ,ikr ,ϕm,ϕk)

∂iks

= T−1
P (ϕk)TCLabcs (T−1

C TP(ϕk)iks ,T−1
C TP(ϕk−nmϕm)ikr , ϕm)T−1

C TP(ϕk)
= T−1

P (ϕk)Lss(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)TP(ϕk)

Lksr(iks , ikr , ϕm, ϕk) := −∂ψk
s (iks ,ikr ,ϕm,ϕk)

∂ikr

= T−1
P (ϕk)TCLabcsr (T−1

C TP(ϕk)iks ,T−1
C TP(ϕk−nmϕm)ikr , ϕm)T−1

C TP(ϕk−nmϕm)
= T−1

P (ϕk)Lssr(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)TP(ϕk−nmϕm)

φksm(iks , ikr , ϕm, ϕk) := ∂ψk
s (iks ,ikr ,ϕm,ϕk)

∂ϕm

= nmT
−1
P (ϕk)TCLabcsr (T−1

C TP(ϕk)iks ,T−1
C TP(ϕk−nmϕm)ikr , ϕm)T−1

C TP(ϕk−nmϕm)J ′ikr (t)
+ T−1

P (ϕk)TCφabcsm (T−1
C TP(ϕk)iks ,T−1

C TP(ϕk−nmϕm)ikr , ϕm)
= nmT

−1
P (ϕk)Lssr(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)TP(ϕk−nmϕm)J ′ikr (t)

+ T−1
P (ϕk)φssm(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)

= nmL
k
sr(iks , ikr , ϕm, ϕk)J ′ikr (t) + T−1

P (ϕk)φssm(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)

φksk(iks , ikr , ϕm, ϕk) := ∂ψk
s (iks ,ikr ,ϕm,ϕk)

∂ϕ
k

= −T−1
P (ϕk)TCLabcs (T−1

C TP(ϕk)iks ,T−1
C TP(ϕk−nmϕm)ikr , ϕm)T−1

C TP(ϕk)J ′iks (t)
− T−1

P (ϕk)TCLabcsr (T−1
C TP(ϕk)iks ,T−1

C TP(ϕk−nmϕm)ikr , ϕm)T−1
C TP(ϕk−nmϕm)J ′ikr (t)

− T−1
P (ϕk)J ′TCψabcs (T−1

C TP(ϕk)iks ,T−1
C TP(ϕk−nmϕm)ikr , ϕm)

= −T−1
P (ϕk)Lss(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)TP(ϕk)J ′iks (t)

− T−1
P (ϕk)Lssr(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)TP(ϕk−nmϕm)J ′ikr (t)

− T−1
P (ϕk)J ′ψss(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)

= −Lks (iks , ikr , ϕm, ϕk)J ′iks (t) −Lksr(iks , ikr , ϕm, ϕk)J ′ikr (t) − J ′ψks (iks , ikr , ϕm, ϕk) .





(B.8)

B.2.2 Rotor side inductances in different reference frames

Now, the procedure of Sec. B.2.1 is employed on the rotor side. Recalling (2.12), (2.14) and
(2.16), leads to the time derivative of the rotor flux ψrr as follows

d
dtψ

r
r(iss , irr , ϕm) (2.14)= d

dt
(
TCψ

uvw
r (T−1

C iss ,T
−1
C irr , ϕm)

)
= TC

d
dtψ

uvw
r (T−1

C iss ,T
−1
C irr , ϕm)
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(2.12)= −TCLuvwrs (T−1
C iss ,T

−1
C irr , ϕm) d

dt
(
T−1
C iss(t)

)
+ TCφuvwrm (T−1

C iss ,T
−1
C irr , ϕm)

︸ ︷︷ ︸
(2.16)

= φr
rm(iss ,irr ,ϕm)

ωm(t)

− TCLuvwr (T−1
C iss ,T

−1
C irr , ϕm) d

dt
(
T−1
C irr(t)

)

= −

(2.16)
= Lr

rs(iss ,irr ,ϕm)︷ ︸︸ ︷
TCL

uvw
rs (T−1

C iss ,T
−1
C irr , ϕm)T−1

C

d
dti

s
s(t) −

(2.16)
= Lr

r (iss ,irr ,ϕm)︷ ︸︸ ︷
TCL

uvw
r (T−1

C iss ,T
−1
C irr , ϕm)T−1

C

d
dti

r
r(t)

+φrrm(iss , irr , ϕm)ωm(t) . (B.9)

Taking (2.15), (2.17) and (B.5) into account, accordingly, the time derivative of the rotor flux
ψkr is given by
d
dtψ

k
r (iks , ikr , ϕm, ϕk)

(2.18)= d
dt
(
T−1
P (ϕk−nmϕm)ψrr(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)

)

= T−1
P (ϕk−nmϕm) d

dtψ
r
r(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)

− T−1
P (ϕk−nmϕm)J ′ψrr(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm) (ωk(t) − nmωm(t))

(2.16)= −T−1
P (ϕk−nmϕm)Lrrs(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm) d

dt
(
TP(ϕk)iks (t)

)

− T−1
P (ϕk−nmϕm)Lrr(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm) d

dt
(
TP(ϕk−nmϕm)ikr (t)

)

+ T−1
P (ϕk−nmϕm)φrrm(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)ωm(t)

+ nmT
−1
P (ϕk−nmϕm)J ′ψrr(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)ωm(t)

− T−1
P (ϕk−nmϕm)J ′ψrr(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)ωk(t)

= −T−1
P (ϕk−nmϕm)Lrrs(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)TP(ϕk)

d
dti

k
s (t)

− T−1
P (ϕk−nmϕm)Lrr(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)TP(ϕk−nmϕm) d

dti
k
r (t)

+ nmT
−1
P (ϕk−nmϕm)Lrr(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)TP(ϕk−nmϕm)J ′ikr (t)ωm(t)

+ T−1
P (ϕk−nmϕm)φrrm(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)ωm(t)

+ nmT
−1
P (ϕk−nmϕm)J ′ψrr(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)ωm(t)

− T−1
P (ϕk−nmϕm)Lrrs(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)TP(ϕk)J ′iks (t)ωk(t)

− T−1
P (ϕk−nmϕm)Lrr(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)TP(ϕk−nmϕm)J ′ikr (t)ωk(t)

− T−1
P (ϕk−nmϕm)J ′ψrr(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)ωk(t)

(B.9)= −T−1
P (ϕk−nmϕm)TCLuvwrs (T−1

C TP(ϕk)iks ,T−1
C TP(ϕk−nmϕm)ikr , ϕm)T−1

C TP(ϕk)
d
dti

k
s (t)

− T−1
P (ϕk−nmϕm)TCLuvwr (T−1

C TP(ϕk)iks ,T−1
C TP(ϕk−nmϕm)ikr , ϕm)T−1

C TP(ϕk−nmϕm) d
dti

k
r (t)

+nmT−1
P (ϕk−nmϕm)TCLuvwr (T−1

C TP(ϕk)iks ,T−1
C TP(ϕk−nmϕm)ikr ,ϕm)T−1

C TP(ϕk−nmϕm)J ′ikr(t)ωm(t)
+ T−1

P (ϕk−nmϕm)TCφuvwrm (T−1
C TP(ϕk)iks ,T−1

C TP(ϕk−nmϕm)ikr , ϕm)ωm(t)
+ nmT

−1
P (ϕk−nmϕm)J ′TCψuvwr (T−1

C TP(ϕk)iks ,T−1
C TP(ϕk−nmϕm)ikr , ϕm)ωm(t)

− T−1
P (ϕk−nmϕm)TCLuvwrs (T−1

C TP(ϕk)iks ,T−1
C TP(ϕk−nmϕm)ikr , ϕm)T−1

C TP(ϕk)J ′iks (t)ωk(t)
− T−1

P (ϕk−nmϕm)TCLuvwr (T−1
C TP(ϕk)iks,T−1

C TP(ϕk−nmϕm)ikr,ϕm)T−1
C TP(ϕk−nmϕm)J ′ikr(t)ωk(t)

− T−1
P (ϕk−nmϕm)J ′TCψuvwr (T−1

C TP(ϕk)iks ,T−1
C TP(ϕk−nmϕm)ikr , ϕm)ωk(t) . (B.10)
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Summarizing (B.9) yields the rotor inductance Lrr , the coupling inductance Lrrs and the ϕm-
derivative φrrm of the rotor flux linkage ψrr as follows

Lrrs(iss , irr , ϕm) := −∂ψr
r (iss ,irr ,ϕm)
∂iss

= TCL
uvw
rs (T−1

C iss ,T
−1
C irr , ϕm)T−1

C

Lrr(iss , irr , ϕm) := −∂ψr
r (iss ,irr ,ϕm)
∂irr

= TCL
uvw
r (T−1

C iss ,T
−1
C irr , ϕm)T−1

C

φrrm(iss , irr , ϕm) := ∂ψr
r (iss ,irr ,ϕm)
∂ϕm

= TCφ
uvw
rm (T−1

C iss ,T
−1
C irr , ϕm)




. (B.11)

Due to (B.10), the rotor inductance Lkr , the coupling inductance Lkrs, the ϕm-derivative φkrm and
ϕk-derivative φkrk of the rotor flux linkage ψrr result in

Lkrs(iks , ikr , ϕm, ϕk) := −∂ψk
r (iks ,ikr ,ϕm,ϕk)

∂iks

= T−1
P (ϕk−nmϕm)TCLuvwrs (T−1

C TP(ϕk)iks ,T−1
C TP(ϕk−nmϕm)ikr , ϕm)T−1

C TP(ϕk)
= T−1

P (ϕk−nmϕm)Lrrs(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)TP(ϕk)

Lkr (iks , ikr , ϕm, ϕk) := −∂ψk
r (iks ,ikr ,ϕm,ϕk)

∂ikr

= T−1
P (ϕk−nmϕm)TCLuvwr (T−1

C TP(ϕk)iks ,T−1
C TP(ϕk−nmϕm)ikr , ϕm)T−1

C TP(ϕk−nmϕm)
= T−1

P (ϕk−nmϕm)Lrr(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)TP(ϕk−nmϕm)

φkrm(iks , ikr , ϕm, ϕk) := ∂ψk
r (iks ,ikr ,ϕm,ϕk)

∂ϕm

= nmT
−1
P (ϕk−nmϕm)TCLuvwr (T−1

C TP(ϕk)iks ,T−1
C TP(ϕk−nmϕm)ikr , ϕm)T−1

C TP(ϕk−nmϕm)J ′ikr (t)
+ T−1

P (ϕk−nmϕm)TCφuvwrm (T−1
C TP(ϕk)iks ,T−1

C TP(ϕk−nmϕm)ikr , ϕm)
+ nmT

−1
P (ϕk−nmϕm)J ′TCψuvwr (T−1

C TP(ϕk)iks ,T−1
C TP(ϕk−nmϕm)ikr , ϕm)

= nmT
−1
P (ϕk−nmϕm)Lrr(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)TP(ϕk−nmϕm)J ′ikr (t)

+ T−1
P (ϕk−nmϕm)φrrm(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)

+ nmT
−1
P (ϕk−nmϕm)J ′ψrr(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)

= nmL
k
r (iks , ikr , ϕm, ϕk)J ′ikr (t) + T−1

P (ϕk−nmϕm)φrrm(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)
+ nmJ

′ψkr (iks , ikr , ϕm, ϕk)

φkrk(iks , ikr , ϕm, ϕk) := ∂ψk
r (iks ,ikr ,ϕm,ϕk)

∂ϕ
k

= −T−1
P (ϕk−nmϕm)TCLuvwrs (T−1

C TP(ϕk)iks ,T−1
C TP(ϕk−nmϕm)ikr , ϕm)T−1

C TP(ϕk)J ′iks (t)
− T−1

P (ϕk−nmϕm)TCLuvwr (T−1
C TP(ϕk)iks ,T−1

C TP(ϕk−nmϕm)ikr , ϕm)T−1
C TP(ϕk−nmϕm)J ′ikr (t)

− T−1
P (ϕk−nmϕm)J ′TCψuvwr (T−1

C TP(ϕk)iks ,T−1
C TP(ϕk−nmϕm)ikr , ϕm)

= −T−1
P (ϕk−nmϕm)Lrrs(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)TP(ϕk)J ′iks (t)

− T−1
P (ϕk−nmϕm)Lrr(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)TP(ϕk−nmϕm)J ′ikr (t)

− T−1
P (ϕk−nmϕm)J ′ψrr(TP(ϕk)iks ,TP(ϕk−nmϕm)ikr , ϕm)

= −Lkrs(iks , ikr , ϕm, ϕk)J ′iks (t) −Lkr (iks , ikr , ϕm, ϕk)J ′ikr (t) − J ′ψkr (iks , ikr , ϕm, ϕk) .





(B.12)
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B.3 Symmetry properties of the DFIM inductances

This section discusses the symmetry properties of the differential inductances of the stator
Lks , the rotor Lkr and the couplings Lksr and Lkrs. To obtain these symmetry properties, the
corresponding inductances in the three-phase reference frames abc and uvw, i.e. Labcs , Luvwr , Labcsr

and Luvwrs , are used. Because of (A.2.7), the following holds:Labcs =
(
Labcs

)⊤, Luvwr =
(
Luvwr

)⊤ and
Labcsr =

(
Luvwrs

)⊤.

Remark (R.B.1) To simplify the readability of this section, the arguments of the upcoming
derivations are restricted to the arguments of the Park transformation.

B.3.1 Stator inductance

The symmetry property of the stator inductance Lks can be obtained by using (B.8), which
contains the relation between the stator inductance Lks in the arbitrarily k-reference frame and
the stator inductance Labcs =

(
Labcs

)⊤ in the three-phase abc-reference frame. It follows

Lks =T−1
P (ϕk)TCLabcs T−1

C TP(ϕk)

=⇒
Labc

s =
(
Labc

s

)⊤ Lks −(Lks
)⊤ =




0 0 (1−2κ2
c )Ldγs

0 0 (1−2κ2
c )Lqγs

(2κ2
c −1)Ldγs (2κ2

c −1)Lqγs 0


 . (B.13)

Due to (A.2.3), the γ-component iγs of the stator current is zero, i.e. iγs =0. Hence, the stator flux
linkage ψks is not a function of the γ-component iγs of the stator current and, consequently, the
third column −∂ψk

s

∂iγs
of the stator inductance Lks must be zero. Thus, it holds Ldγs =Lqγs =Lγγs =0

and because of (B.13), the stator inductance Lks is symmetric, i.e. Lks =
(
Lks
)⊤.

B.3.2 Rotor inductance

The relation between the rotor inductance Lkr in the arbitrarily k-reference frame and the rotor
inductance Luvwr =

(
Luvwr

)⊤ in the three-phase uvw-reference frame is given in (B.12). This
relation yields

Lkr =T−1
P (ϕk−nmϕm)TCLuvwr T−1

C TP(ϕk−nmϕm)

=⇒
Luvw

r =
(
Luvw

r

)⊤ Lkr −(Lkr
)⊤ =




0 0 (1−2κ2
c )Ldγr

0 0 (1−2κ2
c )Lqγr

(2κ2
c −1)Ldγr (2κ2

c −1)Lqγr 0


 . (B.14)

Due to (A.2.3), the γ-component iγr of the rotor current is zero, i.e. iγr =0. Hence, the rotor flux
linkage ψkr is not a function of the γ-component iγr of the rotor current and, accordingly, the
third column −∂ψk

r

∂iγr
of the rotor inductance Lkr must be zero. Thus, it holds Ldγr =Lqγr =Lγγr =0

and because of (B.14), the rotor inductance Lkr is symmetric, i.e. Lkr =
(
Lkr
)⊤.

B.3.3 Coupling inductances

In (B.8) and (B.12), the relations between the coupling matrices Lksr, Labcsr , Lkrs and Luvwrs are
given by

Lksr=T−1
P (ϕk)TCLabcsr T

−1
C TP(ϕk−nmϕm) and Lkrs=T−1

P (ϕk−nmϕm)TCLuvwrs T−1
C TP(ϕk) . (B.15)
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Considering the symmetry property Luvwrs =
(
Labcsr

)⊤, (B.15) leads to

Lkrs−
(
Lksr

)⊤ =




0 0 Ldγrs −Lγdsr
0 0 Lqγrs −Lγqsr

Lγdrs −Ldγsr Lγqrs −Lqγsr 0


=(1−2κ2

c )




0 0 Ldγrs
0 0 Lqγrs

−Ldγsr −Lqγsr 0


 . (B.16)

Due to (A.2.3), the γ-components iγs and iγr of the stator and rotor current are zero, i.e. iγs = iγr =0.
Hence, the flux linkages ψks and ψkr of stator and rotor, respectively, are not functions of the
γ-components iγs and iγr . Accordingly, the third columns −∂ψk

r

∂iγs
and −∂ψk

s

∂iγr
of the coupling

inductances Lkrs and Lksr must be zero. Thus, it holds Ldγrs =Lqγrs =Lγγrs =Ldγsr =Lqγsr =Lγγsr =0 and
because of (B.16), for the coupling inductances Lkrs and Lksr, the following symmetry property
holds: Lkm :=Lkrs=

(
Lksr

)⊤.
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Appendix C

Proofs of used mathematical
correlations

This section covers two mathematical proofs. Sec. C.1 shows that the augmented LCL filter
dynamics (3.3) are controllable, if and only if (C.3.1) is fulfilled. Sec. C.2 proves that the
“stationary” system matrix Nlcl is invertible, if and only if (3.40) holds.

C.1 Proof of controllability

To allow for controlling the augmented LCL filter dynamics (3.3), they must be controllable.
Therefor, the corresponding controllability matrix Sξ :=

[
Bξ AξBξ A

2
ξBξ A

3
ξBξ

]
with

Aξ =




−Rf +Rh

Lf
I2−ωgJ Rh

Lf
I2 − 1

Lf
I2 O2×2

Rh
Lg
I2 −Rg+Rh

Lg
I2−ωgJ 1

Lg
I2 O2×2

1
Ch
I2 − 1

Ch
I2 −ωgJ O2×2

−
(
1 0
)⊤

O2×2 −
(
0 1
)⊤

O2×4




and Bξ =




1
Lf
I2

O2×2
O2×2
O2×2


 (C.1)

needs to have full rank, i.e. rank
(
Sξ
)
=8 (see e.g. [143]). This leads to (C.3.1), which is obtained

by carrying out the following five steps:

Step 1: Sξ,1 results from scaling the controllability matrix Sξ by Lf . Adding the fifth and sixth
row of Sξ,1, scaled by −ChRh

Lg
, to the third and fourth row of Sξ,1, respectively, yields

Sξ,1 = LfSξ and Sξ,2 = Sξ,1 − ChRh
Lg



O2×4 O2×2 O2×2
O2×4 I2 O2×2
O4×4 O4×2 O4×2


Sξ,1 . (C.2)

Step 2: Adding the fifth row of Sξ,2, scaled by Ch, to the seventh row of Sξ,2 gives Sξ,3.
Commuting the fifth and sixth row of Sξ,3 with the third and fourth row of Sξ,3, respectively,
results in

Sξ,3 = Sξ,2 + Ch



O6×4 04 O3×4

0⊤
4 1 0⊤

3
0⊤

4 0 0⊤
3


Sξ,2 and Sξ,4 =




I2 O2×2 O2×2 O2×2
O2×2 O2×2 I2 O2×2
O2×2 I2 O2×2 O2×2
O2×2 O2×2 O2×2 I2


Sξ,3 . (C.3)
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Note that all entries of the fifth and sixth row of Sξ,4 are zero, i.e.
[
O2×4 I2 O2×2

]
Sξ,4 =O2×8,

if Lg−ChRgRh=0. Hence, Lg−ChRgRh ̸=0 must hold in order that Sξ has full rank.

Step 3: Adding the fifth and sixth row of Sξ,4, scaled by RhChLg

Lg−ChRgRh
, to the seventh and eighth

row of Sξ,4, respectively, yields

Sξ,5 = Sξ,4 + RhChLg
Lg − ChRgRh

[
O6×4 O6×2 O6×2
O2×4 I2 O2×2

]
Sξ,4 . (C.4)

Step 4: Adding the sixth row of Sξ,5, scaled by − ωgChL
2
g

Lg−ChRgRh
, to the seventh row of Sξ,5 gives

Sξ,6 = Sξ,5 − ωgChL
2
g

Lg − ChRgRh



O6×5 06 O6×2
0⊤

5 1 0⊤
2

0⊤
5 0 0⊤

2


Sξ,5 . (C.5)

Step 5: Adding the eighth column of Sξ,6, scaled by −ωgChRh, to the seventh column of Sξ,6
results in

Sξ,7 = Sξ,6 − ωgChRhSξ,6

[
O7×6 07 07
0⊤

6 1 0

]
. (C.6)

Sξ,7 ∈R8×8 is an upper triangular matrix and exhibits the following eight diagonal elements:

1, 1, 1
Ch
,

1
Ch
,
Lg−ChRgRh

ChL2
g

,
Lg−ChRgRh

ChL2
g

,
ω2
gChLg−1−ω2

gC
2
hRh (Rg+Rh)

ChLg
and − 1

ChLg
. (C.7)

The controllability matrix Sξ has full rank, i.e. rank
(
Sξ
)

= 8, if and only if all diagonal elements
of Sξ,7 in (C.7) are not zero. This leads to the condition

Lg −RgRhCh ̸= 0 and 1
ω2
gCh

̸= Lg −RhCh (Rg +Rh) Rh=0=⇒ ωg ̸= 1√
LgCh

. □ (C.8)

C.2 Proof of invertibility

The invertability of the “stationary” system matrix Nlcl is necessary to be able to calculate the
“stationary” state vector z⋆lcl as in (3.39). Accordingly, the “stationary” system matrix

Nlcl =




1
Lf

ωg
Rh
Lf

0 − 1
Lf

0
0 −Rf +Rh

Lf
0 1

Lf
0 − 1

Lf

0 0 −Rg+Rh

Lg
0 1

Lg
0

0 Rh
Lg

−ωg 0 0 1
Lg

0 0 − 1
Ch

0 0 ωg
0 1

Ch
0 0 −ωg 0




(C.9)

needs to have full rank, i.e. rank
(
Nlcl

)
=6. This leads to (3.40), which is obtained by carrying

out the following three steps:
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Step 1: The rows and columns of the “stationary” system matrix Nlcl are changed as follows

Nlcl,1 = Nlcl




1 0 0⊤
2 0⊤

2
02 02 I2 O2×2

0 1 0⊤
2 0⊤

2
02 02 O2×2 I2


 and Nlcl,2 =




I2 O2×2 02 02

0⊤
2 0⊤

2 0 1
0⊤

2 0⊤
2 1 0

O2×2 I2 02 02



Nlcl,1 . (C.10)

Step 2: Adding (i) the third row of Nlcl,2, scaled by −ChRh
Lg

, to the sixth row of Nlcl,2, (ii) the
fourth row of Nlcl,2, scaled by −ωgCh, to the sixth row of Nlcl,2 and (iii) the fourth row of Nlcl,2,
scaled by −Ch(Rg+Rh)

Lg , to the fifth row of Nlcl,2, gives

Nlcl,3 = Nlcl,2 −




O4×2 04 04 O4×2

0⊤
2 0 Ch(Rg+Rh)

Lg 0⊤
2

0⊤
2

ChRh
Lg

ωgCh 0⊤
2


Nlcl,2 . (C.11)

Step 3: Adding the fifth row of Nlcl,3, scaled by −ωgChRh, to the sixth row of Nlcl,3 results in

Nlcl,4 = Nlcl,3 − ωgChRh

[
O5×4 05 05

0⊤
4 1 0

]
Nlcl,3 . (C.12)

Nlcl,4 ∈R6×6 is an upper triangular matrix and exhibits the following six diagonal elements:

1
Lf

,
1
Lf

,
1
Ch

, − 1
Ch

,
1
Lg

and 1
Lg

− ω2
gCh +

ω2
gC

2
hRh (Rg +Rh)

Lg
. (C.13)

The “stationary” system matrix Nlcl has full rank, i.e. rank
(
Nlcl

)
= 6, if and only if all diagonal

elements of Nlcl,4 in (C.13) are not zero. This leads to the condition

1
ω2
gCh

̸= Lg −RhCh (Rg +Rh) Rh=0=⇒ ωg ̸= 1√
LgCh

. □ (C.14)
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