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Abstract—A hermetic build system manages its own build dependencies, isolated
from the host file system, thereby securing the build process. Although, in recent
years, new artifact-based build technologies like Bazel offer build hermeticity as a
core functionality, no empirical study has evaluated how effectively these new build
technologies achieve build hermeticity. This paper studies 2,439 non-hermetic
build dependency packages of 70 Bazel-using open-source projects by analyzing
150 million Linux system file calls collected in their build processes. We found
that none of the studied projects has a completely hermetic build process, largely
due to the use of non-hermetic top-level toolchains. 71.9% of these are Linux
utility toolchains that in principle could be managed by Bazel, while 38.1% are
programming language-related toolchains introduced by the default configuration
of key Bazel build rules. Furthermore, we evaluate the risks of non-hermetic
build dependencies when building projects on new machines or within CI.

Modern software systems rely on a large number
of dependencies (i.e., libraries and build tools) during
compilation, many of which are open-source projects,
making the build system an ideal target for supply
chain attacks [1] [2] [4]. To secure the build process,
the Supply-chain Levels for Software Artifacts (SLSA)
framework1, based on Google’s internal processes,
stipulates that an ephemeral, isolated and hermetic
build environment is needed to achieve the highest
level of supply chain security [1].

A hermetic build system, therefore, by downloading
and managing all necessary toolchains and libraries
at the build tool level, ensures a self-contained build
environment that isolates (secures) the builds from
changes to the dependencies (libraries and toolchains)
installed on the host operating system. Hermeticity
also lays the foundation for reproducible builds, i.e.,
builds that produce identical outputs when given the
same set of inputs and build environment [3], and it
is an important precondition for reliable parallel and
incremental builds (in addition to other preconditions,
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like the need to carefully manage the build outputs of
previous builds).

Despite its importance, implementing a hermetic
build system is non-trivial. Traditional file-based (e.g.,
Make) and task-based (e.g., Maven) build technolo-
gies do not have built-in support for build isolation,
meaning that changes external to the build system
can influence the build results [5]. This lack of isola-
tion also makes it challenging to enforce dependency
management as access to undeclared dependencies
cannot be tracked by the build system [13], lead-
ing to non-deterministic and inconsistent build results.
Furthermore, while these build technologies are of-
ten capable of managing libraries, they often do not
support managing toolchains, requiring developers to
continuously maintain their build systems to adapt to
new environments [11].

An alternative solution is for developers to use
external tools such as continuous integration (CI),
Infrastructure-as-Code (IaC), or functional package
manager (e.g., Nix, Guix) tools to create a fully man-
aged and consistent environment for the build process
[13]. However, since these tools are external to build
tools, the specification of the entire build environ-
ment typically is spread across multiple configuration
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files (e.g., requirements.txt + Dockerfile + Jenkinsfile),
which results in additional build comprehension and
maintenance effort.

In recent years, a new family of artifact-based
build system technologies (e.g., Bazel2, Pants) has
emerged, introducing an innovative approach for en-
hancing build performance and correctness, as well
as facilitating build hermeticity. Contrary to traditional
build systems like Make and Maven, artifact-based
systems like Bazel require developers to define what
artifacts and dependencies need to be built or installed
without specifying how, leaving the build system to
manage task configuration, scheduling, and execution.
Consequently, the build system has full control over
the build process and knowledge of build dependen-
cies, ensuring deterministic builds and enabling build
hermeticity [14].

Despite artifact-based build technologies’ claim of
hermetic builds, it remains uncertain how effectively
they are able to achieve this goal. In fact, a recent study
[8] shows how developers are abandoning modern
build technologies like Bazel as their perceived ben-
efits do not outweigh their maintenance costs. Recent
studies trying to understand this phenomenon mostly
studied Bazel’s build performance [14] and mainte-
nance overhead [8]. Moreover, while Bazel employs
different strategies to ensure the hermeticity of the
builds (e.g., performing builds in a sandbox), their ef-
fectiveness relies on the underlying build rules. These
rules, especially when they are either customized by
developers or obtained from the community, may not
be hermetic. Therefore, understanding the hermeticity
of Bazel builds in practice becomes crucial in aiding
developers’ decision-making regarding the adoption of
Bazel.

This paper first performs a dynamic analysis of
150 million filesystem calls gathered during the Bazel
build processes of 70 open-source projects to assess
the hermeticity of these builds. For those projects
exhibiting non-hermetic builds, we investigate whether
the non-hermetic build dependencies are instead doc-
umented outside the Bazel specification files, i.e.,
Dockerfiles or CI configuration files. Subsequently, we
explore the causes of non-hermeticity, offering insights
for developers on improving build hermeticity. Lastly,
we evaluate the potential impact of non-hermeticity
in practice, by examining the risks of non-hermetic
dependencies being installed on new machines or
being unexpectedly updated by CI environments.

Despite Bazel’s promises, our results show that

2https://bazel.build/

none of the studied projects exhibited a completely
hermetic build process. In addition, while 28.57% of
projects employ external tools to manage build de-
pendencies not handled by Bazel, their management
approach still lacks hermeticity. We also found that
non-hermetic build dependencies may not be pre-
installed on new build environments and could expe-
rience unexpected updates within popular third-party
CI environments. Bazel users aiming to improve build
hermeticity should closely examine the default (often
non-hermetic) configuration of their Bazel build rules.
As Linux utility toolchains are often overlooked and not
managed by Bazel, developers should use hermetic
build rules such as toolchain_utils and rules_tar to
manage them.

Analyzing the Hermeticity of Bazel
Builds

This section explains how we collected the data on
Bazel build hermeticity for the three research ques-
tions, while question-specific analyses are discussed
in the results section. In our previous study [14], we
identified 70 non-trivial buildable Bazel projects. As
illustrated in Fig 1, we use the strace command to
record the Linux file system calls made in the build
processes of these 70 projects. Then, we analyzed
the file system calls to identify whether the accessed
packages were managed by Bazel or by the underlying
host. The experiments were performed on a Debian
11 server with 8 vCPUs and 32 GB memory. The
replication package is available online34.

Collect Linux File System Calls
As large projects can take hours to build and produce
extremely large strace logs, we limited the range of
tracked system calls to the subset related to file oper-
ations. To ensure our selection was representative, we
focus on the strace file operation system calls that
are among the top 100 most frequently used system
calls, as identified by Tsai et al. [10]. Since we want to
identify the files created, read, modified or executed by
the build process, we focused on the most frequently-
used IO-related system calls (e.g., open, read), while
we excluded file system calls that ignore file contents,
e.g., stat and getcwd. To enhance the accuracy of
our results, we also included variations of the selected
system calls (e.g., openat).

3https://github.com/SAILResearch/replication-24-shenyu-
bazel_hermeticity

4https://zenodo.org/doi/10.5281/zenodo.13324236
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FIGURE 1. The process of analyzing the hermeticity of Bazel builds.

The traced system calls listed below resulted in
150 million file system calls during the build process
across the 70 projects.

strace ... -e trace=creat,open,openat,

rename,renameat, mkdir,mkdirat,rmdir,

link,linkat,symlink,symlinkat,

unlink,unlinkat,read,readv,write,

writev,execve,execveat ...

Identify Build Dependency Packages
To evaluate the hermeticity level, we then identified
the build dependencies (i.e., toolchains and libraries)
accessed in the build process and classified them
into non-hermetic (installed on the host system via
operating system packages) and hermetic (installed
in Bazel-managed directories by Bazel).

As shown in Figure 1, we first employed a script to
extract the names, return codes, and the associated

files of file system calls from the strace logs. In the
build process, Bazel searches through multiple paths
to locate packages, leading to Linux file system calls
for non-existent files. To filter out such system calls,
we only include file system calls that were successful,
as identified by a return code other than -1. Then,
according to the extracted paths, we categorized their
associated files into two groups as described below.

• Hermetic (Bazel-managed) files - Files situated in
the directory $HOME/.cache/bazel or projects’
own directories are deemed hermetic since Bazel
manages these files in the build process.

• Non-hermetic (Unmanaged) files - Other files that
are not managed by Bazel.

In total, we identified 11,602,678 hermetic and 46,775
non-hermetic files accessed in the build process of the
70 Bazel projects.

As non-hermetic dependencies are usually in-
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stalled via operating system packages, we mapped
non-hermetic files to operating system packages,
specifically Debian Linux packages, due to the
widespread use of Debian-based Linux distribution in
CI platforms (for example, the only available Linux
distribution for the GitHub Actions runner is the
Debian-based Ubuntu distribution). We executed the
apt-file search command to identify the specific
non-hermetic Debian Linux packages linked to 30,844
non-hermetic files.

Hermetic dependencies, which are
installed by Bazel, are stored in the directory
$HOME/.cache/bazel/.../external/<package

name>5. Therefore, we retained 9,931,674 hermetic
files located in such directories and identified their
corresponding package names, while the remaining
1,671,004 files, which were mostly source code files
or Bazel-created temporary files, were excluded from
the analysis.

Once we had separated hermetic and non-hermetic
build dependency packages, we proceeded to classify
them based on their associated file system calls. Pack-
ages that have any file associated with a file system
call that is execve or execveat were categorized as
toolchains, whereas all others were identified as li-
braries.

Notably, some non-hermetic dependencies are only
installed because they are transitively required by an-
other dependency. Therefore, for each project, we em-
ployed the apt-cache depends command to query
the transitive dependencies of non-hermetic packages
and construct a dependency graph for these packages.
The packages at the root node of the graph are top-
level dependencies, while others are transitive depen-
dencies.

Analyze If the Non-Hermetic Build
Dependencies Are Externally Managed
Considering that developers might employ external
tools to handle their non-hermetic dependencies,
we further analyzed whether these dependencies
are managed by Docker and CI tools, given their
widespread use in managing the build environment.
To accurately identify the non-hermetic dependencies
specified in Dockerfiles and CI configuration files, we
employed a script to search all files containing the
names of the non-hermetic packages. We then manu-
ally inspected the identified files to determine whether
they were Dockerfiles or CI configuration files and to

5https://bazel.build/remote/output-directories

check if the non-hermetic dependencies were installed
within these files. Additionally, for each identified non-
hermetic dependency, we manually checked whether
developers specified the version number in the config-
uration files when installing them.

RQ1. How Hermetic are Bazel
Builds?

Achieving a completely hermetic build is hard,
even with artifact-based build system technologies
like Bazel. In our case study, we examined 70 Bazel
projects and identified a total of 11,325 build depen-
dency packages used during the build process. Among
these, 8,886 were hermetic packages (8,832 libraries
and 54 toolchains), and 2,439 were non-hermetic pack-
ages (1,760 libraries and 679 toolchains). Fig 2 (a)
shows the percentage of projects that exhibit non-
hermetic/hermetic Bazel build processes, as well as
the number of packages, categorized as toolchains or
libraries, that are managed (hermetic) and not man-
aged (non-hermetic) by Bazel. The median numbers
of non-hermetic libraries and toolchains across the
projects are 21 and 9, respectively, compared to 51
and 0 for hermetic ones.

While Bazel and related build technologies like
Pants claim build hermeticity as one of their main
fortes, none of the projects analyzed in the dataset
demonstrate a fully hermetic build process. Notably,
the total number of non-hermetic toolchains is sig-
nificantly higher compared to hermetic ones (Mann-
Whitney U test at α = 0.01), with a large Cliff’s Delta
effect size (0.984). In the case of libraries, although the
total number of non-hermetic libraries is significantly
lower than hermetic libraries, its median still reaches
a notable 21 non-hermetic libraries used in the build
process.

The non-hermetic top-level toolchains are the
major source of non-hermeticity. Among the 2,439
non-hermetic dependency packages, around 81.6%
of them are transitive dependencies. Additionally, as
shown in Fig 2 (a), the number of non-hermetic top-
level toolchains is significantly higher than that of non-
hermetic top-level libraries, with medians of 5 and 1,
respectively. In fact, 54.3% of projects depend on non-
hermetic top-level libraries in the build process, com-
pared to 98.6% using non-hermetic top-level toolchains
(numbers not shown in the figure). This suggests that
the usage of non-hermetic top-level toolchains might
contribute most to the access of host system resources
in the build process.

Bazel users rarely employ external tools to
manage the non-hermetic top-level build depen-
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FIGURE 2. (a) The percentage of hermetic/non-hermetic projects, and the total number of libraries/toolchains accessed in the
build process across the non-hermetic projects (Log(n+1)). (b) The percentage of projects that external tools manage their non-
hermetic build dependencies, and the total number of non-hermetic top-level build dependencies that are externally managed
by other tools. (c) The number of non-hermetic packages categorized by their Debian Priority - Default Installed (Debian Priority:
Required, Important, and Standard), Optional (Debian Priority: Optional) across the 70 projects. (d) The distribution of a median
number of updates of build dependencies within the Ubuntu 20.04 and 22.04 runner images for GitHub Actions and CircleCI.
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dencies; when they do, developers often omit
dependency version constraints. Fig 2 (b) illustrates
the percentage of non-hermetic projects employing
external tools (e.g., Docker, CI services) to manage
the non-hermetic top-level build dependencies. While
28.6% of projects in the dataset also employ other
tools to control their non-hermetic top-level libraries
and toolchains used in the build, their number of non-
hermetic libraries and toolchains is still significantly
higher than the number of externally managed ones.
This suggests that these projects are losing track of a
substantial number of non-hermetic top-level libraries
and toolchains.

Furthermore, among those 28.6% of projects that
use external tools to control non-hermetic build depen-
dencies, 70% of them do not specify the versions of
those dependencies in their Dockerfiles or CI config-
uration files. This can also lead to non-hermeticity, as
these projects will resort to using the latest available
version of these toolchains and libraries in the build
process, which could vary from build to build. For
example, while chipsalliance/verible installs their build
toolchain dependency g++ by running apt install

build-essential in their CI builds, as there is no
version control, the version of g++ used in the build
process changes across builds.

For developers: Even with tools like Bazel, build
hermeticity does not come for free. As non-hermetic
top-level toolchains are a major source of non-
hermeticity, only exacerbated by transitive dependen-
cies, techniques like Software Bill of Materials (SBoM)
can provide visibility into the full dependency tree,
helping migrate non-hermetic transitive dependencies.
Furthermore, when utilizing external dependency man-
agement tools like Docker, it is essential to specify the
versions of these dependencies.

RQ2. What are the reasons for
non-hermetic build dependencies?

Only 37.1% of projects are configured to use
hermetic toolchains in their build configura-
tion files. To further understand the reasons be-
hind non-hermetic dependency packages, particularly
non-hermetic top-level toolchains, we manually ana-
lyzed each project’s WORKSPACE.bazel and MOD-
ULE.bazel files, which define the external dependen-
cies for Bazel. We examined whether the top-level
toolchains of the project were specified, and analyzed
their configuration by searching for the names of the
toolchains. We found that only 37.1% of projects are
configured to use hermetic toolchains, and that none
of these manage all their toolchains with Bazel.

Additionally, we observed that all hermetic
toolchains are programming language-related (e.g.,
JDK, Python), whereas more general Linux utility
toolchains (e.g., Tar, Grep) are often overlooked, with
71.9% of the 394 non-hermetic top-level toolchains
representing utilities. Although these utility toolchains
are common in Linux installations, recent attacks
targeting these tools (e.g., the XZ Utils backdoor6)
demonstrate that leaving them unmanaged can
expose projects to significant security threats.

Non-hermetic programming language-related
toolchains are introduced by the default configu-
ration of official Bazel build rules Although Bazel
provides explicit support to manage toolchains for
major programming languages, 38.1% of the identi-
fied non-hermetic top-level toolchains are program-
ming language-related toolchains. One major reason
for build processes’ direct access to host system re-
sources is the non-hermetic default configuration of
certain official build rules.

For instance, the default configurations of the offi-
cial rules_cc and rules_python build rules use the host-
installed toolchains. While the rules_java build rule by
default compiles a code base using a Bazel-managed
JDK, it executes and tests said code base using a
locally installed JDK, therefore the resulting binaries
also depend on what is installed on the machine.

Although these default configurations are non-
hermetic, few developers override them. Among the
13 projects using the rules_python build rule, only 1
project changed the default configuration to use Bazel
to download and manage Python in the build process.
The impact of the default configuration can be more
obvious when we compare the rules_python build rule
to the rules_go build rule, which, by default, uses a
hermetic Go SDK. Out of the 24 projects that use
the rules_go build rule, only 1 project changed the
configuration to use a non-hermetic host-installed Go
SDK.

For the 37.1% of projects that use her-
metic toolchains in their build process, 15.4%
(4/26) of them have their hermetic toolchains ac-
cessing non-hermetic files, still leading to non-
hermeticity. Even if developers use Bazel to manage
their toolchains, it may still introduce non-hermeticity.
For example, in the case of jesec/rtorrent, CMake is
executed using Bazel during the build process, but the
underlying Make invoked by CMake is host-installed.
Another factor contributing to the non-hermeticity
of "hermetic" toolchains is cache files associated

6https://en.wikipedia.org/wiki/XZ_Utils_backdoor
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with toolchains. We observed 3 instances such as
bazelbuild/starlark accessing Cargo’s caches, bazel-
build/rules_jvm_external accessing yarn’s caches, and
lowRISC/opentitan accessing pip’s caches in the build
process, with all of the accessed cache files being
stored on the host machines.

For developers: Despite Bazel’s claim of provid-
ing hermetic builds, achieving this requires substantial
effort from developers. Since the default configura-
tions of build rules such as rules_cc and rules_python
are non-hermetic, developers must manually override
them to use Bazel-managed toolchains. Additionally,
while Linux utility toolchains are often overlooked,
developers should use hermetic build rules such as
toolchain_utils and rules_tar to manage them within
build configuration files.

RQ3. What is the impact of build
hermeticity?

Projects contain a median of 12 non-hermetic de-
pendencies that are not by default included in the
standard Debian installation, leading to potentially
inconsistent build results or even failures when
the projects are built on new machines. In Debian,
each package has a priority value, which is used to
control if it is included in standard Debian installations.
Packages with the Required, Important, or Standard
priority are installed by default in the standard instal-
lation, while those with the Optional priority are only
installed at the specific request of users. To measure
the impact of non-hermetic dependencies in Bazel on
rebuildability when building on different machines, we
employed a script to classify these dependencies as
default or non-default installations according to their
Debian priority.

As illustrated in Fig 2 (c), although the number
of default-installed build dependencies is significantly
higher than the number of optional ones, the latter
number still reaches a median of 12 across the 70 stud-
ied projects, whereas the median number for default-
installed ones is 18. Additionally, non-hermetic top-
level toolchains, identified in RQ1 as a major source of
non-hermeticity, show a median count of 2 for optional
non-hermetic top-level toolchains.

For developers: Developers risk build failures and
higher maintenance efforts when working on systems
lacking optional non-hermetic build dependencies. Fur-
thermore, since optional dependencies require explicit
installation and updates by developers, as there is
often a lag between a package being released to
repositories and being updated in Linux distributions
or Docker images [9], there is a higher likelihood of

inconsistencies in the versions of build dependencies
installed across systems. This issue becomes more
pronounced when using Bazel across various plat-
forms.

Bazel users may face unexpected changes in
their non-hermetic build dependencies within CI
environments. The median numbers of updates for
top-level libraries are 11 and 9 for the Ubuntu 20.04
and 22.04 GitHub Actions runner images, respectively,
and 3.5 and 3.0 for CircleCI. In CI settings, non-
hermetic dependencies that are neither managed by
Bazel nor externally, have to be supplied by pre-
installed packages on CI platforms, enabling the build
to proceed successfully. While such builds appear to
be hermetic, the pre-installed packages in the CI envi-
ronment fall outside the control of developers. Changes
to these pre-installed packages by the CI vendor can
result in unexpected build failures.

To understand the potential impact of such an
issue, we conducted further analysis on the two most
popular CI services on GitHub, i.e., GitHub Actions and
CircleCI [7]. Specifically, we examined the frequency
of updates for the non-hermetic dependencies of the
70 projects installed in the Ubuntu 20.04 and 22.04
runners of the two CI services. For GitHub Actions,
the packages installed on runners are specified in
their README files7. We employed a script to analyze
the commit history of README files for Ubuntu 20.04
and 22.04 runners to identify the version changes of
installed packages over the last three years. In the
case of CircleCI, we retrieved all the tags of their base
Docker images for Ubuntu 20.04 and 22.04 runners,
executing the apt list -installed command with
the container created by each image to extract the
history of the installed package versions. Fig 2 (d)
illustrates the distribution of the median number of
updates of build dependencies across both Ubuntu
20.04 and 22.04 runner images on GitHub Actions and
CircleCI.

Despite non-hermetic top-level toolchains being
identified as a primary source of non-hermeticity, the
median update counts for these toolchains in the
Ubuntu GitHub and CircleCI runner images for ver-
sions 20.04 and 22.04 are relatively low (0, 1, 0 and
0.5, respectively), although the maximum number of
updates can reach up to 17. On the other hand, the
update counts for non-hermetic libraries were higher,
with median counts of 11 and 9 for top-level libraries
in the 20.04 and 22.04 Ubuntu GitHub runner images,

7https://github.com/actions/runner-
images/blob/main/images/ubuntu/Ubuntu2004-Readme.md
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and 3.5 and 3.0 for the CircleCI images, respectively,
while 2, 2, 1, and 1 for transitive libraries in the same
respective runner images.

For developers: While Bazel’s incremental build
feature is a major selling point [8], promising significant
build time reduction [14] [15], unexpected/uncontrolled
changes to non-hermetic build dependencies could
lead to incorrect build results and performance down-
grade for incremental builds due to build cache inval-
idation. Although the update counts for non-hermetic
build dependencies in CI runner images may seem
low, when build failures or performance downgrades
occur, diagnosing and addressing these issues can be
complex, as such updates often go unnoticed due to
the CI environment not being under their control and
the inherent complexity of debugging CI builds [12].

LIMITATIONS
As our findings are specific to Bazel-based artifact-
based build systems, we plan to extend our research
to both other artifact-based and task-based build sys-
tems on more projects. Additionally, files accessed by
system calls were mapped to Debian packages and
Bazel-managed packages to evaluate the hermeticity
of Bazel. As Bazel might employ different approaches
to achieve build hermeticity outside of Linux, such as
Windows or MacOS, we also plan to conduct a broader
evaluation on other platforms.

CONCLUSION
Our research indicates that complete build hermeticity
was not achieved in any of the Bazel projects we exam-
ined, largely due to the default configuration of the build
rules. Furthermore, we found that the non-hermetic
dependencies may not be included by default in the
standard Debian installation, risking build failures on
new build machines. Developers might also encounter
unanticipated updates to their non-hermetic depen-
dencies within CI environments, potentially leading to
inconsistencies in builds or a decline in performance,
as these dependencies can be inadvertently changed
by the CI vendors. For developers, although artifact-
based build technologies like Bazel offer rich features
to enhance build hermeticity, it is important to go
beyond their default configuration.
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